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Iepiknyn

Baowdg okomdg g mapodsas dtpiPng eivatl 1 avantugn Kot mapovsiosn g
KOLVOTOHOV TPOGEYYLONG CXETIKG HE TV Tapoyr} Evevovg Bordelng o€ Eva AoyIopkd
ouvvepyotikng pdbnong (Computer Supported Collaborative Learning — CSCL
system), mov ovoudletar AUTO-COLLEAGUE (AUTOmated COLLaborativE
leArninG Uml Environment). [Tpdxettat yio €va mepipdilov exmaidevong ypnotodv
om UML (Unified Modelling Language), aAld eivar €101 oyedocpévo, dote va
umopel vo ypnoromomOei Kot yoo GAAO YVOOTIKG OVTIKEIpEVD, OMMG YADCOEG
npoypappatiopov. Eivar katdAAnio yio xp1ion 1060 o€ exmondevtikd Wpopate, 660
kot oe etoupeieg mapayoyng Aoyispkov. To AUTO-COLLEAGUE napaxolovBel
Kabe evépyewn kabdg kar kGBe mbovn Evoeln emidoomng TOV EKTOSEVOUEVOV
TPOKEWEVOD VoL TTOPAYEL Kat, AKOAOVOMS, Ve TPOCSPEPEL YPNOIUEG CVUPOVAEG GTOVG
EKMOOEVOUEVOLG, BAAG KAl GTOV EKTAOEVTY), O POLOG TOV 0TTOIoV GLY VA Topapereiton
and mapdpoa tepPBAAAOVTA.

H cuvelopopd Tov GLGTIHOTOG TOL TAPOVGIGLETAL GE QLTI TN STpiBn apopd To
emoTpHoVIKG Tedia avantuéng Aoyiopkod cvvepyatikig pabnong (CSCL systems)
KOl TOV EPYOAEIOV QVTOUOTOV GYNUATICHOY opddwv cuvepyaciog (group formation
tools). Tvykekpiéva, ot KavoTOHES mpoceyyicels mov viomombnkav o6to AUTO-
COLLEAGUE eivau:

e H ypfon yopakmploTikdv Tng TPOCOMKOTNTAS TOV EKTULOEVOUEVOV KOl

£151KA 0 AVTOHOTOG TPOTOG OV AVTE EKTIHAVTAL OO TO GVCTNUA,

e H ovvektipnon g ovvaucbnpoatiki  ariniemidpacng peTaEd TV
EKTOOEVOHEVOY  OTNV  avTopatomomuévy  Sodikacic  GYNUATIGHOY
TPOTEWVOHEVOV OUAdMV GLVEPYaGTingG Kat

e H ypnon mg Bewpilog cvykvpuaknig nyesiag tov Hersey ot Blanchard om
Sodikacion EEUTOMKEVHEVG TPOCUPUOYNG TOV TAPEXOHEVOV GULUBOVAGDV
TPOG TOVG EKMAULGEVOUEVOVG,.

H mopeydpevn Ponbeia 6Tovg eKTOISEVOUEVOVG GUVIGTATOL (0L) GTOL TPOTEWVOLEVLL

Oépata mg UML mpog perém, (B) otovg mo katdAinlovg yuwr ocvvepyaoio
SVVaSELPOVG Kat (y) O€ EVOUPPVVTIKG UNVORATe Tov Ba popovoay va avéfcovy Ty

anodotikétnté Tovg. H mapeydpevn Ponbeia otov ekmardevt) apopd (o) OTATIOTIKES



AVOPOPES KoL SLoyPAUUOTO CYETIKA e TV TPO0do TV ekmadevopévay kot (B) éva
£PYUAEID AVTOUOTOV CYNUATIOHLOD OUAd®Y OV TpoTeivel T BEATIOT) Opydveon TOV
ekmuIdeVopéveV o opadeg ovvepyasiag. OAot o mpoavapepdpevol tomol Ponbelag
TapdyovIal amd £V EVGOUATOUEVO CUGTNHN GVOTAcEOV (recommender system) Tov
Baciletar oTig Tpooeyyicelg Tov PAtpapicpatog pe Baon to mepexdpevo (content-
based filtering) ka1 Tov cvvepyatikod Pratpapicpatog (collaborative filtering).

[a mv Tapayoy eveLAV cLETAGEMV/CVUPOVADY, TO GUGTNHE dNOVPYEL Kot
evnuepdvel  eEatopukevpéva  povtéla  pabntdv  (student models) yur xdBe
exkmondevopevo. Ta poviéha oLTE TEPYPAEOLY TOV EKTAIOEVLOUEVO Kot efvon
viomompéva PBacel pog LPPISIKNG TPOGEYYIONG HOVTIEAOTMOINONG HaNTdV 7OV
cvvdvadel To povtéro datdpadng yviong (perturbation/buggy models) kot ) pébodo
TOV GTEPEOTVUMOV (stereotype-based models). To povtého pobnti nepiéyel dedopéva
oyxeTiopeva, oAAG Kat [ oyeTICOUEVE PLE TO YVMOTIKO AVTIKEILEVO.

Ta oyenilopevo pe 10 YVOOTIKO aVTIKE(HEVO Sedopéva apopodv To eminedo
yvdong kat gumepiog oyetikd pe ovtd. To yvootkéd avtikeipevo, dniadn 6in n
yvéeomn mov embvpovpe vo didoydel, ivon katayeypappévn ot Paon dedopévav tov
oVOTHHATOG Sounpévn oe €vvoles, kKOs pio and Tig omoieg Pépet Eva Pabud yvdong.
Ta un oxetilépeve. He 10 YVOOTIKO aVTIKE(LEVO dedopéva apopovv (o) T yeviky
cLVIGONUATIKY KATAoTAoT TOL ekmaidevopévon (Betik) 1 apvntis) kar (B) éva
GOVOLO GUYKEKPILEVOV YUPOKTNPIOTIKAOV TEPIYPAPHG TNG TPOCOTKOTNTAS OV
emmpedlovv m Sradikacio padnong kat cuveEPYRCTag TOV EKTASEVOUEVMV.

H yevikn cuovausOnpatiky] KatdoToon TaV eKTudEVOUEVAY EKTIHATOL CVTOHOTO
and TO GUOTNUA XPNOLHOTOIOVTAG T YVOOTIKY Oewpia Twv cvuvatstnudtov OCC.
Avm n Bewpio, mov elvar n mo dnpogiAng omv viomoinon cvOTNUATOV
GUVAIGONUOTIKNG VONUOGVHVNG, TPOTEIVEL £vaL VTOAOYIGTIKG HOVTELD OVOLYVODPLOTG KO
povtekomoinong TOV cuvalehnudtov. Avt), Aowmdv, M YEVIKN ocuvausOnpoTikh
KOTAOTAOT TMV  EKMOOEVOUEVOV  YPTOIUOTOLEITAL ©G KPLTAPLO 070  gpYUAEio
AVTOUATOV CYNUATICUOY OpHASmV cuvepyusiog, KobMOG Kol GTNV EUQPAVIOT TOV
EVOAPPVVTIKAOV UNVOUATOV TIPOG TOVG EKTAOEVOHEVOVG.

Ta xapaxmploTiKé TOV TEPLYPAPOVY TNV TPOCOTIKOTNTA TMV EKTULOEVOUEVOV

glvar dopmuéve oe OKTO oTEPEdTLMAL: O £YOV avTomENoidnoN, o epyatikdg, o



GUUUETOYIKOG, 0 TpdBuOg va BonbNcEt, 0 GKETTIKOS, 0 PlooTiKOC/EmmOAALOC, O £XOV
EMhelyn  aLTOCLYKEVIP®ONG kot 0 wKavos. To olvotuo  KATATdoosl TOug
EKTAIEVOHEVODG  GE  QUTCL  To.  OTEPEOTUMN  AEIOAOYMVTOG  GLYKEKPLUEVH
XOPUKTNPICTIKG, OV EiVAL GLVAQPTY LE TOV TPOTO YPTNONG TOL TEPPAALOVTOS, OAAE Kot
pe v mpdodo Tovg 6TO YVAGTIKO avTikeipevo. O TpOTOG IOV TO GVGTNHE CVLOYETICEL
TS TWEG QVTAV TOV (OPUKTNPLOTIKOV HE KGO oTePEdTLNO £fvon TPOTOV eUmEPIKNG
peAEG mov SeENyON HeETUED EUMEPMV EKTUIEVTAOV.

Onwg mpoava@Epnke, pio amd TG ONUAVIIKOTEPES GUVEITPOPES TNG EPEVLVOG TTOV
napovotdletar oe ovtiv T SwtpiPn) oxetiletar HE T YOPAKTNPWOTIKA NG
TPOCOMKOTNTAG TOV EKTOUSEVOHEVAV TOV EKTIHAOVTAL 0O TO GUCTNMA, KAODG KOl e
TOL KPLTT|PLOL TTOV (PT)GILOTTOLOVVTAL GTO EPYUAEID GVTONATOV GYNUATIOHOD OpadmV. Ta
TEPIOCHTEPU OO TOL VIGPYOVTO CLOTIHATA CULVEPYATIKNG pndbnong Posifoviar otig
YVAOOEG KOl OTIS IKAVOTNTEG TOV EKTAOEVOUEVAOV YO TNV TAPUYDYN EVOLAOV Kol
TPOCUPLOCTIKOY GVHPovAdY. Kdmow dARa ypnoipomotodv tovg eEUTOUIKEVIEVOG
tomovg pabnong (learning styles) 1/xotl Tovg epyacuakovg yapaxktipeg (team roles)
tov  exmoadevopévev. H o cuvipmtikyy  touvg  mheoynoeic  dev vmohoyilet
OVTOUATOMOMUEVO TIG TIHEG OVTMOV Yo KOOE EKMUOELOUEVO, UL YPTCLHOTOLED
emotpovikG epyadeia amevbeiog ewoaymyng dedopévov amd o yproty, Omnmg
£pOTNUATOAGYI. AVTiBETO, TO CVOTNUO MOV VAOTOMBNKE O0TO MAMICWL QVTHG NG
£PEVVOG EKTIUG TO YOPOKTNPIOTIKA TNG MPOCMTIKOTNTOG TOV EKTULSEVOUEVMV
QVTOUATOTOMHUEVT.

[Mapd ™ omovdoudtnra MG 0modoTIKNG 0PYEVMmENS TV OpddwV oV epydlovTot
cvvepyaTikd oe dradikacieg exmaidevong, dev VIAPKOVY aPKETA epyudein aLTOHATOL
oynpatiopod opddav. Ipdypatt, vadpyovv om diebvn Pirioypagic kdmoleg ToOAD
evdlpépovoeg péBodor oynuaTIoHoD opddmv, aAld oTIG TEPLOGOTEPEG OO OLTEG
TPOTEIVOVTOL OUASEG CYNUATICHEVEG HE OGO TO SUVOTOV UEYUAVTEPT ETEPOYEVEWL 1
OLOYEVEIL GYETIKG HE TIG YVAOELS, TOVG TOMOG WUAOMNONG N TOVG EPYOCILOKOVG
XAPAKTNPES TOV EKTIEVOUEVOV. AVTiBeTa, TO gpyodeio oynuUaTIoNOD OpGd®Y TToV
napovctdletal oty mapovoa £pevva ivarl Baciopévo oTovg mBvpnTovg Kol pn
emBopntodg (omd TOV  EKMOUOEVTH) GUVOLOOUOVS TOV  YUPAKTNPIOTIKOV NG

TPOCOMIKOTNTAG  TOV  EKMUISEVOUEVOY, KAOOG Kol OTn  GLVOICOMUATIKN



aAknkenidpaon petald ouTOV Katd TN dudpKeln TG cuvepyosiog tovg. Mia dikn
Kovotopic Tov ev AGym epyaieion eivar 6TL TO EPYUAEID GYNMUATIOHOV OpASOV ExEL
viomombei pe tov oAyopibpo mpocopoiwpévng avormong (Simulated Annealing
algorithm), o omoiog dev €xer ypnowomomPei ovte oe emihvon mopoOUOIOV
npofAnudtav ovte ce mapopoln ekmandevtikd mepiPdriovta. [Mpdkertar yw éva
yeveTlkd  ahyopilBpo mov  ypnowomoteitar  yw TV emilvon  mpoPfAnudtov
BekticTomoinong. Amogevyel To TOTIKA PEATIOTA YPNOWOTOLDVTAG e HETOBANT
eréyyov, mov ovopdletat Osppokpacic.

Mia dAkn cvvels@opd g €pevvag avmg oyetiletar pe ™ xprion g Bewpiag
cvykvplakng myeosioag tov Hersey xot Blanchard mpokewpévov 1o cvompo va
npocappdlel avéroye téc0 1O mepPdrrov, 6co ko T Porbewt TPOG TOVLG
ekmadevopevovc. H i Bewpia pdiiota ypnoponoteital kot yio ver TpoTeivel oTov
EKMOUISEVTN TO MO AMOSOTIKO GTLA MYEGiOg Yo KAOE eKTASELOUEVO Kat Yo KAOe
avotiBépevn epyacia. H Bempion ovykvpraknig nyeoiog twv Hersey kot Blanchard
Baoiletar oto 6Tt or emrvynuévol mMyéteg Bo mpémer vo mpooapuolovv
GUUTEPLPOPE TOVG AVAAOYOL HE TNV OPUOTNTA TMV KBS YOOUEVAVY TOVG GE EMimEdO
avotiépevng epyaciag. [Ipog to mapdv, dev €xel avamtuyBel GALO eKmodevLTIKO
nepPaArov mov va epupuolet avtyv 1| Kdmowa GAAT Bewpia nyeciag.

H amoterespatikétnra g enidpacng mg mapexdpevng and to cvotnua Pondeig
o UAONoN TV EKTUSEVOUEVOV Exel amoderyBel and ta BeTikd cvpnepdopata dVo
nepoapdtov  aglohdymong mov  Sie&yynoav  oe  mpaypoTikd  mEpPdAlov e
TPOLYHOTIKOVG PO TEG.

‘Evo extevég pépog avtig g StatpiPrg eival aglepopévo oty mEplypagn g
onuociog TV cvvepyatikdv epyodeiov pabnong, kabdg kot oV avéivon Tov
voPabpod tovg ot Piproypagicn TV emotudv ™ Yuyxoroyiag kor g

Exnaidevong.



Abstract

The aim of this thesis is to introduce a new approach to intelligent and affective
recommendations offered by a Computer Supported Collaborative Learning (CSCL)
system, called AUTO-COLLEAGUE (AUTOmated COLLaborativE leArninG Uml
Environment). It is an environment for training users in UML, but it can also be used
for other popular domains, such as programming languages. It may be used both in
educational institutes and software houses. AUTO-COLLEAGUE traces every action
and performance indication in order to provide useful recommendations to the
trainees, as well as the trainer who is often neglected in similar environments.

The contributions of the system presented in this thesis concern CSCL systems
and group formation tools. In specific, the novel approaches implemented in AUTO-
COLLEAGUE are:

e The personality-related characteristics included in the student models and,

especially, the way they are automatically traced and evaluated,

e The affectivity implemented to recommend optimum groups of trainees and

e The use of a leadership theory, and specifically the Hersey and Blanchard

Situational Leadership Theory, for adapting intelligent recommendations in a
learning environment.

The recommendations to the trainees concern (a) the next UML topics they should
study, (b) the appropriate colleagues with whom they should collaborate and (c)
supportive/encouraging messages that would increase their performance. The
recommendations to the trainer include (a) historical/statistical reports and charts of
showing the progress of the trainees and (b) a group formation tool that proposes
optimum organization of the trainees into groups. The recommender system is built
using both the content-based and the collaborative filtering methods.

The intelligence of the recommendations is based on the individual student models
of the trainees. The system uses a hybrid student modelling technique, combining
perturbation (buggy) and stereotype-based student models to describe the trainees.
The student model contains both domain dependent and domain independent data.

The domain dependent data represent the level of expertise referring to the domain



knowledge description. It is structured in topics, each of which bears a degree of
knowledge. The domain independent data refer to (a) the overall emotional state
(positive/negative) of the trainee and (b) a set of personality characteristics that affect
the trainee’s learning and collaboration processes.

The overall emotional state of the trainee is inferred using the OCC theory. OCC
is a cognitive theory of emotions that suggests a computational model for emotion
recognition and modelling. It is the most popular theory of emotions adapted in
affective systems. The emotional state of trainee is used as a criterion for the group
formation recommendations and the supportive messages offered to the trainee.

The personality characteristics are structured in eight stereotypes: self-confident,
diligent, participative, willing to help, sceptical, hurried, unconcentrated and efficient.
In order for the system to update the student model, it monitors specific attributes that
are relevant to the included stereotypes and concern the trainee’s use of the
environment and performance on the domain knowledge. The way the system
manipulates the values of these attributes to make inferences is instructed by the
results of an empirical study conducted amongst experienced trainers.

The contributions of this thesis are associated mainly to the kinds of personality
characteristics evaluated and the criteria of the group formation algorithm. Most of the
CSCL systems are based on the abilities and knowledge of the trainees to provide
intelligent and adaptive advice. Others use learning styles and team roles, but the vast
majority does not automatically traces their values observing the student. Instead, they
use scientific instruments, such as questionnaires. None of these systems use
personality characteristics similar to ours.

In addition, considering experimental studies on group formation tools, limited
work is done despite the recognized importance of effective group formation in
collaborative learning tasks. Indeed, there are interesting approaches of group
formation, but most of them attempt to create heterogeneous or homogeneous groups
considering the knowledge, learning styles or team roles. On the contrary, the group
formation algorithm proposed in this thesis is based on desired and undesired
combinations of personality attributes and the emotional influence between the

trainees during the collaborative learning activities. Furthermore, the group formation



tool is implemented using the Simulated Annealing algorithm, which has never been
used in similar processes and environments. The Simulated Annealing algorithm is a
genetic algorithm that serves as a general optimization technique for solving
combinatorial optimization problems. It uses a control parameter (called temperature)
to avoid getting trapped in poor local optima.

Another contribution of our study lies in the use of the Hersey and Blanchard
Situational Leadership Theory for adapting the environment and recommendations to
the trainee and for proposing to the trainee the most appropriate leadership style to
follow per trainee and per learning task. We were inspired by educational studies that
emphasized on the importance of the teacher to take a leadership role in classroom.
The Hersey and Blanchard Leadership Theory is based on the principle that successful
leaders should be flexible enough to adapt their leadership style according to the
maturity of the followers for each assigned task. No other learning system has yet
used a leadership theory.

The effectiveness of the provided recommendations has been demonstrated by the
positive results of two evaluation experiments conducted in real time with real
trainees.

An extended part of this thesis has been dedicated to describing the importance of
intelligent Computer Supported Collaborative Learning systems and analyzing the

origins of collaborative learning in the psychology and educational literature.



EYXAPIXTIEZ

Oa ndeka va Eekvnom toviloviag OTL {0mG TO MO ONUAVTIKO OTOEl0 TOV
ypedleton évag vrroynelog diddktopag eivatl 1 oot kafodiynon kat vrooThpEn
and £vav wovo kat déo emPrémovra. ‘Etot, Oa 10sha va exppdom to Bavpacud ko
mv gvyvepoovvn pov otnv Kabnyntpue Mapia BipBov, 1 omoio kaBodiynce mv
£PEVVOL ATH GTO GUVOAD NG, UE TIG INUIOVPYIKES Kot Epmelpeg oVUPOVAES e, Elvan
avappiforo mmg xopic My vrooTpEn g oc OAa T emineda, de Bu eiya KaTapEpel
TOTE VoL PEP® GE TEPAG AVTO TO EYYEipNAL.

Oo NBero emiong va EVYAPICTAC® Kot To. ALK dV0 HEAN TG CLUBOVAELTIKNG
£MTPOTNG, TOVg K. Nikorao AreEavdpny, Kabnynti oto [Tavemomuo [epoud, kot k.
OcpuotorAn Ilavayiwténovio, Kabnynm oto [avemompuio [epard, yio ™ ompién
KOl TIG EMOKOSOUNTIKEG GULUBOVAEG TOLG, KUOMG Kot Ta LmOAOwmo WEAT NG
ENTAUELOVG EEETACTIKNG EMTPOMNG, TOVG K. Eppavouni INakovpdxm, Avarinpot
Kabnymm oto Owovopké Ilavemomuo AOnvav, k. Niwkéieo Maiedpn,
Avaminpotm Kabnynm oto Owovopkéd IMavemotiuo Abnvav, k. Kovotavtivo
Meta&idt, Emikovpo Koabnynm oto IMavemomipwo Ilepod ko ka. Abavosio
Alovietidm, Aéktopa 610 EBvikd & Kamodiotprakd [avemompo Abnvov, yia 1o
%POVO IOV aPEPMOAY, OALG Kol THV TPoBupic TOVG Ve CUUHETACYOVY TNV eEETaoT
m™mg dwatpiPiig pov. H coppetoxn 6Aov tov kabnyntdv oy entapeli] EmTpom) Tov
S130KTOPIKOY [OL HE TIHE WriTepa.

Oa M0eha va evyoplomom 10 oVlvYd pov, Nektdpro, yio ™V vrootpiEn, v
evBappovor Tov, arld Kot TIG TOADTIHEG GUUBOVAES KO 1OEEG TOV GYETIKG WE TEXVIKG
Oépata. o 0era va nTom cuyyvdun and to 300 vrEépoya Tadid pov, Ne@éin kat
Kdoto, mov pe otepnénkav kdmoieg @opég eattiag tov @optov epyaciag pov.
[Mapoia owtd, Oo TPEMEL Vo ONUEIOC® TOG AMOTEAECAV EUTVEVGT] GTNV TPOCTAOELD
LoV aTH], 6TMG EVEATIOTM T TPOGTAOELG OV AVTH VO ATOTELEGEL ELTTVEDOT) Y10 QVTEL.
UEAAOVTIKG.

Eniong, 6a n0eka va evyoplomom ™ pntépa Hov Kot 131aitepe ToV ayamnuévo
uov motépa, Kvpidxo, mov pe ompilet and 16t mov pmopd vo Buoundd tov eantd

Hov.
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1
INTRODUCTION AND OVERVIEW

1.1. Background and Motivation

1.1.1. Learning Theories and their Influences on Software Learning

Environments

A variety of approaches and theories about learning have been presented and
adopted by psychologists during the last century. They differentiate mainly on their
view of how learning is achieved. The three relevant schools of psychology influence
the main approaches of teaching: the behaviorist, cognitivism and socio-cultural
approaches.

The leading exponents of behaviorism are Watson (1924; 1928), Thorndike
(1932), Pavlov (1906), Bloomfield and Skinner (1954). Based on scientific founding
that associated animals’ learning with repetition and rewards, behaviorists related
stimuli and reinforcement with responses during human learning. The behaviorist
learning theories view learning as the result of observable changes in the behaviour.
Therefore, behaviorists study the external reactions of humans during learning

ignoring internal cognitive processes, as they are not considered to lead to any safe
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prediction about human learning. In specific, behaviorists believe that learning is
achieved through repetitions and rewards (positive reinforcement). Thus, tactics such
as active learning and immediate feedback are promoted. Moreover, any domain of
knowledge, no matter how complicated it is, can be analyzed into simpler domains in
order to make them easier to learn. These principles of behaviorism formed the
inspiration and theoretical base of Instructional Design (Gagné et al., 2005), which is
a practice of structuring and preparing learning processes. Instructional Design
imposes five stages: analyze (identification of learners’ state and learning goals),
design, develop, implement and evaluate. Due to its discrete and computable stages,
this model appeared to be applicable in computer-based learning environments and,
especially, in Intelligent Tutoring Systems. Nevertheless, the principles of
reinforcement, active learning and immediate feedback have influenced the vast
majority of computer-based learning systems.

Contrary to behaviorist, cognitive learning theories regard learning as an internal
brain process of manipulating and storing knowledge viewing the learner as an
information processor (input-process-output). The originator of cognitivism was
Tolman (1932) that developed the Cognitive Learning Theory, whose main principle
was that learning is purposive and goal-directed. Thus, cognitivism does not regard
humans are pre-programmed animals that react to stimuli, as behaviorism suggests.
Humans use logic, rational thinking in order to actively learn. Changes in behaviour
only indicate the current state of the learning process, rather than cause learning as
argued by behaviorists.

In line with cognitivism, the constructivist approach of Piaget (Piaget, 1952;
Piaget & Inhelder, 1971; Piaget, 1980) suggests that humans construct knowledge
from their experiences. Therefore, learning is an individualized and subjective process
as new information is linked to prior knowledge. Learning is achieved when the
learner is active (not a passive receiver of information). The learning environment
should be interactive and enriched with various external stimuli to activate and
support learning. Influenced by constructivism, Bruner (Bruner et al., 1956; Bruner,
1966) presented Discovery Learning Theory, according to which learners discover

and acquaint new knowledge by interacting with the environment. Such interactions




Introduction and Overview

are experiments, dealing with questions, problems or controversies and examining
objects. The teacher should motivate the learners, facilitate and guide their discovery
tasks.

Cognitive and especially constructivist theories provide the essential theoretical
foundations for the computer-based learning systems that seek to enhance their
environment with interactivity and tools for active-learning, motivation and intelligent
guidance through adaptivity. The importance of employing the constructivist
approach in learning environments is highlighted in literature (Jonassen et al., 1999;
Perkins, 1991). In practice, computer-based learning systems that empower learners to
construct knowledge from their experiences have already been developed, such as
Logo environment (Papert, 1980).

The socio-cultural theory can be considered as complementary of the cognitivism.
As its name suggests, the socio-cultural theory views psychological development as
greatly affected by social interactions. The leader of this paradigm is considered to be
Vygotsky (1978), who suggested that cognitive development is the product of social
learning: “Every function in the child’s cultural development appears twice: first, on
the social level, and later, on the individual level; first, between people
(interpsychological) and then inside the child (intrapsychological)”. Under this
perspective, the socio-cultural learning theories proposed since then contemplate
learning as a social process rather than individual (as the Piagetian approach
considered it). Such theories/frameworks are the activity theory (Leont’ev, 1978;
Nardi, 1996; Kaptelinin et al., 1995), the situated learning theory (Lave, 1988; Lave &
Wenger, 1990; Brown et al., 1989) and the distributed cognition meta theory
(Hutchins, 1995). The socio-cultural learning theories support collaborative and
cooperative learning and provide principles that have important implications for the
construction of Computer-Supported Collaborative Learning (CSCL) systems. At the
same time, CSCL systems needed this theoretical framework, as every form of
technology needs relevant theoretical support to establish new practices (Stahl et al.,
2006). Recent research on the role of collaboration in learning has tried to find deeper
theoretical frameworks that could better guide the developing of technology-aided

learning environments (Lehtinen et al., 1999).
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1.1.2. Computer-Supported Collaborative Learning (CSCL) Systems

CSCL systems are learning software environments that allow distant users to
collaborate with each other in groups having a common goal. CSCL systems should
not be confused with e-learning environments. The facilities provided by e-learning
environments are based on the sharing of educational/training resources (such as
presentations, notes, books, assignments) over the Internet or a local network. On the
contrary, CSCL systems focus mainly on the social interactions and collaboration
between learners. Their aim and challenge (imposed by the socio-cultural learning
theories) is to promote and direct collaboration processes according to the group
learning goals considering the individualized nature of every learner. Materializing
such functionalities still remains a challenge for CSCL (Stahl et al., 2006).

CSCL systems followed not only the evolutions of educational psychology, but
also the rapid development of information technology implementing new approaches
in monitoring and mentoring the individual characteristics of the learners and the
learning process. The ancestors of CSCL systems are the Intelligent Tutoring and
Intelligent Learning systems, which were based on the behaviorist school of thought
and learning. The aim of these systems was to simulate the human tutor providing
individualized help and guidance to the student on the domain knowledge. They were
intelligently adaptive according to the leamer’s needs and traits (at the beginning
mainly to the learner’s cognitive level).

Like their ancestors, CSCL systems also need to adapt their environment and
facilities according to the learners and groups of learners. This is achieved by building
individual student models that describe learners’ characteristics relatively to the
system’s context. In general, such characteristics can be associated either to the
knowledge level and skills of the learners or their psychological and generic nature
(e.g. learning style, personality, age, gender, interests, preferences). The task of
building a student model is extremely difficult and laborious, due to huge search
spaces involved (Mitrovic et al., 2001). There is a great variety proposed in literature

of student modelling (the process of building students models) techniques. The most
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interesting and frequently used are overlay model, the perturbation (or buggy) model,
stereotypes, the constraint-based model, fuzzy logic/fuzzy sets and Bayesian
networks. The current trend in student modelling suggests combinative use of student
modelling techniques attempting to blend their strengths and weaknesses.

The system described in this thesis is a CSCL system that uses a hybrid student
modelling technique. It combines the buggy model for describing the knowledge and
stereotypes for describing personality characteristics and emotional influences of the
trainees. A buggy student model describes both misconceptions and missing
conceptions assembling in this way the knowledge of the student. Stereotype-based
user modelling simulates the way people make assumptions on others, based on
relevant information about them. The personality related stereotypes used in the
system are: self-confident, diligent, participative, willing to help, sceptical, hurried,
unconcentrated and efficient. Most of the learning systems base their inferences on the
performance and the collaborative attitudes (e.g. participation). There are other
systems that consider domain independent data, such as learning styles, but not
similar to the personality attributes used in our system. There are studies proving that
embedding human personality characteristics into the computer interface would
enhance the users' performance, as well as the outcomes of the human-computer
interaction (Richter & Salvendy, 1995; Murray & Bevan, 1985; Rothrock et al.,
2002). Furthermore, most of these related systems do not evaluate automatically these
domain independent data. Instead, they use relative questionnaires and psychometric
instruments (Carver et al., 1999; Shang, Shi & Chen, 2001; Bajraktarevic, Hall &
Fullick, 2003; Wolf, 2003; Papanikolaou et al., 2003; Brown & Brailsford, 2004) or
explicitly receive them as input (de Bra & Calvi, 1998; Stash et al., 2006; Grigoriadou
et al., 2001). On the contrary, in AUTO-COLLEAGUE the personality characteristics
are inferred automatically during the collaborative learning activities. The use of such
psychometric instruments needs caution, as in some cases reliability can be low
(Lawrence & Martin, 2001) and learning styles are likely to change over time (Kolb,
1984; Gonyeau et al., 2006).




Introduction and Overview

1.1.3. Affective Computing

As neurological and psychology scientists presented new findings on emotion
recognition and proofs that related emotions to cognition, a new branch appeared in
the Artificial Intelligence field: Affective Computing (Picard, 1997), which entangles
with the users’ emotions. In specific, affective computing deals with the automatic
recognition of users’ emotions and how emotions can be used to produce affectivity
and empathy. The notion of affective computing triggered the interest of researchers
on intelligent learning and CSCL systems. As educational psychologists had already
associated emotions with the learning process, emotions were integrated in learning
systems. Emotions bear valuable information that can potentially improve the
efficiency of computer software. As described in the literature (Damasio, 1994),
(Izard, 1984), emotions lead to rational behaviours and, therefore, can provide
important information for making inferences about a user reactions. Consequently,
these inferences can be used further for decision making based on emotions. In
addition, the emotion theories (Frijda, 1986; Lazarus, 1991) and computational
models of emotions (Ortony, Clore & Collins, 1988) that were developed constituted
an accommodation of integrating emotions in computer software.

Emotion recognition has already been applied in learning environments for
animated pedagogical agents (Gratch & Marsella, 2001; Jaques & Vicari, 2007; Lester
et al., 1999; Craig et al., 2004; Jaques et al., 2004; Elliott et al., 1999; Nkambou,
2006) and affective system responses, support and adaptation (Katsionis & Virvou,
2005; Moridis & Economides, 2008b; Poel et al., 2004; Leontidis et al., 2009; Conati
& Zhou, 2004). However, as emphasized in (Dillenbourg et al., 2009): “affective and
motivational aspects that influence collaborative learning have been neglected by
experimental CSCL researchers”.

A contribution of this thesis is based on affectivity. The presented system includes
an emotion recognition agent that infers the overall emotional state of the trainees
adapting the OCC Theory of emotions (Ortony, Clore & Collins, 1988). This theory is

a de facto in emotion recognition systems in a variety of fields (Karunaratne & Yan,
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2001; Liu & Pan, 2005; Paiva et al., 2004; Dias & Paiva, 2005; Bartneck, 2002; Ochs,
2005; Allbeck & Badler, 2002; Van Dyke Parunak et al., 2001; van Breemen &
Bartneck, 2003; Streit et al., 2004; Zong et al., 2000) and, recently, in intelligent
learning environments (Moridis & Economides, 2008b; Jaques & Vicari, 2007,
Katsionis & Virvou, 2004; Conati & Zhou, 2004; Chalfoun et al., 2006; Jaques et al.,
2004; Elliott et al., 1999; Chaffar & Frasson, 2006).

1.1.4. Automatic Group Formation

CSCL systems facilitate collaborative learning enabling students to work
collaboratively into groups. An important but often neglected aspect in Computer-
Supported Collaborative Learning is the formation of learning groups (Miihlenbrock,
2005). There are various proposed methods of groups’ formation based mainly on
creating homogeneous or heterogeneous groups based on knowledge (Johnson &
Johnson, 1985; Mugny & Doise, 1978), team roles (Belbin, 1993), learning styles
(Kolb, 1984; Honey & Mumford, 1986) and personality (Myers & McCaulley, 1985).
Other researchers support homogeneous and others heterogeneous grouping.
Nevertheless, most of them agree that heterogeneous grouping is more beneficial for
the low-ability students opposed to homogeneous grouping that seems to benefit the
high-ability students.

There are many studies that highlight the importance of group formation in
collaborative learning tools (Daradoumis et al., 2002; Inaba et al., 2000). However,
there are few experimental studies that provide automatic group formation. Most of
them are stand-alone group formation tools (Christodoulopoulos & Papanikolaou,
2007; Graf & Bekele, 2006; Cavanaugh et al., 2004; Wang et al., 2007; Gogoulou et
al., 2007a; Martin & Paredes, 2004; Ounnas et al., 2009; Khandaker & Soh, 2010;
Paredes et al., 2009; Kyprianidou et al., 2009) and few of them are integrated tools in
CSCL systems (Soh et al., 2006; Liu et al., 2008; Ikeda et al., 1997; de Faria et al.,
2006; Kreijns et al., 2002). The majority of the existing group formation tools do not
evaluate in real-time the criteria values (student characteristics) of their group

formation algorithm. They receive it as input by the instructor of the systems or
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evaluate them based on scientific instruments, such as psychometric tests
(Christodoulopoulos & Papanikolaou, 2007; Graf & Bekele, 2006; Cavanaugh et al.,
2004; Wang et al., 2007; Gogoulou et al., 2007a; Martin & Paredes, 2004; Ounnas et
al., 2009; Paredes et al., 2009; Kyprianidou et al., 2009). In almost all of these
systems, the group formation method is homogeneous and/or heterogeneous
according to a variety of characteristics, such as knowledge, skills, performance,
learning styles and social skills. The existing group formation tools use a wide range
of searching algorithms and techniques for grouping, such as the Fuzzy C-Means
algorithm, Ant Colony Optimization, hill-climbing, semantic web technologies,
randomized and genetics algorithms.

The system described in this thesis includes recommendations on optimum group
formation. The implemented grouping method is differentiated from other related
group formation tools in (a) the criteria taken into consideration, (b) the grouping
method and (c) the grouping algorithm. The considered criteria are related to:

e The desired and undesired combinations of personality-related stereotypes in

the same group,

e The desired group structure concerning the levels of expertise and

e The observed by the system emotional affect between the trainees.

The desired/undesired combinations of stereotypes are the pairs of personality-
related stereotypes that their coexistence in the same groups would have a
positive/negative influence on the performance of the individual trainees and of the
groups. The default combinations are the outcome of an empirical study. The desired
group structure concerns the number and kinds of levels of expertise (basics, junior,
senior and expert) that should constitute each group. The emotional affect between the
trainees is related to the observed emotional state during the collaboration of a trainee
with the members of the same group. AUTO-COLLEAGUE includes an emotion
recognition agent that infers the overall emotional state of the trainees adapting the
OCC Theory of emotions (Ortony, Clore & Collins, 1988). The criteria values for
each trainee are evaluated automatically. The grouping algorithm used is the
Simulated Annealing algorithm (Kirkpatrick et al., 1983), which has not been used in

similar situations. It is a genetic algorithm that serves as a general optimization




Introduction and Overview

technique for solving combinatorial optimization problems. Simulated Annealing is
motivated by the desire to avoid getting trapped in poor local optima, and hence,
occasionally allows “uphill moves” to solutions of higher cost, doing this under the

guidance of a control parameter called the temperature (Johnson et al., 1989).

1.1.5. Recommender Systems

Nowadays, the era of computer and internet technology evolution, it seems as if
people are bombarded with a huge load of information, news, software and
alternatives in choosing products and services. Recommender systems appeared
aiming at solving this everyday information overload problem. Recommender systems
are defined as systems that can offer adaptive and intelligent advice to users on what
information to receive. Recommender systems have become fundamental applications
in electronic commerce and information access, providing suggestions that effectively
prune large information spaces so that users are directed toward those items that best
meet their needs and preferences (Burke, 2002). Recommender systems have become
an important research area since the appearance of the first papers on collaborative
filtering in the mid-1990s (Adomavicius & Tuzhilin, 2005).

In the literature, there are two methods of building recommender systems often
described as: the Content-based Prediction and the Collaborative/Social Filtering. The
Content-based Recommendation Systems export their user recommendation
evaluating the preferences and characteristics of the user in association with the
description of the system’s information. According to the Collaborative/Social
Filtering approach, the system recommends the information, that users with similar
preferences and characteristics used in the past. Over the last years, the hybrid
technique of combining these two methods has been preferred and efficiently applied
in a great extent.

Recommender systems are a de facto in e-commerce environments (Prasad, 2005),
tourist information (Sanchez-Anguix et al., 2010; Ricci & Werthner, 2002), books
(Liao et al., 2010), movies (Jung et al., 2004; Nguyen et al., 2007), TV programs
(Blanco-Fernandez et al., 2004; Velusamy et al., 2008; Blanco et al., 2005) music
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(Nakahara & Morita, 2009; Lampropoulou et al., 2009; Kim et al., 2009), restaurants
(Park et al., 2008) and news (Billsus & Pazzani, 2000). Many of the largest commerce
Web sites are already using recommender systems to help their customers find
products to purchase (Schafer et al., 1999).

Quite recently, recommender systems have also been developed for
recommending learning objects (Lu, 2004; Zaiane, 2002; Wan et al., 2008; Linton et
al., 2000; Chen et al., 2005; Tang & McCalla, 2005; Khribi et al., 2008; Furugori et
al., 2002; Hummel et al., 2007; Hsu, 2008). Most of them focus on recommendations
on learning objects or paths and rarely on adequate colleagues to collaborate with.

On the other hand, the recommendations offered by AUTO-COLLEAGUE
concern learning objects and colleagues for collaboration. The recommendations are
extracted using both the content-based and the collaborative filtering methods. The
recommendations are content-based since the system evaluates the trainees’
upgrades/downgrades of the level of expertise, the errors, the actions, the preferences
in collaboration and the help topics already studied. In addition, the recommendations
are collaborative as the agent consults the successful recommendations offered to
other trainees with similar state or problems. A recommendation is considered as
successful if the receiver trainee had overcome his/her problems in UML after

following the steps described by it.

1.1.6. Teacher Leadership

A usually neglected aspect in education is teacher leadership. As Wilmore (2007)
notices: “Most of the time when we think of school leaders we think of
superintendents, principals, or other people in positions of authority”. In the same
study, she is wondering, ”If teachers do not lead and guide students in their
classrooms and in the cocurricular and extracurricular activities they sponsor, who
does?” Teacher leadership is considered essential, however it is often neglected and
somehow meets impediments (Gabriel, 2005; Barth, 2001; Wilmore, 2007; York-Barr
& Duke, 2004; Suranna & Moss, 1999). The effort to create a cadre of leaders within
the teaching ranks is rhetorically supported by nearly everybody and actually
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supported by very few (Tyson, 1993). The process of student learning benefits from
an automatic definition of leadership style, as fairness amongst all students can be
ensured. In the absence of fairness, attempts at instruction will not yield any
significant amount of student learning (Walbesser, 2002).

Taking into consideration these risen needs in education, we decided to provide
support to the trainers focusing on their leadership roles in the virtual classroom. One
of the main fields of interest in the organizational and managerial literature is
leadership. There are many definitions for the leadership depending on the research
field. In (Achua & Lussier, 2009) leadership is defined as “the influencing process of
leaders and followers to achieve organizational objectives through change”. During
the past decades a variety of leadership theories have been proposed, studied and
applied in effort of organizing leadership. These theories involve different views of
the leader, the follower instances and the variables that affect them. A common
classification of leadership theories are: Great Man Theory, Trait Theory (Stogdill,
1974), Behavioral Theories (Blake & Mouton, 1964; Merton, 1957), Participative
Leadership (Lewin et al., 1939; Likert, 1967), Situational Theories (Hersey &
Blanchard, 1999; Hersey et al., 2007; Vroom & Yetton, 1973; House & Mitchell,
1974), Contingency Theories (Fiedler, 1964; Fiedler, 1963; Fiedler & Garcia, 1987),
Transactional Leadership (Dansereau et al., 1975) and Transformational Leadership
(Bass, 1985; Burns, 1978; Bass & Avolio, 1994).

In our system, we decided to use the Hersey-Blanchard Situational Leadership
Theory (Hersey et al., 2007), because it has gained general acceptance and can be
incorporated as a computational model due to its simple nature (Vasu et al., 1998;
Baker, 2009). Additionally, there are studies that suggest the adaptation of this theory
in education (Hersey et al., 1982; Donahoo & Hunter, 2007; Weber & Karman, 1991).

According to the Hersey-Blanchard Situational Leadership Theory, leaders should
continually adjust their leadership styles depending on the maturity or readiness of the
followers. Maturity is a variable defined by the ability and the willingness of the
followers. Ability is related to the knowledge, skills and experience of a follower to
complete a given task. Willingness concerns the degree of readiness, motivation and

self-confidence of a follower to accomplish a given task. Another crucial element of
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the theory is that the maturity is dependent on each task given to the follower, rather
than a global variable. Hersey and Blanchard have defined four different levels of
maturity and four leadership styles (one for each maturity level).

In the approach described in this thesis, we attribute the role of the followers to
the trainees and the role of the leader to both the trainer and the system itself as it
serves pedagogical functions while interacting with the trainees. The appearance and
frequency of the recommendation messages are adapted to the trainees according to
their maturity levels and following the principles imposed by the respective leadership
style. Additionally, the system suggests to the trainer the estimated appropriate
leadership style to follow per trainee and per task according to the calculated trainee’s
maturity.

We should notice that no other learning environment have ever used any
leadership theory to adapt advice or suggest to the trainer the most effective

leadership style.

1.2. Overview of the System (AUTO-COLLEAGUE)

1.2.1. General Description

The system developed in the framework of this thesis is a Computer Supported
Collaborative Learning (CSCL) environment, called AUTO-COLLEAGUE
(AUTOmated COLLaborativE leAminG Uml Environment). The purpose of this
system is to propose an integrated collaborative learning tool to support both trainers
and trainees. The domain knowledge of the system concerns the Unified Modelling
Language (UML) and, specifically, UML class diagrams and activity diagrams. It
seems that UML is a suitable domain to use as a test bed in a CSCL system, as it is
suitable for discussion due to its open-ended nature (Baghaei et al., 2007).

The Unified Modelling Language (UML) is an object-oriented visual modelling
language that is used to specify, visualize, construct, and document the artifacts of a
software system (Rumbaugh et al., 1999). The use of UML has grown enormously in

many organizations that develop software during the last decade. UML is, also, very
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popular amongst education institutes, that use it as a tool for software engineering
training. Being widely used in industry by now, proficiency in UML is certainly a
valuable asset for every computer science student (Engels et al., 2006). However,
there are studies that highlight the difficulties in learning UML (Basheri, 2010;
Simons et al., 1999; Siau et al., 2006). Furthermore, UML is a domain that students
need to practice, rather than attend theoretical courses in order to actually learn it
(Baghaei, 2007). The professional CASE tools usually used in laboratories to teach
UML seem to be unfriendly and too complicated for educational purposes (Siau et al.,
2006). Therefore, a CSCL environment based on social constructivist principles
intended for training would be a powerful tool for UML trainers. AUTO-
COLLEAGUE is suitable for educational institutes that teach UML, as well as for
organizations that use UML for modeling business analysis.

In AUTO-COLLEAGUE two kinds of users are supported: the trainer and the
trainees. The trainees may study the help topics on UML and at the same time practice
on drawing UML diagrams (figure 1.1). They can also solve tests/exercises authored
and assigned by the trainer (figure 1.2). The tests are given in a multiple-choice
format, as UML is not a well-defined process and there is no single best solution for a
problem (Baghaei et al., 2007). During these activities, the trainees, who are

organized into groups, can collaborate with their colleagues through a chat system.
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#” Mammal Easy
Describe the following elements in a UML Class Diagram:

There are five categories of animals: mammal, fish, birds. reptile and amphibian
Every animal eats. moves, breathes and reproduces its specie:

Every animal is characterized by a gender (male/female]

Humans belong to mammals. Humans can takk.

Bats are mammals. Trouts are fishes. Bogues are fishes.

Snakes are reptiles. Frogs are amphibians. Chickens and eagles are birds

A human physically consists of two legs, one head, two ams and a body.

Class Definition; ~ Class Attributes | Properties and Methods ~ Relationships

Read carefully the problem given at the top of the form.

‘When you are ready. select the classes you believe that are the ones you should
include in your diagram by checking lham in the listbox below.

animal ~
fish o

Figure 1.2. Tests/Exercises Form

The core of the system is to promote the collaborative learning processes offering
intelligent recommendations to both the trainees and the trainer. The
recommendations to the trainees concern (a) the next UML topics they should study,
(b) the appropriate colleagues with whom they should collaborate and (c)
supportive/encouraging messages that would increase their performance. The
recommendations to the trainer include (a) historical/statistical reports and charts of
showing the progress of the trainees and (b) a group formation tool that proposes
optimum organization of the trainees into groups. The recommender system is built
using both the content-based and the collaborative filtering methods.

The intelligence of the system relies on the individual student models built
automatically combining buggy and stereotype-based student models. The trainees’
characteristics included in the student models are related to (a) their level of expertise
on UML, (b) specific personality attributes that influence their learning and
collaboration performance and (c) their overall emotional states that indicate their

inter-influences during collaboration. The personality characteristics used and are
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structured in eight stereotypes: self-confident, diligent, participative, willing to help,
sceptical, hurried, unconcentrated and efficient. They are inferred automatically
tracing and evaluating the actions and performance of the trainees. These personality
characteristics are used for adapting the recommendations. The emotional states,
which are automatically predicted using the OCC cognitive theory of emotions, are
used as criteria for the group formation tool and the recommendations to the trainees
about the most appropriate colleague to collaborate with.

A major contribution of this thesis is related to the use of a managerial leadership
theory to adapt the appearance and content of the recommendation messages to the
trainees and to suggest to the trainer the most suitable leadership style s/he should
follow for each trainee per assigned task. This theory is the Hersey and Blanchard
Situational Leadership Theory (Hersey et al., 2007). Our motivation to use such a
theory was findings in the literature indicating:

e The necessity of the teacher to undertake leadership roles (Gabriel, 2005;

Barth, 2001; Wilmore, 2007; York-Barr & Duke, 2004; Suranna & Moss,
1999),
e The general acceptance of this theory (Vasu et al., 1998; Baker, 2009) and
e Various studies that advocated the use of this theory in educational settings
(Hersey et al., 1982; Donahoo & Hunter, 2007; Weber & Karman, 1991).
The main principle of the Hersey-Blanchard Situational Leadership Theory is that
leaders (the trainer and the system in our case) should continually adjust their
leadership styles depending on the ability and the willingness of the followers
(trainees in our case). The ability and the willingness are variables dependent on the
tasks to be accomplished. Hersey and Blanchard have defined four different
leadership styles suggesting the most appropriate attitude of the leader towards the

followers for increasing individual and group improvement.

1.2.2. Evaluation Experiments
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In effort of checking the performance of AUTO-COLLEAGUE and make
decisions on further improvements and extensions, we conducted two evaluation
experiments with real users.

The first experiment was conducted in the University of Piracus among 80
postgraduate students. The aim of this experiment was to evaluate the educational
effectiveness of our system after applying the automatic group formation versus a
random group formation. The results were:

e 30% of the trainees presented no difference,
® 65% of the trainees presented progress and
e 4% of the trainees presented reduction in their level of expertise comparing
the two days of the experiment.
Furthermore, as far as number of errors is concerned:

e 1.25% of the trainees presented no difference

e 90% presented reduction and

e 8.75% presented increase in the number of errors.

The second experiment was conducted in a high school among 70 students of the
software engineering class of the last grade. The aim of the evaluation was to have
evidence on the successfulness of our choice to choose the Hersey and Blanchard
Situational Leadership Theory, the way of calculating the maturity of the trainees and
the adaptation of the intelligent recommendations provided by the system. To evaluate
the effect of the use of our system’s adaptation of the Hersey and Blanchard
Situational Leadership Theory versus a traditional class, we calculated the average
increase rate of the ability and willingness (the variables that form the maturity). The
resulted difference between the first (use of AUTO-COLLEAGUE) and the second
(traditional laboratory course) stage of the experiment was:

e 29% increase in ability and

® 16% increase in willingness.

These evaluation experiments are discussed further in chapter 11.

1.3. Contributions of this Thesis
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The contributions of the system presented in this thesis concern CSCL systems
and group formation tools. In specific, the novel approaches implemented are:

e The personality-related characteristics included in the student models and,

especially, the way they are automatically traced and evaluated,

e The affectivity implemented to recommend optimum groups of trainees and

e The use of a leadership theory, and specifically the Hersey and Blanchard

Situational Leadership Theory, for adapting intelligent recommendations in a
learning environment.

A novelty presented in this thesis concerning Intelligent Computer Supported
Collaborative Learning environments is the personality-related characteristics it
automatically traces and the way perceived emotions are used to infer optimum
groups of learners. There is no other CSCL system to have used emotional affect
and/or similar to ours personality characteristics that are automatically traced. Another
important contribution of this thesis to Intelligent Computer Supported Collaborative
Learning environments is based on the fact that no other learning environment has
ever used any leadership theory to adapt intelligent recommendations or suggest to the
trainer the most effective leadership style.

The contributions of our research in Group Formation Tools are found in:

e The criteria of matching the trainees,

e The way of calculating these criteria and

e The algorithm used.

The group formation tool presented in this thesis uses a novel approach in the
considered criteria, which are related to (a) the desired and undesired combinations of
personality-related stereotypes in the same group, (b) the desired group structure
concerning the levels of expertise and (c) the observed by the system emotional affect
between the trainees. The majority of the existing group formation tools do not
evaluate in real-time their criteria values (student characteristics) of their group
formation algorithm. On the contrary, in our system, all criteria values are evaluated
automatically. In AUTO-COLLEAGUE, the grouping algorithm, used for the first
time in related systems, is the Simulated Annealing algorithm, which seems adequate

for such a large search space as when using various characteristics to form groups.
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1.4. Dissertation Outline

This thesis is organized as follows: In Chapter 2, we review the literature
regarding a great variety of fields that are in the scope of our research. These fields
are UML and CASE Tools, Computer Supported Collaborative Learning Systems,
student modelling for adaptive learning environments, affective learning systems,
group formation tools, recommender tools in learning systems and teacher leadership.
The aim of this chapter is to introduce the reader to the theoretical principles, the
origins and the evolution of these fields. We also review in detail existing related
systems for each field aiming at indicating the current state and challenges for
researchers to meet.

In Chapter 3, we introduce our system, presenting the user interface, explaining
the architecture, describing the offered recommendations and the results of the
conducted evaluation experiments. The purpose of this chapter is to impart to the
reader the main concepts and functionality of AUTO-COLLEAGUE emphasizing at
the points that novel approaches have been used.

In Chapter 4, we make an overview of the student models used in the system. In
specific, we describe the structure of the student models, how they are used and built.
A more detailed description of the three different aspects that constitute our student
models is given in the next respective chapters.

In Chapter 5, we analyze the part of the student model that concerns the
personality-related characteristics used. After presenting the theoretical background
taken into consideration for choosing personality stereotypes, we describe how they
are assessed, built and used in the system. We also explain the stereotype-based
method of user modelling. In addition, there is a description of the user interface for
defining the personality-related stereotypes by the trainer if s/he wishes to change the
default ones.

In Chapter 6, we explain the part of the student model that describes the
knowledge of the trainees on UML. We present how the buggy and expert models are

represented, built and used. A study on the buggy and overlay student modelling
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techniques are also included in this chapter.

In Chapter 7, we explain the OCC Theory of Emotions and the way we have
adapted it in our emotion perception subsystem in order to predict the overall
emotional state of the trainees. Finally, we describe how we have used the inferred
emotional states in our system.

In Chapter 8, we emphasize on the importance of teacher leadership and describe
existing leadership theories and, especially, the Hersey and Blanchard Situational
Leadership Theory. We specify the way we have adapted this theory and the way that
the suggested leadership styles are adapted by our recommender system.

In Chapter 9, we describe the intelligent recommendations offered to the trainees
of the system. In specific, the kinds of recommendations, how they are generated and
how they are adapted based on the Hersey and Blanchard Situational Leadership
Theory. We also cite an example of recommendations.

In Chapter 10, the intelligent recommendations provided to the trainer of the
system are described. We emphasize on the group formation tool and, more
specifically, the grouping criteria, a related empirical study conducted and the
grouping algorithm.

In Chapter 11, we present the two experiments conducted for evaluating our
system regarding the effectiveness of the group formation (first experiment) and the
use of the Hersey and Blanchard Situational Leadership Theory (second experiment).

Finally, in Chapter 12, we summarize the contributions of this thesis to
Intelligent Computer Supported Collaborative Learning Environments and group

formation tools.




20



2

REVIEW OF THE LITERATURE

2.1. UML and CASE Tools

The Unified Modelling Language (UML) is an object-oriented visual modelling
language that is used to specify, visualize, construct, and document the artifacts of a
software system (Rumbaugh et al., 1999). UML is a collection of best engineering
practices to model large and complex software systems (Bansal et al., 2010). UML
includes a variety of diagrams in order to satisfy different needs of modelling, such as
class diagram, use case diagram, activity diagram and many others. The use of UML
has grown enormously in many organizations that develop software during the last
two decades. Along with the evolution of UML, there have been developed powerful
and integrated professional Computer Aided Software Engineering (CASE) tools that
assist in creating and maintaining a requirements management database for
documenting and controlling requirements (Schwalbe, 2000). CASE tools usually
include UML modelling support for creating, maintaining, transforming, importing
and exporting UML models. Such tools are Rational Rose (Quatrani, 2002),
MagicDraw, PowerDesigner, ArgoUML, Poseidon for UML, Visual Paradigm for
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UML and StarUML. As these tools are designed for professional use, they seem to be
quite complicated for training people in UML.

UML is, also, very popular amongst educational institutes, that use it as a tool for
software engineering training. Being widely used in industry by now, proficiency in
UML is certainly a valuable asset for every computer science student (Engels et al.,
2006). However, there are studies that highlight the difficulties in learning UML
(Basheri, 2010; Simons et al., 1999; Siau et al., 2006). Furthermore, UML is a domain
that students need to practice, rather than attend theoretical courses in order to
actually learn it (Baghaei, 2007). The professional CASE tools usually used in
laboratories to teach UML seem to be unfriendly and too complicated for educational
purposes (Siau et al., 2006). Therefore, a CSCL environment based on social
constructivist principles intended for training would be a powerful tool for UML
trainers. There are few CSCL systems that are designed for training people in UML
(Chen et al., 2006; Baghaei & Mitrovic, 2006; Kuriyama et al., 2004; Jondahl &
Merch, 2002). The advice offered in all of these systems concerns the domain
knowledge and encouragement on participating in the collaboration processes after

evaluating their performance and participation.

2.2. Computer Supported Collaborative Learning Systems

2.2.1. Theoretical Background of Computer Supported Collaborative Learning

Systems

It was in the late 1970’s when Vygotsky (Vygotsky, 1978) brought to the surface
the advantages of collaborative learning through setting the foundations of the social
constructivism theory, according to which learners construct their knowledge
collaboratively in social settings. The social constructivism was influenced by the
constructivism theory developed by Piaget (Piaget, 1952; Piaget & Inhelder, 1971;
Piaget, 1980) who claimed that learners construct knowledge out of their experiences.

There are other similar to the constructivism theories also influenced by Piaget’s
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constructivism (Papert, 1980; Dewey, 1938; Lave & Wenger, 1998), all based on the
principles that:
e [earners learn by experimentation/active learning and not instruction and

e [ earners build new knowledge upon existing knowledge.

Collaborative learning is based on the fact that learning is and should be regarded
as a social activity. As Gokhale stated in a classic and one of the most frequently cited

study (Gokhale, 1995):

The term "collaborative learning" refers to an instruction method in which students at
various performance levels work together in small groups toward a common goal.
The students are responsible for one another's learning as well as their own. Thus, the

success of one student helps other students to be successful.

According to many research studies, collaborative learning can be more effective
than individual leaming (Forman & Cazden, 1985), (Roschelle, 1992), (Bruner,
1985), (Brookfield, 1986), (Bruffee, 1994), (Slavin, 1991), (Stahl & VanSickle,
1992), (Cohen et al., 2004), (Duffy & Jonassen, 1992), (Bereiter, 2002; Scardamalia
& Bereiter, 1996). The benefits of collaborative learning are based on the social and
emotional interaction between the learners. The main benefits stated in the literature
are related to the fact that collaborative learning:

e Forces learners to deal with their emotional and psychological state (Johnson

& Johnson, 1978), (Smith & MacGregor, 1992),

e Affects positively their motivation (Slavin, 1977),

e Increases their social interaction, communication and leadership skills
(Johnson, Johnson & Holubec 1993; Bryant, 1978; Gerlach, 1994; Smith &
MacGregor, 1992; Kirschner, 2001; Dillenbourg et al., 1995; Johnson &
Johnson, 1989; Mesh et al., 1986)

e Promotes active learning (Meyers & Jones, 1993; Smith. & MacGregor, 1992;
Kirschner, 2001),
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e Enhances critical thinking promoting democratic discussion and decision-
making techniques (Miyake, 1986; Gokhale, 1995; Totten et al., 1991),

e Increases their self-confidence and self-assessment (Slavin, 1990; Kirschner,
2001),

e Develops their sense of responsibility and autonomy (Totten et al., 1991;
Benson, 1996; Kirschner, 2001),

e Stimulates their interest providing a more safe, friendly and social
environment (Slavin, 1990),

e Increases pleasure and satisfaction comparing to non-participative activities
(Fry & Coe, 1980),

e Prepares learners for their incorporation to the society, as it simulates the real
world (Linden et al., 2002; Bruffee, 1994)

e C(Creates broad-minded and adaptable learners providing interaction with
diverse types of people (Whatley & Bell, 2003; Smith & MacGregor, 1992)

e Facilitates planning and problem solving (Blaye et al., 1990; Blaye et al.,
1991; Uribe et al., 2003),

e The teacher is usually more a facilitator than a "sage on the stage" (Kirschner,

2001).

2.2.2 Existing Computer Supported Collaborative Learning Systems

During the early 1970’s, as computer technology was thriving and great interest in
new educational methods was intense, a new branch of computer software for
assisting and supporting learning appeared: the Intelligent Tutoring Systems. Such
systems simulate the human tutor providing help and guidance to the student on the
domain knowledge. Since then, and especially in the 1990’s, the Intelligent Tutoring
Systems were evolved to Intelligent and Adaptive Learning Systems (also known as
ILE’s). The evolution of this kind of software lies in the flexibility of offering
different type of help (concerning both appearance and content) depending on the

student’s background of experience, knowledge and preferences. In this way, ILE’s
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adapt their interaction with the student and intelligently apply pedagogical tactics
appropriately to the student’s characteristics.

As Brusilovsky, an important pioneer of these systems, and Peylo have described
in (Brusilovsky & Peylo, 2003), there are three main technologies of Intelligent
Tutoring Systems: the curriculum sequencing, the intelligent solution analysis and the
problem solving support. The curriculum sequencing concerns recommendations to
the students about the appropriate learning objects to study and their order. The
intelligent solution analysis involves the system’s analyzing a submitted solution
concluding to exactly what was correct and incorrect, rather than simply stating if the
solution was correct or incorrect. The advantages of this technology consist in the fact
that the system can extract detailed information about the student’s knowledge and,
thus, advise him/her more accurately. The problem solving support technology aims at
providing help and support to the student during the problem solving process and not
after student’s demand or solution submission. In this way, the system acquires more
pedagogical features and less examinational.

The main modules comprising ILE’s are the expert module, the student model, the
tutor/pedagogical module and the communication module. The expert module
contains knowledge of the system’s subject area to teach. The system uses the expert
module to define the student’s degree of knowledge. The student model describes the
attributes of the student, concerning not only his/her knowledge, but also other
characteristics that influence learning, such as age, sex, preferences, learning style and
personality. There is a variety of student modelling techniques described in literature
proposing different ways of tracing and representing the students’ characteristics.
Some of the most popular methods are: overlay model, differential model,
perturbation (or buggy) model, stereotype-based theory, fuzzy-logic and Bayesian
Belief Networks. The tutor/pedagogical module comprises all the possible
pedagogical approaches towards the student according to his/her student model. These
pedagogical approaches are related to the content, the appearance and the frequency
and timing of the provided by the system help. The communication module is
responsible for regulating the interaction among the three aforementioned modules

and the student.
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As both education and psychology sciences advocated collaborative learning, a
new kind of learning software appeared in the 1990’s to gain and retain until today the
attention of many researchers and put into practice the benefits of collaborative
learning: the Computer-Supported Collaborative Learning (CSCL) systems. There are
studies to support the use of computers for facilitating collaborative learning, e.g.
(Koschmann et al., 2002) and (Lehtinen et al., 1999). Computer-supported
collaborative learning (CSCL) is an emerging branch of the learning sciences
concerned with studying how people can learn together with the help of computers
(Stahl et al., 2006). When the computer is brought into the field as a mediating
influence in collaborative activities, many more options and possibilities are opened
up (Oliver et al., 1997). The approaches used in developing CSCL tools and models,
as well as the CSCL research from the last few years, provide us with novel ideas and
empirically proofed information base, which can be used in developing powerful
learning environments for different educational purposes (Lehtinen, 2003).

CSCL systems are learning software environments that allow distant users to
collaborate with each other in groups having a common goal. CSCL systems consider
all levels and kinds of education, such as primary schools, graduate studies,
professional training and informal education (e.g. museums). CSCL systems
incorporate communication tools for mediating the collaboration and interaction
between the learners. These tools may present and share information in both
asynchronous (learners collaborate at different times) and synchronous (learners must
be on-line to collaborate with each other) ways in any multimedia format, such as
text, audio and video. The communication in these tools is supported by chat systems,
message boards, forums, file sharing, shared workspaces etc.

Their aim is to support and enhance collaborative learning accommodating
knowledge sharing through collaborative and cooperative problem solving. CSCL
systems can be viewed as the evolution of the aforementioned Intelligent Learning
Environments (ILEs). At first, the aim of the researchers was to provide tutoring
guidance to the learners in an individual-learning environment. Then, as collaborative
learning was gaining more supporters and the networking technologies were

advancing, CSCL systems were introduced to provide an integrated environment for
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collaborative learning. The learning sciences as a whole have shifted from a narrow
focus on individual learning to an incorporation of both individual and group learning,
and the evolution of CSCL has paralleled this movement (Stahl et al., 2006).

CSCL systems should not be regarded as software that only offers cooperative
tools (chat, shared workspace etc). The challenge of these systems is to also add
intelligence in order to:

o Enable learners to have a common goal,

e Foster social interaction

e Encourage them to collaborate with each other and

e Apply pedagogical approaches to motivate them and facilitate their
learning based on learning theories.

Aiming at these goals, CSCL systems evolved to Intelligent CSCL (I-CSCL)
systems. Contrary to CSCL systems, I-CSCL systems are not limited to supporting
collaborative learning in a computer-aided environment. They, also, apply
pedagogical tactics and intelligent recommendations to assist effectively the students
and be enriched with theoretical frameworks. Kreijns (Kreijns et al., 2002) has noted

about [-CSCL systems:

“I-CSCL environments can be used for supporting or automating some guidelines,
strategies, and recommendations suggested by educational researchers thereby
freeing educators and instructors from some coaching responsibilities. I-CSCL
environments promise to be more cost-effective since there are less educators and
instructors needed or their involvement in the education process is reduced. [...].
However, research on I-CSCL environments is just beginning, particularly for
research on environments incorporating support software for initiating, sustaining,

and promoting social interaction in the social-psychological dimension.”

The advantages of CSCL systems can be viewed as an extension of the
aforementioned advantages of collaborative learning applied in learners from different
geographical locations. Additionally, as CSCL systems are computer mediated, they

also bear other benefits implicated by computer employment. There are many studies
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reporting that assigning computer based learning activities has positive effects on the
learners’ social development and high-order thinking (Hoyles et al., 1994; Light,
1993; Light et al., 1994; Kulik et al., 1985; Watson et al., 1993; Crook, 1994; Howe et
al., 1996). More specifically, the use of CSCL systems in education supports social
interactions between learners, allowing them to share experiences, knowledge and
skills and learn from each other. Moreover, CSCL systems have a positive impact on
the development of social skills, such as conversational and communicational. CSCL
systems also enhance critical thinking (Gokhale, 1995), which is considered as a very
crucial skill that facilitates the learner to have a better understanding of the curriculum
(Kreijns et al., 2003). The learner also benefits from the use of CSCL systems as they
help them to consider learning as a social habit (Gillet et al., 2006).

The benefits of CSCL systems and collaborative learning between distant users
are not only educational but financial and social as well. For instance, CSCL systems
are beneficial for educational institutes that can save money from not equipping
computer laboratories. There are, also, many open universities whose students do not
attend courses on occasional bases. In this case, a CSCL system would be useful, as it
would enhance the students’ learning. Furthermore, CSCL systems are socially
beneficial as they can bring together people from all over the world and allow them to
share their knowledge and experience at a very low cost.

As not only educational institutes need to educate people, CSCL systems can be
used in almost any kind of organization. Many organisations have recognised the
importance of integrating learning within their work structures and procedures so as to
promote collaborative learning at work (Mwanza, 2001). Industry deregulation,
decreasing numbers of middle managers, and expanding geographical distances
between organizational entities have challenged organizations to employ new and
more innovative structural concepts in order to remain competitive (Morrison et al.,
1992). Changes in support technology, economic factors and globalisation of the
software process are resulting in the geographical separation of personnel (Layzell et
al., 2000). Therefore, a major influencing factor of the effectiveness of the projects
and groups is the effectiveness of the communication and co-operation between

employees. The use of a CSCL system for training employees would also save
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organizations money and time. The rapid advance of networking technology has

enabled universities and corporate training programs to reach out and educate students

who, because of schedule or location constraints, would not otherwise be able to take

advantage of many educational opportunities (Soller et al., 1999).

According to Kumar (Kumar, 1996), collaborative learning research can be

viewed from seven different dimensions:

Control of collaborative interactions: It refers to whether the system is active
or passive. A system is active when it plays an active role in the collaboration
by analyzing and controlling the collaboration processes. A system is passive
when it is limited to offering a collaborative environment without intervening.
Tasks of collaborative learning: Kumar identifies three kinds of tasks assigned
to leammers in CSCL systems: collaborative concept-learning tasks,
collaborative problem-solving tasks and collaborative designing tasks.
Theories of learning in collaboration: Referring to Dillenbourgh
(Dillenbourgh et al., 1995), Kumar identifies three learning theories used in
CSCL systems: socio-constructivist theory, socio-cultural theory and shared
cognition theory.

Design of collaborative learning context: The collaborative learning design
concerns a variety of issues related to the supported by the system number of
collaborating peers, the kind of peers (real or simulated), the existence of an
active tutor, the facilitation of automatic grouping of peers etc.

Roles of the peers: Each peer can be assigned with a specific role in the system
concerning the kind of participation s/he will have during the collaboration.
Kumar identifies six roles: decomposing, defining, critiquing, convincing,
reviewing and referencing.

Domains of collaboration: The domains refer to the curriculum to be imparted.
Teaching/Tutoring methodologies that inherently support collaboration:
Kumar mentions six such distinctive methodologies: practice, Socratic
learning, learning by teaching, situated learning, negotiated learning and

discovery learning.
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There are hundreds of CSCL systems developed during the last two decades for a

variety of domains. Their approaches vary mainly in the content
the
tutor/learners) of the offered automatic advice. Other CSCL systems (Martinez
Carreras et al., 2005; Bravo et al., 2002; Lukosch et al., 2006; Tamura & Furukawa,
2007; Casamayor et al., 2009; Cerri et al., 2006; Rick & Gudzial, 2006; Graves &

Klawe, 1997; Baker & Lund, 1997) do not offer advice, but still provide an

(collaboration/participation/knowledge ~ domain) and direction  (human

environment for facilitating and promoting collaborative learning. In table 2.1 a

summarized overview of the CSCL systems that offer advice is described.

Table 2.1. Overview of Existing CSCL Systems.

MONITORED
CSCL DOMAIN
SYSTEM KNOWLEDGE ARVIEE CHAI}SSSFER!S

Constantino-

Encourages students to share
and discuss solution

Gonzalez &  Entity-relationship S Performance and
. components that conflict with o
Suthers, diagrams participation
components of the group
2000 p
solution
Intervenes with advice when
Performance,
y the student appears to need e
Rosatelli & g participation and
Case study system  support on the domain or have ' .
Self, 2004 L time of completing
a low degree of participation or
A tasks
exceed the time limits
Capabilities,
commitments,
Ayala & Second la_ngu age Motivate and help on domain intentions and
Yano, 1998 learning
group-based
knowledge frontier
Provides help on the domain-
Chenetal., : knowledge and advice to Performance and
2006 UML modelling regulate participation and participation
collaboration
}iz.ghae" & UML class Elm.:omtage.s stadent Participation/colla
itrovic, d aerams participation in problem- Borativesiills
2006 i solving
Knowledge level,
Recommends learning learning g?als,
Gogoulou et activities and provides leamer’s
Abstract & 3 behaviour during
al., 2007b personalized informative and 4 5 :
: his/her interaction
tutoring feedback :
with the
environment
Programming Adapts level of difficulty and Motivation to
Vizcaino et (develops good type of exercises, promotes learn,
al., 2000 programming individual learning by participation,
habits) awarding with points or asking abilities, preferred
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specific students

types of exercises,
mistakes at group

level
Kuriyama et UML Advice on participation and Participation and
al., 2004 domain knowledge
Participation,
Constantino- s knowledge,
J ; ; ; Encourages participation and ;
Gonzalez &  Entity-relationship A i comparisons
. negotiation between different .
Suthers, diagrams lutions between students'
2007 sl individual and
group solutions
Type of
contribution in
Help students reflect on the collaboration
Barros & General purpose A (proposal,
4 4 . collaboration process and
Verdejo, domains (learning : : : contraproposal,
A improve their collaboration .
2000 activities) . question,
skills
comments,
clarification,
agreement)
Offers hints for deriving
answers and promotes
Kojiri et al., Mathematical mdlvndl'xa.l student§ 5 the Submitted
. group activity by pointing out ;
2006 exercises . ) solutions
differences between group’s
opinions and student’s opinion
privately
Learners’
OrBach’s . Interventions to integrate activities related to
Van Science class for e 5
: o communication and content the subject matter
Joolingen, junior-high .
issues tasks and the
2004 7
communication
sheremetoy Muln-bqok Advice on personalized study Performance and
& Arenas; {personalized lan and collaboration articipati
2002 electronic book) P i partieipation
Knowledge,
motivation,
emotion and social
Khandaker i relationship with
& Soh, 2009 Abstract Groyp formation other students
(only the
representation
structure)
i Provides to the students an Knowledge and
Aiken et al., : 3 4
2005 Java assessment of their knowledge interaction of
and their collaborative skills students
Teixeira et Engineering and Help on domain knowledge knACtl“;neS‘ d
al., 2002 Mathematics and cooperation aWIeqge an
cooperation
Jondahl & UML Help on technical and domain Knowledge and
Morch, 2002 knowledge and collaboration collaboration
The peers that the
student interacted,
Khandaker . .
Programming Team formation number and type
etal., 2006 .
(java) of messages sent
and capabilities
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Participation and

e further discussion W
Encourag 0 contribution to the

on a topic when the learners

Linton et al., Add-on tool for topic (learners’
are about to go on to another :
2003 CSCL systems . g conversation and
topic and the current topic is i
" 4 problem-solving
incomplete or incorrect .
actions)
Advice to the teacher on the Knowledge and
Chen, 2006 Abstract subject domain and the collaboration
collaboration process activities
Knowl n
Huang et al., Encouragement messages and e edge'a B
Database courses i % collaboration
2009 advice on domain e
activities
Adapts the presentation of the
P i Knowledge,

subject matter aiming at

Razek et al., learning style and

2002 Data Structures improving the students behaviour during
performance and self- .
collaboration
confidence
Kreijns et — . .
al.. 2002 Abstract Encourages social interaction Abilities

Researchers have been exploring different approaches to analyse and support the
collaborative learning interaction. However, the concept of supporting peer-to-peer
interaction in Computer-Supported Collaborative Learning (CSCL) systems is still in
its infancy, and more studies are needed that test the utility of these techniques

(Baghaei & Mitrovic, 2005).

2.3. Student Modelling for Adaptive Learning Environments

2.3.1. User/Student Modelling

Kobsa (Kobsa, 2001) references Allen, Cohen, Perrault (Perrault, Allen & Cohen,
1978; Cohen, & Perrault, 1979; Allen, 1979) and Rich (Rich, 1979a; Rich, 1979b) as
the scholars that introduced user modelling as a technique of describing user
information in adaptive software systems. As Brusilovsky (Brusilovsky & Millan,

2007) has described:

“The user model is a representation of information about an individual user that is
essential for an adaptive system to provide the adaptation effect, i.e., to behave

differently for different users. [...] To create and maintain an up-to-date user model,
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an adaptive system collects data for the user model from various sources that may
include implicitly observing user interaction and explicitly requesting direct input
from the user. This process is known as user modeling. User modeling and adaptation

are two sides of the same coin.”

The kinds of user information represented in the user model are related to the type
of the adaptive system. Characteristic examples of such information are demographic
data (e.g. sex, nationality, age, religion), educational level (e.g. MBA, PhD),
preferences (e.g. on the user interface), interests (e.g. in sports, music, movies),
personality characteristics and emotional state/mood. The user model may include
those user characteristics that will leverage it to be adapted in the most accurate,
integrated and versatile way.

Since its presentation, user modelling has been applied in many fields of software
to make them user adaptive. Kobsa (Kobsa, 1993) mentions the most prominent
fields: Human-Computer Interaction, Intelligent Interfaces, Adaptive Interfaces,
Cognitive Engineering, Intelligent Information Retrieval, Intelligent Tutoring, Active
and Passive Help Systems, Guidance Systems, Hypertext Systems and Expert
Systems.

It is commonplace that user models are necessary for any kind of adaptive system.
User modeling provides the basis for a system to meet the particular needs and

preferences of the individual user (Kay, 2000b). Also, according to Rich (Rich, 1983):

“It has long been recognized that in order to build a good system in which a person
and a machine cooperate to perform a task it is important to take into account some
significant characteristics of people. These characteristics are used to build some

kind of a "user model".”

Student modelling is a special type of user modelling which is relevant to the
adaptability of intelligent tutoring systems (Elsom-Cook, 1993). As intelligent
learning systems adapt their environment and recommendations according to the

learner(s), they need to incorporate a mechanism of describing the individual student
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characteristics. This is achieved via student modelling that is an extension of user
modelling adapted in intelligent learning systems. Student modelling is the process of
creating a student model (Self, 1994). In a classic study (Holt et al., 1994) the student
model is defined as “a representation of the computer systems’ beliefs about the
learner and is, therefore, an abstract representation of the learner in the system”.
Student modelling is a dynamic process, as the traced student characteristics are likely
to be continually changed and the system must adapt to them. Student modelling
necessarily occurs mainly at run-time, when the student uses the system, since it is
mainly through the evidence provided by the student's inputs to the system that the
student model is created (Self, 1994).

2.3.2. User Characteristics Described in Student Models

Martins (Martins et al., 2008) referencing to Benyon (Benyon, 1993) and Kobsa
(Kobsa, 2001) identifies two different types of data included in a student model:

e Domain Independent Data: characteristics referred to psychological (cognitive
and affective aspects of the student) and generic information (such as interests
and background) about the student.

e Domain Dependent Data: characteristics related to the learning goals and the
student’s knowledge on the domain.

Choosing which characteristics are necessary and appropriate for a system
depends mainly on the environment features to be adapted. The most typical student
characteristics used in intelligent and adaptive learning environments found in
literature are: personal and demographic data, knowledge, personality, learning style
and goals.

Personal and demographic data are related to the information such as name, age,
sex, nationality, language, race, academic degrees and previous experience/knowledge
on the domain or on relative domains. All these data bear significant information
about the students that may influence their performance.

Knowledge, which refers to the user’s knowledge on the domain, is a very crucial

characteristic for the adaptivity of the system. All learning environments include this
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characteristic, whose identification is a very complicated task. User’s knowledge of
the subject represented in the hyperspace appears to be the most important feature of
the user for existing adaptive hypermedia systems (Brusilovsky, 1996a). For a system
to recognize the user’s knowledge, it is necessary to maintain the domain knowledge
structured in domain concepts that describe it in detail. The domain concepts are
usually linked to each other indicating their associations. This representation of the
domain knowledge is known as the expert/domain model/module. The most popular
student modelling techniques are based on an expert model. These expert-based
modelling methods can use either overlay models or buggy models to represent the
student’s knowledge.

Personality refers to personality traits that can influence the user’s behaviour
through the learning process, such as introvert/extrovert. Usually, the systems that
include personality characteristics use psychological instruments (tests and
questionnaires), such as the Myers-Briggs Type Indicator (Myers & McCaulley,
1985), rather than tracing them during run-time. Few studies have been conducted on
adding personality traits in student models. While adaptive hypermedia researchers
have begun exploring the use of individual traits for adaptation in several areas, it
cannot be described as a success story at present (Brusilovsky, 2001).

The term "learning styles" refers to the concept that individuals differ in regard to
what mode of instruction or study is most effective for them (Pashler et al., 2009).
There have been proposed several models and instruments for defining students’
learning styles, e.g. (Kolb, 1984; Honey & Mumford, 1986; Entwistle & Ramsden,
1983; Felder & Silverman, 1988; Dunn & Dunn, 1978). There are few learning
systems that take into consideration for their adaptation the learning styles of the
students. These systems detect the student’s learning style using either:

e A scientific instrument at the registration of the user (Carver et al., 1999;
Shang, Shi & Chen, 2001; Bajraktarevic, Hall & Fullick, 2003; Wolf, 2003;
Papanikolaou et al., 2003; Brown & Brailsford, 2004) or

e Automated techniques of tracking specific user data for inferring the user’s

learning style (Stern et al., 1997) or

35



Review of the Literature

e A scientific instrument/questionnaire at the registration of the students for
initializing their learning styles and automated techniques for updating them,
e.g. (Peiia et al., 2002; Carro et al., 2001; Grigoriadou et al., 2001) or

e A simple question to the students about their learning styles, e.g. (de Bra &
Calvi, 1998; Stash et al., 2006; Grigoriadou et al., 2001).

Goals are related to the objectives of the student during the learning process or the
use of the system in general. Such goals can be associated to learning achievements
(the degree of knowledge of the domain, the performance on exercises/tests) or social
achievements (the social development, in case the system includes

communication/collaboration tools with others).

2.3.3. Techniques of Building Student Models

Kay (Kay, 2000b) describes two methods for acquiring information about the
user: the elicitation of user modelling information and the modelling based upon
observing the user. This classification is similar respectively to the explicit and
implicit categorization of user models described in (Rich, 1989). Implementing the
first method means that the users are asked to fill in questionnaires providing in this
way information about their state of knowledge and their preferences. The second
method is automated and much more complex. Following this method, the system
traces the user actions and their consequences in order to infer the tracked user
characteristics described in the user model. The invisibility of such monitoring
processes has the advantage of placing no load on the user (Kay, 2000b). A user
model can be built using both methods. There are several student-modelling
techniques, such as the overlay model, the perturbation (or buggy) model, stereotypes,
the constraint-based model, fuzzy logic/fuzzy sets and Bayesian networks.

The overlay and the buggy model are used for modelling the student’s knowledge.
During the recent years, researchers tend to combine user-modelling techniques to
achieve the maximum accuracy of their user models, e.g. stereotype and fuzzy sets:
(Piyawat & Norcio, 2001), (Jeremic et al., 2009), stereotype and overlay: (Jeremic et
al., 2004), (Koutsojannis et al., 2001), (Lee & Baba, 2005), (Virvou & Moundridou,
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2000), (Virvou & Tsiriga, 2001a) and (Virvou & Tsiriga, 2001b), overlay and
Bayesian networks (Nguyen & Do, 2009).

The fuzzy logic and Bayesian networks belong to uncertainty-based user
modelling (Brusilovsky & Millan, 2007).

Overlay Model

The principle of the overlay modelling method is that the student’s knowledge is a
subset of the expert model. The expert model contains the full domain knowledge
structured in concepts/topics. This approach assumes that all differences between the
learner’s behaviour and that of the expert model can be explained as the learner’s lack
of skill (Holt et al., 1994). At implementation level, the overlay student model has the
same structure with the expert model bearing a degree for each concept. This degree
can be of boolean type (true/false), qualitative type (e.g. good/average/poor) or any
quantitative type indicating probability of the existence of knowledge (e.g. a real
number in [0, 1]).

Overlay student models have been part of the earliest teaching systems (Kay,
1997). Overlay models are powerful and flexible, they can independently measure
user knowledge of different topics (Brusilovsky, 1996a). There is a great amount of
adaptive systems to have used the overlay modelling technique, such as (Zhou &
Evens, 1999), (Brusilovsky & Cooper, 2002), (Brusilovsky et al., 1996b), (Virvou &
Tsiriga, 2001a), (Virvou & Tsiriga, 2001b), (Brusilovsky & Pesin, 1994), (El-Khouly
& El-Seoud, 2006), (Lu et al., 2005), (Ogata et al., 2005) and (Piyawat & Norcio,
2001). However, overlay models appear to be old-fashioned and their exclusive use
tends to be abandoned, e.g. (VanLehn, 1988). In another study (Bierman et al., 1992)
it is stated that the overlay models “are acknowledged to be essentially incorrect
because they assume the knowledge of the student to be a subset of the expert's
knowledge”.

Perturbation/Buggy Model
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Despite their efficacy, overlay models can be deficient as they only represent the
correct knowledge and miss possible misconceptions of the student on the domain.
This deficiency of the overlay model was the motivation for the perturbation
modelling technique. A buggy student model describes not only the correct
knowledge and the missing knowledge (like overlay model), but also the faulty
knowledge a student may have on the domain. To achieve this, additionally to the
expert model, it maintains a bug library where the possible misconceptions (bugs) are
predefined. Assembling the library is the biggest hurdle in the bug library approach
(VanLehn, 1988). The goal of a system with a bug model is not just to declare that a
specific element of domain knowledge is incomplete or missing, but to identify, if
possible, specific buggy knowledge that can be used to provide a higher quality
adaptation (Brusilovsky & Millan, 2007).

Perturbation modelling is a common technique for adaptive environments, such as
(Brown & Burton, 1978; Brown & Van Lehn, 1980; Faraco et al., 2004; Labidi &
Sergio, 2000; Sleeman & Smith, 1981; Soloway & Johnson, 1984; Sleeman, 1987;
Hoppe, 1994; Murray, 2003; Teixeira et al., 2002). Student models are less frequently
implemented exclusively with perturbation (buggy) models in recent studies, as they
eventually do not seem to increase the effectiveness of teaching (Bierman et al., 1992)
and they need highly descriptive bug libraries (VanLehn, 1988; Lin, 2007).

Stereotypes

Stereotype based user modelling was introduced by Rich (Rich, 1979a), (Rich,
1979b) presenting GRUNDY, an intelligent system that recommended books to users
after inferring their preferences based on their individual characteristics. This method
simulates the way people make assumptions on others, based on relevant information
about them. A major technique people use to build models of other people very
quickly is the evocation of stereotypes, or clusters of characteristics (Rich, 1979b). A
stereotype represents a collection of attributes that often co-occur in people (Rich,

1989). The general notion of stereotypes is well described by Kay (Kay, 2000b):
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“Essentially, the stereotype mimics intuitive human reasoning from a small amount of
information about a person to a large number default assumptions about them. As
more information becomes available about individual assumptions, these are revised.
Meanwhile the overall initial classification of the user and most of the default
assumptions continue to hold unless we acquire information to indicate that the initial

classification of the user was incorrect.”

The operation of stereotypes is also well defined in (Kobsa, 1995):

“Stereotypes contain typical characteristics of user groups in the application domain
of the system. Often they also contain so called activation conditions which represent
key characteristics that allow one to identify an individual as belonging to the
respective user group. Stereotypes become applied to the current user if they are
"manually” assigned, or if their activation conditions match available information
about the user (automatic classification). As a consequence, all characteristics in the
corresponding stereotypes are attributed to the user. Stereotypical assumptions about
a user can be supplemented, or even overridden, if additional information pertaining
to this individual user is available. The resulting collection of assumptions forms the
individual user model, which should be taken into account when adapting the system

)

to the user.’

To implement stereotypes it is necessary to define the facets and the triggers.
Facets are the users’ characteristics that the system observes in order to classify them
in the appropriate stereotypes. In other words, facets are the user traits that describe
the stereotypes. A trigger is a set of rules/conditions. If these conditions are
satisfied/dissatisfied for a user, then the corresponding stereotype will be
activated/deactivated. These conditions examine the values of the facets used in the
system.

The main benefit of stereotypes is that the system can infer much information

about the user using the already possessed user data. The concept of stereotyping is
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simple, yet powerful (Johansson, 2002). Stereotypes have been used during the past
decades in a variety of software, such as:

e Generalised user modeling tools (Vergara, 1994; Paiva & Self, 1994; Brajnik

& Tasso, 1994; Kay, 1995; Finin, 1989; Piyawat & Norcio, 2001),

e Intelligent learning and tutoring environments (Jeremic et al, 2009;
Hatzilygeroudis & Prentzas, 2004; Eklund & Brusilovski, 1999; Kabassi et al.,
2006; Wei et al., 2005; Virvou & Moundridou, 2001; Surjono & Maltby,
2003; Koutsojannis et al., 2001; Hatzilygeroudis & Prentzas, 2004; Lee &
Baba, 2005; Virvou & Moundridou, 2000; Virvou & Tsiriga, 2001a; Virvou &
Tsiriga, 2001b).

o Recommender systems (Rich, 1979a; Ardissono et al., 2004; Shapira et al.,
1997; Kurapati & Gutta 2002; Krulwich, 1997; Chin 1989; Fink et al., 1997;
Gena, 2001).

However, arguments have been expressed about the successfulness of a system
that uses only the stereotype modelling method. For example, Kay (Kay, 1994) argues
that stereotypes should be used only initially, while the system waits to collect
something better, e.g. (Hatzilygeroudis & Prentzas, 2004; Virvou & Moundridou,
2000; Virvou & Tsiriga, 2001b). She, also, stresses out that overusing of stereotypes
should be avoided. Self (Self, 1994) concludes that stereotypes are useful for
initializing the user models, but, for student modelling, stereotypes are not of much
use beyond the initialisation stage because they do not permit the necessary fine-

grained analysis.

Constraint-based Student Modelling

Constraint-based student modelling, a relatively new technique, was proposed by
Ohlsson (Ohlsson, 1994) aiming at reducing the computations required for student
modelling to pattern matching. Its main principle is to describe the domain and
student’s knowledge by “a set of constraints on problem states” (Ohlsson, 1994).

Ohlsson focuses on the possible faulty knowledge of the student, rather than on the
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correct/expert knowledge on the domain. As Mitrovic (Mitrovic et al., 2001) explains

about the implementation of constraints in constraint-based student modelling:

“Because the space of false knowledge is vast, much more so than the space of
correct knowledge, Ohlsson suggest the use of an abstraction mechanism realized in
the form of state constraints. A state constraint is an ordered pair (Cr, Cs), where Cr
is the relevance condition and Cs is the satisfaction condition. Cr is used to identify
the equivalence class, or the class of problem states in which Cr is relevant. Cs
identifies the class of relevant states in which Cs is satisfied. Each constraint specifies
the property of the domain that is shared by all correct paths. In other words, if Cr is
satisfied in a problem state, in order for that problem state to be a correct one, it must
also satisfy Cs. Conditions may be any kinds of logical formulas, hence may be

constructed from various tests on the problem state in question.”

As stated in (Ohlsson, 1994), the main advantages of the constraint-based
technique are that (a) it does not require a runnable expert model, (b) it does not
demand high computational power due to the low complexity of the inference
algorithm used, (c) it does not require extensive empirical research of student errors
and (d) it is neutral with respect to pedagogy. However, there are recent studies that
explain disadvantageous points of constraint-based student modelling. In (Galvez et
al., 2009), the authors argue that "most student models of CBM-based tutors handle
simple long-term models or based on heuristics to quantitatively estimate the
knowledge measured". In (Kodaganallur et al., 2005), it is claimed that: “the
constraint-based paradigm is feasible only for domains in which the solution itself is
rich in information”.

Intelligent learning environments have recently started to implement constraint-
based student models. Such studies are: (Kodaganallur et al., 2004), (Thomson &
Mitrovic, 2009), (Galvez et al., 2009), (Baghaei et al., 2007) and (Mitrovic et al.,
2001).

Fuzzy Logic
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Fuzzy logic is based on fuzzy sets. A fuzzy set is a class of objects with a
continuum of grades of membership. Such a set is characterized by a membership
(characteristic) function, which assigns to each object a grade of membership ranging
between zero and one (Zadeh, 1965).

Apparently, the use of fuzzy logic seems adequate for modelling the student’s
knowledge, as the task of defining it is complex and, thus, involves uncertainty. It is
difficult for a system to presume in a binary value (true/false) that a student knows or
does not know a concept of knowledge. The main advantages of using fuzzy sets are
in the systems where we process an inexact user input in a verbal form, or use
inference or manipulate knowledge which can be naturally described and explained in
the form of imprecise concepts, operators, and rules (Kavcic, 2004).

The use of fuzzy logic/fuzzy sets in adaptive learning environments is not so
frequent as the use of other modelling methods. As Brusilovsky notes in (Brusilovsky
& Millan, 2007), there are few studies that report the use of approximate reasoning
techniques. However, there are such systems that have integrated fuzzy logic, such as

(Kavcic, 2004), (Kosba, 2004), (Capuano, 2000) and (Di Lascio et al., 1999).

Bayesian Belief Networks

A Bayesian Belief Network (BBN) (Pearl, 1988) is a directed acyclic graph that
represents variables and the relations between them. Bayesian Belief Networks have
been effectively used in many areas, especially in modelling domain and student
knowledge. BNs are a probabilistic model inspired by causality and provide a
graphical model in which each node represents a variable and each link represents a
causal influence relationship (Brusilovsky & Millan, 2007). As explained in (Akiba &
Tanaka, 1992), the Bayesian networks are used to represent the user's knowledge,
draw inferences from that, and provide fine-grained solutions to problems.

These networks provide a compact and natural representation, effective inference,
and efficient learning (Friedman, 1997). Bayesian Belief Networks provide a

principled, mathematically sound, and logically rational mechanism to represent
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student models (Zapata-Rivera & Greer, 2001). Belief networks provide an important
way to represent and reason about uncertainty — significant factors for modelling
students (Reye, 2004). Brusilovsky (Brusilovsky & Millan, 2007) states that “a
powerful feature of BNs is that they allow for diagnosis (inferences about possible
causes of an event) and prediction (future state/evolution of variables given
evidence)”. One of the main problems found when using Bayesian networks is the
intense knowledge engineering effort of specifying prior and conditional probabilities
(Villano, 1992). Bayesian student models for intelligent learning environments have
been implemented for the last two decades (Nguyen & Do, 2009), (Zapata-Rivera &
Greer, 2001), (Conati et al., 2002), (Reye, 2004), (Collins et al., 1996), (Gitomer et
al., 1995), (Martin & VanLehn, 1995), (Mislevy, 1995), (Petrushin & Sinitsa, 1993),
(Akiba & Tanaka, 1992), (Mayo, 2001).

2.4. Affective Learning Systems

2.4.1. Affective Computing — Overview

Affective computing is a relatively new branch of Artificial Intelligence that
emerged during the late 1990’s by a study of Picard (Picard, 1997). In this study, she
defined affective computing as "computing that relates to, arises from, or infuences
emotions". There is a variety of neurological (Cytowic, 1993; Cytowic, 1996;
Damasio, 1994; Le Doux, 1998) and psychological (Izard, 1993; Izard, 1984,
Leidelmeijer, 1991; Bechara, Damasio, Tranel, & Damasio, 1997; Goleman, 1995;
Tomkins, 1984; Tomkins, 1963; Tomkins, 1962; Ekman, 1984) studies that support
the realization of affective computing, expressing the great impact of emotions on
human cognition and behaviour and relate emotions with rational behaviour
(Greenspan, 1999).

Picard (Picard, 1997) explained why we need computers to be affective,
concluding that computer affectivity would (a) enhance assistance towards the users
and (b) facilitate computer decision-making. In other words, affective computing is

related to adding emotional intelligence (Salovey & Mayer, 1990), (Goleman, 1995)
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to computers, recognizing user emotions to increase their performance and respond to
the users accordingly. The ability to detect and understand affective states and other
social signals of someone with whom we are communicating is the core of social and
emotional intelligence (Pantic et al., 2005). Furthermore, adding affectivity
characteristics to computers would probably bring them closer to a more human
nature. Although computers perform as well as or better than people in selected
domains, they have not yet risen to human levels of mentoring (Moridis &
Economides, 2008a).

However, the use of affectivity in computer systems should be made with
prudence, as it involves risks (Burleson & Picard, 2004), (Alder, 2007), (Moridis &
Economides, 2008a). These risks are related to the accuracy of the emotion
recognition and the ways the system reacts according to the recognized emotions.

Despite these studies on advocating affective computing, it seems that affective
feedback in Human-Computer Interaction systems is not frequent. Indeed, the
development of such affective systems that recognize emotions and provide response
tailored to the needs generated by them is in its infancy, e.g. (Picard & Klein, 2002),
(Moridis & Economides, 2008a), (Picard et al., 2004), (Mavrikis et al., 2003). With
regard to learning, there have been very few approaches for the purpose of affect
recognition (Moridis & Economides, 2009).

Affective computing is adequate for use in all the sub-fields of Human-Computer
Interaction, such as robotics (Nourbakhsh et al., 1999; Velasquez, 1998; Malfaz &
Salichs, 2004; Breazeal, 2001), interactive computer games (Katsionis & Virvou,
2004; Rani et al., 2005; Paiva et al., 2002) and, essentially, in intelligent learning
environments (Jaques & Vicari, 2007; Katsionis & Virvou, 2004; Conati & Zhou,
2004; Chalfoun et al., 2006; Jaques et al., 2004).

For a system to be affective, it should primarily be able to recognize the user’s
emotions. This process is known as emotion recognition. The foundation of affective
computing will be the ability to recognize emotions, to infer an emotional state from
observation of emotional expressions and through reasoning about an emotion-

generating situation (Vesterinen, 2001).
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2.4.2. Emotion Recognition

Emotions

Yet, there is no consensus on a definition of emotion or at least the defining
features of emotions causing a major problem in the field of emotions (English &
English, 1958; Fantino, 1973; Young, 1973; Mandler, 1979; Chaplin & Krawiec,
1979; Scherer, 2005). Over 100 different and conflicting definitions of emotions have
been proposed in literature. Apparently, this is so due to the fact that the scholars
conclude to their definitions viewing different aspects of the emotions. Without
consensual conceptualization and operationalization of exactly what phenomenon is to
be studied, progress in theory and research is difficult to achieve and fruitless debates
are likely to proliferate (Scherer, 2005). Ostensibly competing theories are often not
incompatible; they simply address different phenomena, or different aspects of the
same phenomenon (Averill, 1980).

There few studies related to classifying the proposed emotion definitions based on
the emotional phenomena they examine, e.g. (Fantino, 1973; Plutchik, 1980;
Kleinginna & Kleinginna, 1981). For example, in (Kleinginna & Kleinginna, 1981),
the categories of the emotion definitions are affective (emphasizing feelings of arousal
and/or hedonic value), cognitive (emphasizing appraisal and/or labeling processes),
external stimuli (emphasizing external emotion-generating stimuli), physiological
(emphasizing internal physical mechanisms of emotion), emotional/expressive
behavior (emphasizing externally observable emotional responses), disruptive
(emphasizing disorganizing or dysfunctional effects of emotion), adaptive
(emphasizing organizing or functional effects of emotion), multiaspect (emphasizing
several interrelated components of emotion), restrictive (distinguishing emotion from
other psychological processes), motivational (emphasizing the relationship between
emotion and motivation) and skeptical (questioning the usefulness of the concept of
emotion). In the same study (Kleinginna & Kleinginna, 1981), the authors proposed

the following definition for emotion:
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“Emotion is a complex set of interactions among subjective and objective factors,
mediated by neural/hormonal systems, which can (a) give rise to affective experiences
such as feelings of arousal, pleasure/displeasure; (b) generate cognitive processes
such as emotionally relevant perceptual effects, appraisals, labeling processes, (c)
activate widespread physiological adjustments to the arousing conditions; and (d)
lead to behavior that is often, but not always, expressive, goal-directed, and

)

adaptive.’

We should stress at this point that affect is a different concept from emotion,
although they are often used as synonyms. In (A.P. Association, 1984) affect is
defined as “a pattern of observable behaviors that is the expression of a subjectively
experienced feeling state or emotion”. Tasman (Tasman et al., 1997) defined affect as

“the way one modulates and conveys one’s feeling state from moment to moment”.

Theories of Emotions

There are many theories of emotions proposed by psychologists and behaviorists.
According to Lazarus (Lazarus, 2000), the aims of these theories are to offer
propositions about:

e The generation of emotions in general terms,

e The classification of emotions,

e The elicitation and the result (impact on subsequent actions and reactions) of

each emotion.
Theories of emotions are classified in two basic categories: cognitive and non-
cognitive/somatic.

Cognitive theories regard the association between emotions and cognitive states as
essential (Prinz, 2002). They are concerned with the emotion experience and with the
phenomenology of emotion (Zajonc & Markus, 1988). Some cognitive theories of
emotions are described in (Frijda, 1986; Lazarus, 1991; Mandler, 1975; Schachter &
Singer, 1962; Cannon, 1927; Ortony, Clore & Collins, 1988).
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Especially, the OCC theory of emotions (Ortony, Clore & Collins, 1988) was
designed with the purpose of offering a computational model of emotions for use in
affective computer systems. According to the OCC Theory of Emotions, emotions
(negative or positive) are considered to be reactions to stimulus evoked by certain
objects of the environment at a certain moment. These objects can be events, people
(quoted as agents) or objects. The type of the aroused emotion is determined by three
major factors: the situations that are responsible for the emotion, the person who
experiences the emotion and the cognitive appraisal of the situation by the person.
The cognitive appraisal depends on the standards, the goals and the attitudes of the
person experiencing the emotion.

According to Zajonc (Zajonc & Markus, 1988), cognitive theories can be further
categorized to appraisal (e.g. (Amold, 1960; Lazarus, 1966)) and discrepancy
cognitive theories based on the quality of the elicitor. A central tenet of appraisal
theory is the claim that emotions are elicited and differentiated on the basis of a
person’s subjective evaluation or appraisal of the personal significance of a situation,
object, or event on a number of dimensions or criteria (Scherer, 1999). In discrepancy
theories, emotions are regarded as the product of certain discrepancies or
incongruities between external events and internal representations or schemas (Zajonc
& Markus, 1988).

Non-cognitive theories consider the motor system and the expressive movements
as the main factors in the emotion generation, but without excluding the cognitive
factor which plays a more prominent role (Zajonc & Markus, 1988). These theories
“attempt mainly to describe the expression of emotion and to explicate the perception
of emotional expressions” (Zajonc & Markus, 1988). They attempt to identify the
most common bodily expressions of emotions aiming at providing emotion
recognition methods (Zajonc & Markus, 1988). Some non-cognitive theories of
emotions are described in (James, 1884; Lange, 1887; Tomkins, 1962; Ekman &
Friesen, 1975; Izard, 1977; Leventhal, 1980).

Methods of Emotion Recognition
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The emotion recognition can be potentially achieved through observing affect
neurological/physiological/biological (non-cognitive approach) indicators and/or
emotion-generating situations (cognitive approach) (Moridis & Economides, 2008a;
Vesterinen, 2001).

The first method (non-cognitive) is based on scientific findings that relate emotion
expression with:

e Speech/Vocal Expression (Banse & Sherer, 1996; Oudeyer, 2003; Murray &
Arnott, 1993; McNair et al., 1981; Cowie, 2003; Dellaert et al., 1996; Lee &
Narayanan, 2005),

e Facial expressions (Stathopoulou, 2009; Yang et al., 2002; Hjelmas & Low,
2001; Zhao et al., 2003; Ekman & Friesen, 1978; Russell & Bullock, 1985),

e Eye Tracking (Duchowski, 2002; Ji, 2005),

e Gestures, body language and motion (Marcel, 2002; Turk, 2001; Pavlovic et
al., 1997; Aggarwal, J.K. & Cai, 1999; Hu et al., 2004; Wang & Singh, 2003;
Feldman et al., 2005; Mota & Picard, 2003).

e Physiological data, such as blood pressure, temperature (James, 1884; Ekman
et al., 1983), respiration rate, electromyographic activity of muscles (Picard,
1988), skin temperature, galvanic skin response, heart rate (Ark et al., 1999).

The experiments of this method make use of basic input devices (keyboard, mouse) or
sensor technology (such as cameras, haptic sensors, pressure sensors on chairs,
microphones). So, emotion recognition using sensors involves risks related to failure
leading to misleading results (Kapoor & Picard, 2005). Moreover, there have been
controversies concerning the sufficiency of physiological measures for accurate
emotion recognition (Cannon, 1927; Schachter, 1964; Schachter & Singer, 1962).

The second method of emotion recognition (cognitive) makes predictions about
the potentially aroused emotions based on emotion-generating situations, such as
goals, standards, attitudes and perception of events and objects. Taking the
perspective of empirical psychology and cognitive science, we start with the
assumption that emotions arise as a result of the way in which the situations that
initiate them are construed by the experiencer (Ortony, Clore & Collins, 1988). The

implementation of the second method is based on adapting emotion theories for (a)
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classifying emotions and (b) designing the processes of making inferences about the
possibility of emotions to arouse. The cognitive method of emotion recognition
provides a more friendly and safe environment than the non-cognitive method, as
users do not have to wear or use special equipment (Moridis & Economides, 2008a).

Recently, there has been a great interest from researchers to develop affective
systems using the cognitive approach for emotion recognition. Most of them adapt the
OCC cognitive theory of emotions (Ortony, Clore & Collins, 1988) in a variety of
fields, such as in creating animated virtual agents/characters (Karunaratne & Yan,
2001; Liu & Pan, 2005; Paiva et al., 2004; Dias & Paiva, 2005; Bartneck, 2002; Ochs,
2005; Allbeck & Badler, 2002) in virtual environments, for simulating combat
scenarios (Van Dyke Parunak et al., 2001), for automatically gathering music (van
Breemen & Bartneck, 2003), in multi-modal dialog systems and presentations (Streit
et al., 2004; Zong et al., 2000) and intelligent learning environments (Moridis &
Economides, 2008b; Jaques & Vicari, 2007; Katsionis & Virvou, 2004; Conati &
Zhou, 2004; Chalfoun et al., 2006; Jaques et al., 2004; Elliott et al., 1999; Chaffar &
Frasson, 2006).

There are other approaches that instead of adapting a specific emotion theory, they
have used a blend of theories using common characteristics and proposing
computational models of emotions (Kort et al., 2001; Craig et al., 2004; D'Mello et
al., 2007; Neal Reilly, 1996; Elliott, 1992; Pereira et al., 2006). There is, also, a recent
trend in creating hybrid emotion recognition systems using both cognitive and non-

cognitive methods (Kapoor & Picard, 2005; Avradinis et al., 2004).

2.4.3. Affective Computing in Intelligent Learning Systems

It appears that emotions can be powerful in encouraging and inhibiting effective
learning and approaches to study, but educational research and models of learning
have shed little light on the interrelationships between emotions and learning
(Ingleton, 2000). Indeed, there are studies that prove the impact of emotions on
education and motivation for learning (Vygotsky, 1994; Bickmore & Picard, 2004;
Simon, 1967; Norman, 1981; Norman, 2002; Craig et al., 2004; Bower, 1992;
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Schwarz & Bless, 1991; Mowrer, 1960; Postle, 1993; Sylwester, 1994; Jensen, 2005;
Graham & Weiner, 1996; Zimmerman, 2000; Best, 2003; Isen, 2003), as well as the
positive effect of affectivity. Other studies relate emotions with memory (Bower,
1981), decision-making and cognition (de Souza, 1987; Bower, 1983; Damasio, 1994;
Goleman, 1995), attention (Lang et al., 1990). There are, also, studies that associate
specific emotions with the learning process, such as pride and shame (Ingleton, 1995),
uncertainty, hope and fear (Salzberger-Wittenberg et al., 1983), confidence, anxiety
and fear (Barbalet, 1998), self-conscious emotions and pride (Kitayama et al., 1995;
Scheff, 1997). In general terms, researchers agree that positive emotions (e.g. joy,
pride, satisfaction, confidence) have positive impact on learning and negative
emotions (e.g. distress, shame, anxiety, anger) may impair the learning process. As

Muijs and Reynolds (Muijs & Reynolds, 2001) state:

“Emotions can both help and hinder learning. On the positive side, emotions help us
to recall information from the long-term memory, through allowing any information
received through the sensory buffer to be perceived as positive or as a threat.
Research suggests that the brain learns best when confronted with a balance between
high challenge and low threat. The brain needs some challenge to activate emotions
and learning. If there is no stress the brain becomes too relaxed and cannot actively
engage in learning. Too much stress is also negative, however, as it will lead to

anxiety and a 'flight' response, which are inimical to learning.”

The literature, also, highlights the importance of the teacher embracing emotions
and being affective (Day, 1998; Hargreaves, 2000; Sutton & Wheatley, 2003; Daloz,
1986; Postle, 1993; Coles, 1998; Brand et al., 2007; Efklides & Petkakim, 2005). In
the same way, intelligent learning environments should add affectivity in order to (a)
enhance the student-adapted support and (b) facilitate the human trainer with a useful
toolkit for assessing the students’ emotions.

In view of the aforementioned literature, researchers have shown a great interest in
adding affectivity in intelligent learning systems. The recognized students’ emotions

have been used mainly for animated pedagogical agents (Gratch & Marsella, 2001;
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Jaques & Vicari, 2007; Lester et al., 1999; Craig et al., 2004; Jaques et al., 2004;
Elliott et al., 1999; Nkambou, 2006) and affective system responses, support and
adaptation (Katsionis & Virvou, 2005; Moridis & Economides, 2008b; Poel et al.,
2004; Leontidis et al., 2009; Conati & Zhou, 2004).

Pedagogical agents are lifelike virtual characters that intelligently assist students
and provide visual feedback aiming at supporting them empathetically and creating a
more interesting and stimulus virtual learning environment. The emotions enhance
believability of educational agents and increase the bandwidth of communication
between educational agents and the student (Choua et al., 2003).

Concerning CSCL and affective computing, Dillenbourg notices that: “affective
and motivational aspects that influence collaborative learning have been neglected by
experimental CSCL researchers” (Dillenbourg et al., 2009). In fact, only the
educational game described in (Conati & Zhou, 2004) could be considered as a CSCL
environment, as it provides pair-peer working. However, the affective responses of
the system towards the players-students are not related to the collaboration process.

Moridis (Moridis & Economides, 2008a), reviewing the literature, identifies two
different emotional instructional strategies, depending on whether the support based
on the recognized student’s emotions is domain dependant or domain independent.
The aim of domain dependant instructional strategies is to assist the students advising
them on the domain knowledge taking into consideration their emotional state
(cognitive and emotional ways). Domain independent strategies concern supporting
students emotionally (emotional way) attempting to increase positive emotions and
decrease negative emotions.

Domain independent emotional instructional strategies are found in (Jaques et al.,
2004; Leontidis et al., 2009; Astleitner, 2000; Jia et al., 2009). Some domain
dependent emotional instructional strategies are described in (Poel et al., 2004;
Katsionis & Virvou, 2005; Moridis & Economides, 2008b; Craig et al., 2004; Poel et
al., 2004; Elliott et al., 1999).

In table 2.2, an overview of existing affective learning systems is cited. Regarding

this review, it may be concluded that:
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e The vast majority of these systems implements affect recognition using the
OCC theory.

e Not all of them have integrated affective tactics based on the recognized
students’ emotions.

e Only two of them include an affective animated agent to promote empathy and
learning.

e Only one of these systems both non-cognitive and cognitive emotion
recognition methods.

o None of these systems is CSCL.

e None of these systems has used the recognized emotions for suggesting

optimum group formation of students.

Table 2.2. Overview of Existing Affective Learning Systems.

AFFECTIVE EMOTION ANIMATED
LEARNING SYSTEM __ THEORY/MODEL _ AFFECTIVETACTICS = cpny
Increase the student’s self-
Jaques & Vicari, 2007 occ ability, increase the X
’ student’s effort and offer
help
Katsionis & Virvou, 2005 OCC Assistance X
5 2 . Foster positive emotions
Discrete-dimensions A hels o avold oD
Jia etal., 2009 Duality Emotion ancaelp } nerat X
(DDE) model cope witl 'neganve
emotions
Motivating the student to
Jaques et al., 2004 occ learn and promoting a v

positive mood
Feedback, motivation,
Poel et al., 2004 occC explanation, steering, X
adaptivity of dialogue
Motivating the student to

Leontidis et al., 2009 ocC learn and promoting a X
positive mood
Conati & Zhou, 2004 occ Not implemented X
Chaffar & Frasson, 2006 0CC Not implemented X
Chalfoun et al., 2006 occ Not implemented X
facial expression Coment [{lanning, ;
Nkambou, 2006 learning/tutoring strategies v

atalyss 8 0CE and tutoring dialogues

2.5. Group Formation Tools
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The formation of learning groups is an issue discussed in a great extent in the
literature. There are various proposed methods of groups’ formation based mainly on
creating homogeneous or heterogeneous groups based on:

e Knowledge levels (Johnson & Johnson, 1985; Mugny & Doise, 1978),

e Team roles (Belbin, 1993),

e Lecarning styles (Kolb, 1984; Honey & Mumford, 1986; Entwistle & Ramsden,

1983; Felder & Silverman, 1988; Dunn & Dunn, 1978),
e Gender and Race (Yeoh & Mohamad Nor, 2009; Aronson & Patnoe, 1997,
Miller & Harrington, 1990; Cohen, 1994) and

e Personality types (Myers & McCaulley, 1985).

There is plenty ongoing research on whether groups are more beneficial when they are
heterogeneously or homogeneously formed. Others advocate heterogeneous (Kagan,
1992; Slavin, 1990; Azmitia, 1988; Tudge, 1989; Webb, 1980) and others
homogeneous (Ames & Murray, 1981; Glachan & Light, 1982; Hooper et al., 1989)
group formation. Most of them agree that heterogeneous grouping seems to be
beneficial though risky for the performance of high-ability students, as they may end
up spending much time in helping low-ability students (Abrami et al., 1995). On the
other hand, homogeneous grouping appears to benefit high-ability students, but often
low-ability students will have less possibility for progress.

CSCL systems facilitate collaborative learning enabling students to work
collaboratively into groups. An important but often neglected aspect in Computer-
Supported Collaborative Learning is the formation of learning groups (Miihlenbrock,
2005). There are many studies that highlight the importance of group formation in
collaborative learning tools. As emphasized in (Daradoumis et al.,, 2002): “An
important issue to consider is group formation: the factors that influence and promote
the creation of a group and the processes that take place and govern and condition the
group construction”. Inaba et al. (Inaba et al., 2000) emphasize that: "how to form an
effective group for the collaborative learning is critical to ensure education benefit to
the members".

There have been experiments presented in literature that provide group formation
tools (Christodoulopoulos & Papanikolaou, 2007; Graf & Bekele, 2006; Cavanaugh et

53



Review of the Literature

al., 2004; de Faria et al., 2006; Wang et al., 2007; Gogoulou et al., 2007a; Ounnas et
al., 2009; Martin & Paredes, 2004; Khandaker & Soh, 2010; Paredes et al., 2009;
Ikeda et al., 1997; Liu et al., 2008; Kyprianidou et al., 2'009; Kreijns et al., 2002; Soh
et al., 2006). In Table 2.3 a summarized overview of the existing group formation
tools is cited. These approaches of automatic group formation use a variety of
students’ characteristics, search algorithms and method (heterogeneous/homogeneous
groups).

For example, in (Christodoulopoulos & Papanikolaou, 2007) a web-based group
formation tool that supports the instructor to automatically create both homogeneous
and heterogeneous groups is presented. The group formation process is based on the
knowledge level and the learning styles of the students. The algorithms used are the
Fuzzy C-Means algorithm (fuzzy version of the k-means algorithm) for the
homogeneity and a random sorting algorithm for the heterogeneity. This group
formation tool can be used as a stand-alone web-based application, or as a module of
an e-learning environment for matching peers and, thus, there is no process of
automatically evaluating the knowledge level and the learning styles.

In (Graf & Bekele, 2006), the authors propose a mathematical approach to form
heterogeneous groups based on personality traits and the performance of students. The
personality traits are group work attitude, interest for the subject, achievement
motivation, self-confidence and shyness. The performance of students is related to the
level of performance in the subject and fluency in the language of instruction. The
algorithm used for this group formation approach is the Ant Colony Optimization
algorithm. As the described approach is mathematical, it is beyond the scope of the
study to present the method of tracing the personality traits and the performance of the
students.

Cavanaugh (Cavanaugh et al., 2004) describes a web-based system to assign
students to teams using instructor-defined criteria. The students through
questionnaires submit the criteria values (every question mirrors a criterion). The
instructor defines the team sizes and assigns a weight to each question indicating the

importance of considering the criterion. The algorithm used is based on the hill-
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climbing algorithm. As this tool is based on questions-answers, there is no automatic
inference mechanism of student characteristics.

In (de Faria et al., 2006), the authors present an approach for constructing groups
for collaborative learning of computer programming. The group formation is based on
criteria related to the students’ level of knowledge and programming styles (length of
identifiers, size and number of modules and numbers of indented, commented and
blank lines). The criteria values are automatically assessed as the students work in the
environment. The tool was designed for both heterogeneous and homogeneous group
formation. The algorithm is not explained.

DIANA (Wang et al, 2007) is also a group formation system based on
heterogeneous grouping using genetic algorithms. The kinds of criteria are loaded in
the system by the teacher and may concern any psychological variables adequate for
the course (up to 7 variables). The values of these psychological variables are
assigned to the students after answering to related psychological questionnaires.

OmadoGenesis (Gogoulou et al., 2007a) is tool for instructors to automatically
form random, homogeneous, heterogeneous or mixed groups based on learners’
characteristics. The instructor defines the types of learner characteristics and their
values for each student. OmadoGenesis uses Genetic and k-means based algorithms.

Martin and Paredes (Martin & Paredes, 2004) describe a group formation tool
used in a CSCL system called TANGOW (Carro et al., 2003). The purpose of this tool
is to create groups based on the students’ Felder learning styles (Felder & Silverman,
1988), which are defined through the ILS (Index of Learning Styles) questionnaire.
The teacher defines the groups’ structure considering the students’ learning styles
(homogeneous/heterogeneous) or any other knowledge characteristic (previous
knowledge, scores in exercises). The algorithm is not explained.

In (Ounnas et al., 2009), the authors present a group formation tool based on
Semantic Web technologies and disjunctive logic programming that performs a
forward checking algorithm. The group formation takes into consideration the
interests, the learning style, the gender and the Belbin team role of the students. These
data are extracted from users’ direct input (interests, friends and gender) and

completing questionnaires (learning style and Belbin team role). The formed groups

55



Review of the Literature

can be either heterogeneous or homogeneous according to the instructor’s preferences.
The authors, also, describe how they have created an ontology called Semantic
Learner Profile, an extension of the Friend Of A Friend ontology that describes people
for building communities and social groupings.

ClassroomWiki (Khandaker & Soh, 2010) is a Web-based collaborative Wiki
writing tool that includes a tool for creating random or heterogeneous student groups
based on their performance (knowledge and skills), which are assessed automatically.
This group formation tool uses the MHCF (Multiagent Human Coalition Formation
framework) algorithm described in (Khandaker & Soh, 2007).

I-MINDS (Soh et al., 2006) is a CSCL system that includes group formation
support based on the Jigsaw model (Aronson & Patnoe, 1997) using the VALCAM
(Vickrey Auction-Based Learning-Enabled Coalition and Adaptation for Multiagent
Systems) algorithm (Khandaker, 2005). The student characteristics used and
automatically evaluated by the system include the number of messages sent among
group members, types of messages, self-reported teamwork capabilities, peer-based
evaluations as a team member and evaluation of each team.

In (Liu et al., 2008) a collaborative learning tool that incorporates group formation
processes is presented. The formed groups are heterogeneously structured based on
the students’ learning styles of Felder and Silverman model (Felder & Silverman,
1988) using a randomized algorithm. The learning styles are initially acquired through
the ILS questionnaire. Then, they are fine-tuned through monitoring collaborative
interactions between learners.

Paredes et al. (Paredes et al., 2009) propose TOGETHER, a tool for forming
heterogeneous groups using a heuristic algorithm that uses Euclidean Distance to
calculate the degree of similarity between the students concerning their learning style.
The teacher may choose the final group formation among the optimum ones
calculated by the tool. The learning styles of the students are extracted though the
Index of Learning Styles (ILS) questionnaire that is a tool for the Felder and
Silverman model of learning styles.

Opportunistic Group Formation (Ikeda et al., 1997) is a model for forming

learning groups dynamically based on learning goals. This tool monitors the learners
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to detect if a learner has to shift from individual learning mode to collaborative
learning mode. Then, it forms learning groups assigning to their members learning
and social roles consistent with the goal of the whole group.

PEGASUS (Kyprianidou et al., 2009) is a web-based system that suggests
homogeneous or heterogeneous workgroups, supporting also teacher-students
negotiations of the final group synthesis. It is based on the learning styles of the
learners to form both heterogeneous and homogeneous groups. The learning styles are
measured through psychometric tests.

An intelligent CSCL environment that acts as social contextual facilitators to
initiate and sustains learner’s social interactions is described in (Kreijns et al., 2002).
It also includes a heterogeneous group composition tool that takes into consideration

the gender, age and abilities of students.

Table 2.3. Overview of Existing Group Formation Tools.

AUTOMATIC
GROUP RECOGNITI TYPE OF
FORMATION ALGORITHM  CRITERIA ON OF GROUPS CSCL
TOOL CRITERIA
VALUES
Christodoulopo Knowledge Homogeneous
ulos & Fuzzy C-Means
¢ . level and the X and X
Papanikolaou, algorithm p
learning styles heterogeneous
2007
Graf & Bekele, Ant Colony Pgrsonahty Heterogeneou
Shwigac traits and the X X
2006 Optimization s
performance
Abstract
Cavanaughet  puy firbing  (defined by X Definedbyther
al., 2004 ‘ instructor
the instructor)
Level of
knowledge Homogeneous X
de Faria et al., Undefined d & / gd Uses a
2006 nderine an . v an CSCL
programming heterogeneous
system
styles
Abstract
Wang et al., Genetic (defined by X Heterogeneou X
2007 s
the teacher)
Homogeneous
Gogoulou et al Abstract :
S ”  k-means based (defined by X heterogeneous X
2007a :
the teacher) or mixed
groups
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Along with the group formation techniques discussed previously, there is a
subcategory of group formation tools, the peer helping. It is a group formation
technique considering pairs of partners/colleagues, e.g. (McCalla et al., 1997; Soller,
2001; Bull, 1997; Greer et al., 1998). These systems suggest an appropriate partner for
the student based on characteristics, such as knowledge, conversational skills and

preferred types of interaction.

2.6. Recommender Tools in Learning Systems

As there is a great amount of information on the World Wide Web and a great
variety of information systems available to people in everyday life, it is becoming
more difficult to choose what to news to read, books to study, products to buy, music
to listen etc. Recommender systems provide a way to relieve us from searching in this
maze of information, saving us time and money. Recommender systems are defined

as systems that can offer adaptive and intelligent advice to users on what information
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to receive. Generally speaking, a recommender system reads observed user behavior
or opinions from users as input, then aggregates and directs the resulting
recommendations to appropriate recipients (Neumann, 2009). They have become
fundamental applications in electronic commerce and information access, providing
suggestions that effectively prune large information spaces so that users are directed
toward those items that best meet their needs and preferences (Burke, 2002). During
the last few years, there has been a great interest in applying recommender systems in
e-learning environments, as they usually include an extended range of domain related
help topics. Hence, the learners become overloaded with information and often
confused on what help topics and in which order they should study them.

In the literature, there are two methods of building recommender systems often
described as: the Content-based Prediction and the Collaborative/Social Filtering. The
Content-based Recommendation Systems export their user recommendation
evaluating the preferences and characteristics of the user in association with the
description of the system’s information. According to the Collaborative/Social
Filtering approach, the system recommends the information, that users with similar
preferences and characteristics used in the past. Over the last years, the hybrid
technique of combining these two methods has been preferred and efficiently applied
in a great extent. Both methods have their own advantages but they cannot perform
well in many situations (Rojsattarat & Soonthornphisaj, 2003).

Recommender systems have been used for recommending items in a great variety
of domains, such as products in e-commerce environments (Prasad, 2005), tourist
information (Sédnchez-Anguix et al., 2010; Ricci & Werthner, 2002), books (Liao et
al., 2010), movies (Jung et al., 2004; Nguyen et al., 2007), TV programs (Blanco-
Fernandez et al., 2004; Velusamy et al., 2008; Blanco et al., 2005) music (Nakahara &
Morita, 2009; Lampropoulou et al., 2009; Kim et al., 2009), restaurants (Park et al.,
2008) and news (Billsus & Pazzani, 2000).

Quite recently, recommender systems have also been developed for
recommending learning objects (Lu, 2004; Zaiane, 2002; Wan et al., 2008; Linton et
al., 2000; Chen et al., 2005; Tang & McCalla, 2005; Khribi et al., 2008; Furugori et

al., 2002; Hummel et al., 2007; Hsu, 2008). Most of them focus on recommendations
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on learning objects or paths and rarely on adequate colleagues to collaborate with. In
Table 2.4 a summarized overview of the existing recommender tools embedded in
learning systems is cited.

In (Lu, 2004) a personalized learning material recommendation framework is
presented. It implements both content-based and collaborative recommendation using
multi-criteria student requirement analysis model to justify a student's need and fuzzy
matching method to find suitable learning materials to best meet each student need.
The aim of the system is to help students find learning materials they would need to
read. The student’s characteristics taken into consideration are learning styles,
learning material access and achievement of all groups of students.

In (Zaiane, 2002) a recommender agent for on-line learning systems is presented.
This agent recommends learning activities based on learners’ access history to
improve course material navigation using web-mining techniques. It implements both
content-based and collaborative techniques taking into account the profiles of on-line
learners, their access history and the collective navigation patterns.

Collabo-eNOTE (Wan et al., 2008) is a WEB based intelligent e-NOTEBOOK
system that recommends useful notes based on the content-based and collaborative
filtering by using learners’ reading histories and the contents of notes. The
recommendations are generated using the Weighted Slope One algorithm and the
COSINE method.

OWL (Linton et al., 2000) is a recommender system to enable continuous
knowledge acquisition and individualized tutoring of application software across an
organization. It uses the collaborative filtering method recording the expertise of the
users per topic of the domain knowledge. The provided recommendations represent
tips for each topic.

In (Chen et al., 2005) the authors propose a personalized e-learning system based
on Item Response Theory considering both course material difficulty and learner
ability to provide individual learning paths for learners. The recommender system is
content-based.

The proposed recommender system in (Tang & McCalla, 2005) concerns a web-

based learning system, which can adapt itself not only to its users, but also to the open
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Web. It finds relevant content on the web and personalizes and adapts this content
based on the system's observation of its learners’ active assessment and browsing
pattern. The recommendation concerns the learning materials (papers) and is both
content-based and collaborative. The recommender module is implemented using
clustering.

In (Khribi et al., 2008) the authors present an automatic personalization approach
of providing online automatic recommendations on learning resources. The
recommender uses both content-based and collaborative filtering methods evaluating
the learner’s recent navigation history and similarities and dissimilarities among
learners’ preferences and educational content. It is implemented using Web mining
and clustering techniques.

COALE (Furugori et al., 2002) is a CSCL environment that includes a
personalized active recommendation system. It supports dynamic course organization
recommending learning material. The recommendations are generated based on
learners' dynamic learning activities (actions and performance). The system uses
awareness maps for representing information about the learner and the content.

The system discussed in (Hummel et al., 2007) offers recommendations on
learning activities using both content-based and collaborative filtering approaches.
The recommendations are based on the available study time, study motive and study
domain interest of the learners. These characteristics are fixed metadata, as they are

not tracked automatically.

Table 2.4. Overview of Existing Recommender Tools in Learning Systems.

AUTOMATIC
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2.7. Teacher Leadership

A usually neglected aspect in education is teacher leadership. The learning process
can be viewed as a situation where the followed way of leadership should concern
every teacher. Most of the times, the teacher plays the role of the leader of his/her
students, who play the role of the followers. Teacher leadership is considered
essential, however it is often neglected and somehow meets impediments (Gabriel,
2005; Barth, 2001; Wilmore, 2007; York-Barr & Duke, 2004; Suranna & Moss,
1999).

One of the main fields of interest in the organizational and managerial literature is
leadership. There are many definitions for the leadership depending on the research
field. In (Achua & Lussier, 2009) leadership is defined as “the influencing process of
leaders and followers to achieve organizational objectives through change”. During

the past decades a variety of leadership theories have been proposed, studied and
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applied in effort of organizing leadership. These theories involve different views of
the leader, the follower instances and the variables that affect them. A common
classification of leadership theories are: Great Man Theory, Trait Theory (Stogdill,
1974), Behavioral Theories (Blake & Mouton, 1964; Merton, 1957), Participative
Leadership (Lewin et al., 1939; Likert, 1967), Situational Theories (Hersey &
Blanchard, 1999; Hersey et al., 2007; Vroom & Yetton, 1973; House & Mitchell,
1974), Contingency Theories (Fiedler, 1964; Fiedler, 1963; Fiedler & Garcia, 1987),
Transactional Leadership (Dansereau et al., 1975) and Transformational Leadership
(Bass, 1985; Burns, 1978; Bass & Avolio, 1994).

The simple nature and general acceptance (Northouse, 2001) of the Hersey-
Blanchard Situational Leadership Theory (Hersey & Blanchard, 2007) has motivated
us to use it in our learning system. It is not a complex model and the variables used
can be traced in a computer-supported environment. There are empirical studies and
evaluations that support this theory (Clark, 1981; Hersey et al., 1982; Cairns et al.,
1998). The situational leadership model developed by Hersey and Blanchard is
perhaps the most widely used model in leadership training in both the public and
private sectors (Vasu et al., 1998). Situational leadership has been around for over
four decades, has gained acceptance, and is relatively easy to understand (Baker,
2009). This model of situational leadership can be used in day-to-day situations and
goals can be achieved effectively and efficiently (Gupta, 2007). [...] The situational
leadership model has the benefit of recognizing that leaders confront varying
circumstances that are likely to require different combinations of skills (Duke, 2009).

Despite this popularity and effectiveness, the situational leadership theory has not
yet been used much in education or in computer supported learning environments.
Situational leadership is a well-established concept, but scholars rarely apply it to
educational settings (Donahoo & Hunter, 2007). Furthermore, there is research that
provides evidence that the situational leadership theory would be effective for use in
education. It is suggested that Situational Leadership Theory may be productively
applied in training and educational as well as typical management situations (Hersey
et al., 1982). Teaching styles are remarkably similar to leadership styles. The Hersey

and Blanchard model for sequential development of situational leadership can easily
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be applied to the classroom instructor (Weber & Karman, 1991). The main purpose of
using such a theory is the need of our learning system to provide a tool that would
assist the trainer as leader. Furthermore, the system itself, with the embodiment of an
Advisor module, constitutes a form of leader role that would also be supported by the
adaptation of this theory.

The benefits of using a leadership theory (and especially the situational leadership
model) in a learning environment for automatic adaptation of recommendations and
advice to learners concern the human nature of the teacher/trainer. The lack of
fairness of a trainer/teacher is a frequent case. S/he might like or dislike differently the
learners and, hence, offer support that is unequal and not adequate to their needs.
Another cause of unfairness could be neglecting those learners that are already of a
senior level in skills, disregarding the possible deficiency in self-confidence or
motivation. A trainer could, also, be unfair in case s’/he has not detected the real
problems and therefore needs of the learners. In the absence of fairness, attempts at
instruction will not yield any significant amount of student learning (Walbesser,
2002). Fairness can, at a high degree, be ensured by the application of an objective
and automatic leadership model that would offer support to the trainees and guidance
to the trainer.

According to the Hersey-Blanchard Situational Leadership Theory, leaders should
continually adjust their leadership styles depending on the maturity or readiness of the
followers. Maturity is a variable defined by the ability and the willingness of the
followers. Ability is related to the knowledge, skills and experience of a follower to
complete a given task. Willingness concerns the degree of readiness, motivation and
self-confidence of a follower to accomplish a given task. Another crucial element of
the theory is that the maturity is dependent on each task given to the follower, rather
than a global variable. Hersey and Blanchard have defined 4 different levels of

maturity and 4 leadership styles (one for each maturity level).

2.8. Conclusions
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People have changed through time and so have their educational needs. The
everyday stimulus are much more various and complicated than forty, twenty or even
ten years ago. Bearing in mind that we are experiencing a technology evolution that
has overwhelmed our lives, we should employ these technological attainments to
adjust to the new reality and needs. The majority of the scholars and professionals of
education highlight the importance of transforming the educational approaches and
methods in everyday situations. Regarding the emerge of sociability (especially
amongst young people) caused by the rapid growth of Internet applications (social
networks, integrated multimodal chat tools etc.) and following the well known and
respectful paradigms of social constructivism and collaborative learning, we should
consider to revolve to computer technology in order to implement new educational
methods and tools. At this aim, this thesis proposes a CSCL system that automatically
monitors the trainees and provides them intelligent and adaptive recommendation to
improve and support the learning process. The system also offers a useful toolkit for
the trainer offering important statistical information about the trainees and
recommending optimum group formation and appropriate leadership styles to follow

for each trainee and task.
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3

AN INTELLIGENT COMPUTER
SUPPORTED COLLABORATIVE
LEARNING ENVIRONMENT FOR UML:
AUTO-COLLEAGUE

3.1. Introduction

The system described in this thesis is a Computer Supported Collaborative
Learning Environment for training users in UML. It is called AUTO-COLLEAGUE
(AUTOmated COLLaborativE leArning Uml Environment). Trainees learn UML
collaboratively under the supervision of the trainer. It is suitable for use both in
educational institutes and software houses. UML and relative CASE tools have been
very popular during the past decades. Although it has been implemented for UML, it
can still be adapted for use for any other domain that can be fractured in separated
topics in the form of a graph. Such domains could be programming languages,
geography or grammar. The existing professional tools, though effective and useful,
are not intended for educational use. They seem to be unfriendly and confusing to
inexperienced trainees.

The trainer authors exercises/tests in a multiple-choice format. The trainees, who
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are organized into groups, may either work collaboratively in a shared workspace or
discuss with each other to conclude to a solution to an exercise.

AUTO-COLLEAGUE builds student models of the trainees. The student models
describe:

e The knowledge and level of expertise of the trainees using the perturbation

(buggy) modelling technique,

e Important personality characteristics, which are associated to the learning and

collaboration processes, based on stereotyped user modelling and

e The overall emotional state (positive or negative) of the trainees while

collaborating with each other using the OCC theory of emotions.

In specific, the personality related stereotypes used are self-confident, diligent,
participative, willing to help, sceptical, hurried, unconcentrated and efficient. These
stereotypes have never been used in intelligent learning or CSCL environments. Even
those learning systems that include relative personality characteristics, such as
learning styles, usually evaluate their values using psychometric instruments (e.g.
questionnaires) requiring explicit user input. Unfortunately, this may result in
misleading data (Lawrence & Martin, 2001; Kolb, 1984; Gonyeau et al., 2006). In
AUTO-COLLEAGUE, however, the personality attributes are inferred automatically
(implicitly) and silently. This is achieved by tracing and evaluating specific trainee’s
actions and attributes in ways that resulted after conducting a relative empirical study
with experienced trainees.

The overall emotional state of the trainees is predicted adapting the OCC
cognitive theory of emotions (Ortony, Clore & Collins, 1988), which is used almost
exclusively in emotion perception systems that apply the cognitive approach.
According to this theory, emotions (negative or positive) are considered to be
reactions to stimulus evoked by certain objects of the environment at a certain
moment. The OCC theory of emotions proposes a model of emotion types. The
predicted emotions can be categorized as positive or negative. This kind of emotion
value contains valuable information for AUTO-COLLEAGUE in order to suggest
optimum collaboration schemes. The overall emotional state is the prevailed “sign”

after calculating the average of the individual emotion values during collaboration. It
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is used as an indicator of whether the system should promote a new collaboration
between the participated colleagues in the future or not. Actually, this constitutes a
novel approach regarding the way that perceived emotions are used. The prediction of
student’s emotions has already been implemented in learning environments, but they
are usually limited to using these emotions for adapting help and/or the expressions of
avatars. Emotion perception regarding the collaboration of students has never been
done before and, thus, never used for proposing most effective collaboration schemes.

The student models are evaluated to generate intelligent recommendations for the
trainees and the trainer. The recommendations are adapted to the needs of the trainees
according to the Hersey and Blanchard Situational Leadership Theory, according to
which leaders should continually adjust their leadership styles depending on the
maturity or readiness of the followers. Maturity is a variable defined by the ability and
the willingness of the followers. Ability is related to the knowledge, skills and
experience of a follower to complete a given task. Willingness concerns the degree of
readiness, motivation and self-confidence of a follower to accomplish a given task.
Another crucial element of the theory is that the maturity is dependent on each task
given to the follower, rather than a global variable. Hersey and Blanchard have
defined 4 different levels of maturity and 4 leadership styles (one for each maturity
level). Despite the popularity and adaptation of this theory during the last decades, no
learning environment has yet used it. In fact, no leadership theory has been used in
learning environments. In general, leadership theories attempt to explain leadership
and propose ways of leading people according to their individual traits and needs.

The most important and innovative recommendations offered to the trainers are
related to the group formation suggestions. The aim of this facility is to suggest to the
trainer the optimum organization of the trainees into groups considering three criteria:
(a) the desired and undesired combinations of personality stereotypes in the same
group, (b) the desired group structure concerning the levels of expertise and (c) the
emotional influence between trainees. The group formation tool processes the
Simulated Annealing algorithm to search for the optimum solution. The Simulated
Annealing algorithm (Kirkpatrick et al., 1983) is a genetic algorithm that serves as a

general optimization technique for solving combinatorial optimization problems. It
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has never been used in similar cases (group formation tools and learning
environments).

With regard to existing group formation tools, most of them automatically group
students attempting to achieve homogeneity and/or heterogeneity in the resulted
groups (Christodoulopoulos & Papanikolaou, 2007; Graf & Bekele, 2006; de Faria et
al., 2006; Wang et al., 2007; Gogoulou et al., 2007a; Ounnas et al., 2009; Martin &
Paredes, 2004; Khandaker & Soh, 2010; Paredes et al., 2009; Ikeda et al., 1997). The
only exceptions come from (Soh et al., 2006), where the grouping is decided
according to the Jigsaw model, and (Ikeda et al., 1997), where the students are
matched according to their learning goals. Comparing the student characteristics
considered in the group formation process of these systems to ours, none of these uses
personality or emotional characteristics similar to ours. Some of them are limited to
demographic and knowledge related data (Kreijns et al., 2002; de Faria et al., 2006;
Khandaker & Soh, 2010). The majority of them (Kyprianidou et al., 2009; Paredes et
al.,, 2009; Liu et al, 2008; Ounnas et al., 2009; Martin & Paredes, 2004;
Christodoulopoulos & Papanikolaou, 2007) use learning styles. However, most of
them do not trace the actual students’ learning styles automatically, but using
scientific instruments (questionnaires/tests) that are not always reliable (Lawrence &
Martin, 2001) and miss the possibility of updating their likely to change values (Kolb,
1984; Gonyeau et al., 2006). AUTO-COLLEAGUE, on the other hand, automatically
evaluates the personality characteristics and the emotional state of the trainees based
on data resulted from empirical studies with experienced trainers.

There are similar CSCL systems designed for training users in UML, such as
(Chen et al., 2006; Baghaei & Mitrovic, 2006; Kuriyama et al., 2004; Jondahl &
Morch, 2002). However, none of these or other CSCL systems includes the
personality and emotional characteristics used in AUTO-COLLEAGUE. As far as the
Hersey and Blanchard Situational Leadership Theory is concerned, there is no other
system described in literature that uses it (or any other leadership theory) for adapting
the provided advice or the environment.

In summary, the novel features of AUTO-COLLEAGUE are:

e The personality related stereotypes included in the student models and,
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especially, the way they are automatically traced and evaluated and

e The use of a leadership theory, and specifically the Hersey and Blanchard
Situational Leadership Theory, for adapting intelligent recommendations in a
learning environment.

e The optimum group formation it proposes to the trainer according to the
automatically perceived personality and emotional state of the trainees.

The system has been evaluated in real time using university and school students.

The results were quite optimistic and advocating.

3.2. Overview of the System

3.2.1. Kinds of Users

There are two kinds of users in AUTO-COLLEAGUE: the trainer and the trainee.
The trainer is the administrator of the system. S/he is the teacher/trainer of the course
that supervises the learning and collaboration process of the trainees. His/her role is
not formal, as s/he is responsible for crucial duties. These are the parameterizations of
the system, advising the trainees according to the data provided by the system and the
supervision of the collaboration and learning processes. The trainer is not neglected
by AUTO-COLLEAGUE. On the contrary, s/he is supported with intelligent
recommendations on the ways s/he should act with the trainees (appropriate
leadership style) and the optimum organization of the trainees into groups.
Additionally, the system exports and makes available to the trainer a variety of data
related to the performance of the trainees, their collaborative activities and the
modifications in their student models. In this way, the system provides the trainer not
only with tools of tracing the actions of the trainees, but also of being the conductor of
the e-class by:

e Re-setting the whole system depending on the needs,
e Monitoring in detail the previous and current states of the trainees,
e Having a more intimate relationship with the trainees, as s/he is informed

about their personality state (a chance that s/he may not have in a traditional
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class of many student, where s/he may not be able to pay much attention to
everybody),

e Organizing the groups in the most effective way

e Being objective towards everyone, as the emotions would not affect him/her
in the offered support to the trainees and

e Being acquainted with personality aspects of the trainees that s/he might
neglect in case of a dense traditional class.

The trainees are the learners. They may be students or the workers in an
organization that attend a training course by their project manager or a trainer. They
collaborate with the rest members of their group through a chat system. The
advantages of using AUTO-COLLEAGUE are various for the trainees, as they:

e Do not feel alone and unsupported during the learning process,

e Are supported by the trainer and the system in the most effective way
(leadership style),

e They feel comfortable in a sited for them group and

e They accomplish the aim of learning.

3.2.2. Main User Interface

The trainees login the system through the form illustrated in figure 3.1. After
logging, the system registers the just started session recording the date and time.
Then, the main form is appeared (figure 3.2). The chat interface is at the right part of
the form. The trainees can send messages to each other by pressing the respective to
the type of message button. The types of messages are: greeting, request help, offer
help and offer advice. If a trainee wants to contact with someone for personal reasons,
s/he will choose the greeting message. The request help message is for asking for help
on a UML subject. The offer help button is for responding to a help request message.
The offer advice button is for sending a message with a general advice. In the main
form, there is also the shares workspace of drawing UML diagrams for practicing
purposes. The trainees can share the workspace with their colleagues of the same

group. They can save, open and print a workspace or ask for the system to check for
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Figure 3.2. Main Form

3.2.3. Solving Tests/Exercises

Apart from the workspace on the main form, the trainee can run the tests/exercises
form (figure 3.3). The description of the problem is shown at the upper part of the
form. After the trainee studied it carefully, s/he has to draw the correct UML diagram

by answering to specific multiple-choice format questions.
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# Mammal Easy
[Describe the followng elements in @ UML Ciass Diagram

mwa are five categories of animals: mammal, fish, birds. reptile and amphibian
[Every anmal eats. moves. breathes and reproduces its species

Bats are mammals. Trouts are fishes. Bogues are fishes.
Sr\ekes are reptiles. Frogs are amphibians. Chickens and eagles are birds
human physically consists of two legs. one head. two arms and a body.

Class Defintion]  Class Attributes ~ Propetties and Methods  Relationships

Read carefully the problem given at the top of the form.

When you are ready, select the classes you believe that are the ones you should
include in your diagram by checking them in the listbox below.
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Figure 3.3. Tests/Exercises Form

The first step is to select from a checklist box the classes s/he believes that should
be included in the diagram. The checklist box contains the correct and faulty classes
that may trick the trainee checking his/her true knowledge.

After selecting the classes, the following step is to press the “next” button (figure
3.4) and fill for each of the previously checked classes the attributes of “Is Abstract”
and “Visibility”.
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# Mammal Easy

Describe the following elements in a UML Class Diagram:

There are five categories of animals: mammal, fish, birds, reptile and amphibian.
Every animal eats, moves, breathes and reproduces its species.

Every animal is characterized by a gender (male/female)

Humans belong to mammals. Humans can talk.

Bats are mammals. Trouts are fishes. Bogues are fishes.

Snakes are reptiles. Frogs are amphibians. Chickens and eagles are birds.

A human physically consists of two legs, one head, two arms and a body.
Class Defirtion [ Class Atiibutes | Properties and Methods  Relationships
In the grid below, you can see the classes you have selected during the prevoius step.
Now, you have to define whether each class is abstract and the visiblity of each class.
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Figure 3.4. Tests/Exercises Form — Class Attributes Step

The next step is to define the properties and methods for every class selected at the
first step (figure 3.5). The classes are given in a tree list and the trainee can add
properties and methods by right clicking on the appropriate tag. Then the Attribute
(figure 3.6) or Method Editor (figure 3.7) will appear. In the Attribute Editor, the
trainee must complete the data of the new attribute. Specifically, s/he must select a
name for the Attribute by a given list. In this list, there are predefined choices of
attribute names. So, the trainee should decide which are the correct ones and
additionally select the visibility (public, protected, private), the type (boolean, integer,
string, double, char) and the initial value of the new attribute. S/he can also write
documentation for the attribute. Similarly in the Method Editor, the trainee must
define the method name, visibility (public, protected, private), type (boolean, integer,

string, double, char) and the parameters. For the parameters, s/he can press the “New”
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button to insert a new parameter, the “Edit” button to modify an existing one, the
“Delete” button to delete a parameter and the “Clear” button to delete all the
parameters. There are, also, the “Move Up” and “Move Down” buttons in case the
trainee wants to change the order of the parameters. Pressing the “New” or the “Edit”
button, the Parameter Editor appears (figure 3.8). In this form, the name, type
(boolean, integer, string, double, char), kind (input, output, input-output) and default
value of the parameter are defined. In all the forms described, every control that is

yellow colored is mandatory.

7 Mammal Easy

Describe the following elements in a UML Class Diagram:

There are five categories of animals: mammal, fish, birds, reptile and amphibian.
Every animal eats, moves, breathes and reproduces its species.

Every animal is characterized by a gender (male/female).

Humans belong to mammals. Humans can tak.

Bats are mammals. Trouts are fishes. Bogues are fishes.

Snakes are reptiles. Frogs are amphibians. Chickens and eagles are birds.

A human physically consists of two legs. one head, two aims and a body.

Class Defintion  Class Attibutes | Properties and Methods ~ Relationships

Below, you can see the classes you have selected duing the first step in a ieeview
form. You may add properties and methods for each class by right ciicking on the
Properties/Methods node under each class.

‘You can ed or delete any of your defined properties and methods by right clicking on
it and selecting Edit or Delete.

= animal

= fish :
Properties
Methods

= human
Properties
Methods

= mammal
Properties
Methods

= body
Properties
Methods

€ Pevious| Netwp | DySumt | XConcel | P Heb |

< ¥

Figure 3.5. Tests/Exercises Form — Properties and Methods Step
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Attribute Editor X

name IR -

Visibily | public

=
H

Type |stiing
Inital Value |

Documentation

0K I X Cancel ]

Figure 3.6. Tests/Exercises Form — Properties and Methods Step — Attribute Editor

T ——
=l

Visiilty | public

Type |slnng ;]
Parameters
4+ New
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= Delete
L e ]
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Documentation
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Figure 3.7. Tests/Exercises Form — Properties and Methods Step — Method Editor
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Parameter Editor

Name ]
Type Islring Lj
Kind ] input Lj

Defauit Value |
0K | X Cancel I

Figure 3.8. Tests/Exercises Form — Properties and Methods Step — Parameter Editor

The final step of this wizard form is to specify the relationships (Generalizations
and Associations) of the selected in the first step classes (figure 3.9). There are two
different grids for the Generalizations and Associations. The trainer inserts a new

record selecting from a list box the start and the end class.

=1e)

#” Mammal Easy
Describe the following elements in a UML Class Diagram:

There are five categories of animals: mammal, fish, birds. reptile and amphibian
Every animal eats. moves, breathes and reproduces its species.

Every animal is le/female)

Humans belong to mammals. Humans can talk.
Bats are mammals. Trouts are fishes. Bogues are fishes

Snakes are reptiles. Frogs are amphibians. Chickens and eagles are birds
A human physically consists of two legs, one head, two arms and a body.

Class Definition Class Attributes Properties and Methods Relationships

Generalizations

-+
Start Class End Class

>l b

Start Class [End Class {Lower Bound [Upper Bound |
>

@ Previous | = | @ sumt | 3 cancel | 2 Hep |
e = = £

=

Figure 3.9. Tests/Exercises Form — Relationships Step

Finally, the trainee presses the “Submit” button. Then, the system checks the

correct and mistaken answers to give him/her the results and draw the UML diagram,
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as shown in figure 3.10. The system gives to the trainee a full report on the mistakes

made organized by mistake type. Additionally, the described by the trainee diagram is

automatically drawn at the lower right part of the form.

You have made the following

[Descrive the olowng slements n a UML Class Diagram:

There ace five categores of anmals: mamma, ish, birds, veoiis and amphiban (You have not defined corectly the Abstact attibule of the classes
Evaywndul: moves. hr‘;helmdveunﬂmu amphibian
agender
Hunam belong to mammals. Humans can talk. [You have not defined cartectly the visibty of the classes:
Bats are mammals. Trouts e fshes. Bogues are fishes. snmal.fish, human, reptie. mammal. bid. leg. body. head, am. snake, frog. liout, bogue.
Snakes are repiles. Frogs are amohibians. Chickens and eagles are bids. bat, chicken, eagle, amphibian
1A human physically consists of twa legs. one head. two ams and a body.

You should nolhavenchoodlhu properties:
animatname, human: ad

Figure 3.10. Tests/Exercises Form — Results After Submitting Solution

3.2.4. Authoring the Exercises

The trainer through the form illustrated in figure 3.11 authors the exercises
described on the exercises/tests form. The problems are shown in a grid at the upper
left part of the form. The trainer gives a short description (e.g. “Mammal” and the full
description that will appear to the trainees in the “Text” field). Then, the trainer
manages the classes, the properties, the methods, the generalizations and the
associations of the classes through the respective grid in the same form. For every
record, there is a boolean field name “Correct”. If it is true (“Yes”), then this record is
correct, else it is a false answer. Through this form, the trainer completes the tests

data, which the system will process to score the trainees.
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@ Problems Customization )

EEX
Problems L ) ) Classes ) o
| S BT R R TR B | Lew fomi] e | = | e
Description Text |~ | |class J1sAbstract [Visibity  {1s t Coneet ~
[MEMO) 800K No Piivale Yes
Mammal (MEMO) PAGE No Private No
Mammal E asy [MEMO) LIBRARIAN No Private No
CUSTOMER No Pivale Yes
LIBRARY No Piivate No
v v
Generalizations ) Propexties of Classes
| e o I P | e
From Class ToClass Correct &
¥ No
v
Associations Methods of Classes 1
I S O I B s I B | Lo bow] el =] | e
From Class {ToClass  [LowerBound |Upper Bound Method |Visibiity {Type {Conect -~
{[CUSTOMER  BOOK 0.1 » Yes M{PAY Private Boolean No
SELL Private Boolean No
READ Private Boolean No
BUY Private Boolean No
SET_RETURN_DATE Private Boolean Yes -
SET_STATUS Private Boolean Yes
v

Figure 3.11. Tests/Exercises Customization

3.2.5. Tracing Trainees’ Details

The system provides to the trainer a full representation of the state of the trainees,
concerning group information, performance, help use history, messages and advice
history. This information is shown in the form illustrated in figure 3.12. At first, the
trainee selects from the list box at the upper part of the form the trainee whose details
s/he wants to trace. The group information page (figure 3.12) contains information

about the current group in which the trainee belongs, as well as the rest members of
the same group.
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3 Trace Details of User: Trainee 1

Select User to Trace Details: | Trainee 1 -l

Group Information = Performance = Help-Use History ~ Messages  Advice History

You currently belong to Group:Team 1

User Name [Date-Time Added [Date-Time Removed | S
Trainee 4 20/5/20098:38:24 op
Trainee 3 20/5/20038:38:13 ny

Trainee 2

roves tcisissc i stz

Figure 3.12. Tracing Trainees’ Details form

The performance page (figure 3.13) presents information relative to the
knowledge on UML. In specific, at the upper part of the form there are two grids
showing the mistaken and the correct answers of the trainee. They are ordered by
error/correct type showing their frequency. At the lower part of the form, there two
grids for the knowledge and the changes in the level of expertise. The knowledge grid
lists all the UML topics and the respective degree of knowledge of the trainee in a
scale from 0 to 100. The level of expertise grid shows all the level of expertise
assignments of the trainee since his/her first use of the system. The sequence field
indicates the order of the records starting from the oldest one. The record with

sequence equal to 0 is the current state of level of expertise.
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B Trace Details of User: Tourtoglou Popi

Select User to Trace Details: ({0000 LU

Group‘lnlolmalion I Performance [ Help-Use History

Erors

Messages =~ Advice History

Corrects
Error Description ‘Enor Frequency ] Action Description ]Conect Flequency|
Correct Association not Included 4 Type Changed 2
‘Wrong UpperBound in Associatior 1 Wizard Post New Generalization 13
‘Wrong Attribute Included 2 ‘Wizard Post New Association 8
Mistake in Class |s Abstract 1 Association Lower Bound Added 4
Correct Class not Included 16 Association Upper Bound Define 3
Mistake in Class Visibility 20 Attribute Added 3
Correct Generalization not Inclu 14 Attribute Init Value Defined 1
‘Wrong Method Included 1 Attribute Type Defined 1
Name Is Null 3 Attribute Visibility Defined 1
Class Added 40
Knowledge Level Of Expertise History
UML Concept [Knowledge Degree| ~  [Sequence |Expettise
Class Definition 80 0 Expert
Attributes Definition 18 1 Basics
Methods Definition 67 2 Junior
Params Definition 10 3 Basics
Association 28 4 Junior
Generalization 79 5 Senior
6 Junior
G 7 Senior

Figure 3.13. Tracing Trainees’ Details form — Performance page

The help use history page (figure 3.14) gives information about how the trainee
has used the help system. The help system contains information organized in sections.
Every section is related to a UML topic. In the grid with the help use records, the
trainer is shown which topic the trainee studied, the date-time stamps of beginning
and ending studying and the duration in minutes. The records are ascending ordered

by sequence.
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Trace Details of User: Tourtoglou Po @@@
Select User to Trace Details: ’Tnultoglou Popi _V_'
Group Information Performance i Messages  Advice History
Sequence |Help Topic [Activation Time [Dectivation Time ‘Duaﬁm ‘ ~
1 1.1 What is Class 29/6/2010 8:20:58 pp 29/6/2010 8:52:16 pp 32
2 1.1 What is Class 29/6/2010 9:18:02 pp 29/6/2010 9:22:05 pp 4
3 1.2 Attributes 30/6/2010 11:13:14 py. 30/6/2010 11:16:08 . 3
4 2 Properties 30/6/2010 12:23:15 py. 30/6/2010 12:25:21 w. 2
5 3 Methods 30/6/2010 12:57:33 py. 30/6/2010 12:59:56 p. 2
6 4.1 Associations 30/6/2010 1:41:07 pp 30/6/2010 1:56:01 pp 15
7 4.1 Associations 2/7/2010 81217 pp 2/7/2010 8:31:05 pp. 18
8 4.2 Generalizations 2/7/20103:12:51 pyp 2/7/2010 3:14:45 pp. 2
9 4.2 Generalizations 2/7/2010 3:43:22 yp 2/7/2010 9:54:42 pp 5
0 4.1 Associations 2/7/201010:27:53 yp 2/7/2010 10:32:31 pp 5
>

Figure 3.14. Tracing Trainees’ Details form — Help-Use History page

The messages page (figure 3.15) shows all the messages related to the selected
trainee. The trainer can filter them in the ways listed in the filters group box: This is
helpful information, as the trainer may infer the kind of relationships between the

trainees.
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B2 Trace Details of User: Tourtoglou Popi @@

Select User to Trace Details: [Touvloglnu Popi :_J

Group Information Performance Help-Use History  Messa es_lé Advice History

Filters
7 AllMessages | Sent ordered by D ate-time " AllMessages Sent to me ordered by Date-time
" All Messages | Sent ordered by Receiver = All Messages Sent to me ordered by Sender

¢ AllMessages | Sent ordered by Type " AllMessages Sent to me ordered by Type

Type [ Receiver |

Offered Help Trainee 1
Help Requested Trainee 1
Greeting Trainee 1
Greeting Trainee 2
Help Requested Trainee 2
Advice Trainee 1
Offered Help Trainee 1
Offered Help Trainee 1

Figure 3.15. Tracing Trainees’ Details form — Messages page

The advice history page (figure 3.16) presents all the advice given to the selected
trainee by the system. The attributes of each advice record are the type of advice, the
date and time stamp, the session and the parameters. The session refers to the session
id that the advice message was appeared. There are 4 types of advice depending on
what triggered it. In detail, the advice types are the advice triggered by errors, by an
upgrade in the level of expertise, by a downgrade in a level of expertise, the
assignment of a new stereotype and collaboration proposal. Each advice message can
have specific parameters indicating the value of the trigger. So, the
upgrade/downgrade in level of expertise type of advice gets as parameter the new
level of expertise. The parameter of the error type of advice is the error type. The
parameter of the stereotype type of advice is the new stereotype. Finally, the
parameter of the collaboration proposal contains the proposed for collaboration
trainee. There are cases that the advice messages ask for the opinion of the trainee.

S/he has to answer with a “Yes” or "No” button. These answers are registered and
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shown in the “Responses of User to Given Advice” grid. The data in this grid
refreshes as the trainer scrolls the “Advice Given to User History” grid. In case of the
collaboration proposal advice type, the trainee may answer to the system if s/he
desires to collaborate with the proposed trainee. In the grid at the lower part of the

form the rejected for collaboration trainees are listed.

&% Trace Details of User: Tourtoglou Popi

Select User to Trace Details: lTnulloglou Popi

Group Information  Performance  Help-Use History Mésages

Advice Given to User History Responses of User to Given Advice
Advice Message |Date-Time[Session [Parameters | A [Answer [Other Answer |
Upgrade in Level of Expertise 7/6/2009 ° 24 BASJUN  ° No
Upgrade in Level of Expertise 7/6/2009 - 25 Basics;Junior
Upgrade in Level of Expertise 7/6/2008 " 26 Basics;Juniol
Upgrade in Level of Expettise 7/6/2009 27 Basics:Junio
Upgrade in Level of Expertise 7/6/2008 " 28 BasicsJunioi
New Stereotype Assigned 7/6/2009 29 Patticipative
New Stereotype Assigned 7/6/2009 " 30 Diligent
New Stereotype Assigned 5/1/2010° 36 Participative
New Stereotype Assigned 5/1/2010" 36 Self-confider
New Stereotype Assigned 26/1/2010 37 Self-confider
New Stereotype Assigned 17/8/2010 41 Unconcentrz

¥

The Users defined as not desired to cooperate with

Uset ]Session [ A

Figure 3.16. Tracing Trainees’ Details form — Advice History page

3.3. Architecture of the System

The architecture of AUTO-COLLEAGUE is based on 7 main modules: the
Domain Module, the Tracker, the User Modeller, the Help Module, the Collaboration
Module, the Advisor and the Optimum Groups Generator. The collaboration diagram
between these modules is illustrated in figure 3.17. The role of the Domain Module is

to handle the UML knowledge of the trainees and store the problems/tests and their
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solutions defined by the trainer. The aim of the Tracker is to store every action of the
trainee in the database of the system. The User Modeller is responsible for building
the student models of the trainees. The task of the Collaboration Module is to handle
the collaboration processes of the chat system. The Optimum Group Generator runs
the optimum group formation algorithm in order to recommend to the trainer optimum
groups of trainees. The Advisor is responsible for generating the intelligent
recommendations, adapting their appearance based on the Hersey and Blanchard

Situational Leadership Theory and showing them.

7. Submit solutionto &
\“

. \
Collsbor 8. Show
12: Give advice ih Testresults
colleagues
2 Help Re
Give Help
Adwisor Domain Module

Collaboretion Module
Help Module
1: Lo
11:Give
or data
10: Ask Roxd 6 Save m/‘
dis 4 Saveh collabors
13: Save given fequest 9: Save solution
advice data
Tracker
- User Modeller
15 Give user data
e
" 14: Ask foruser data
16° Save newr user data
19:Give 18: Ask for
user data. user data
o 17: Ask for
" tum
1’ —Cpumn gOUpY, Optimum Group Generator
Trainer " 20:Show
optumum groups

Figure 3.17. Collaboration Diagram of the System

Initially, the trainer logs in the system and the log data (such as date and time and
name) are stored by the Tracker. If the trainee needs to view some help topics, then

the Help Module is triggered, which afterwards collaborates with the Tracker to save
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the help request data (the help topic viewed and the date-time). Then, the trainee may
need to collaborate with the rest of his/her colleagues of the group. This is achieved
through the Collaboration Module that provides him/her with the chat system and,
simultaneously, sends the collaboration data (type of dialog, the colleagues of the
communication, date-time and messages) to the Tracker to be stored. Following, if the
trainee submits a solution to a test, this will be processed by the Domain Module,
which will show him/her the errors (if any), the right solution and will forward the
trainee’s solution data to the Tracker to store it. Periodically, the system is triggered to
provide the trainee with advice. This is accomplished by the Advisor, which will ask
for specific trainee data from the Tracker, evaluate it and, then, conclude to the advice
that will eventually show to the trainee forward to the Tracker to be stored. This
specific trainee data is not only the before mentioned data stored by the Tracker. The
User Modeller will ask Tracker for trainee data to build the appropriate student
models, generate new trainee data and pass it to the Tracker to store it. In case the
trainer asks for the optimum groups of trainees, the Optimum Group Generator will
get the trainees’ data from the User Modeller in collaboration with the Tracker, will
evaluate it and produce the optimum groups of learners. This schema of groups of
trainees will be shown to the trainer.

In summary, the Domain Module is responsible for storing and processing the
problems/tests and their solutions. It also manipulates the UML knowledge. The
Tracker keeps track on every action and movement of the user. The Collaboration
Module is the component that provides the mechanism that makes AUTO-
COLLEAGUE a collaborative environment. The Optimum Group Generator makes
the reasoning on finding the most effective organization of trainees into groups. The
Advisor is the module that generates and adapts the recommendations to the trainees
and the trainer. The User Modeller is the module that builds the student models of the
trainees.

The student model is described in three aspects: the level of expertise, the
personality and the emotional state. The level of expertise student model is
implemented using a combination of the stereotype and the perturbation (buggy)

modelling technique. The stereotypes used for this student model are: Basics, Junior,
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Senior and Expert. The trainees are classified into these stereotypes according to their
knowledge on the domain (UML). Their knowledge is described in the system
through the buggy student, which is a subset of the domain knowledge (expert model)
plus possible faulty knowledge. Therefore, the system uses a domain knowledge
library and an error library. More details on the way the knowledge of the trainees is
modelled are given in chapter 6.

The personality student model concerns characteristics of the trainees that are
related to their ability to learn, communicate and collaborate. The personality student
model is built using the stereotype theory, which simulates the way people make
assumptions on others, based on relevant information about them. The stereotypes that
describe the personality of the trainees are: self-confident, diligent, participative,
willing to help, sceptical, hurried, unconcentrated and efficient. Every stereotype
needs to be associated with specific facets and triggers. The facets of a stereotype are
the kind of attributes that may characterize a trainee concerning this stereotype. The
triggers of a stereotype are the combinations of values of the facets they may indicate
that a trainee belongs to this stereotype. The attributes that constitute the triggers and
are tracked in order to infer the student stereotypes are: useless mouse movements and
clicks frequency, average idle time, number of actions, error frequency, correct
frequency, help utilization frequency, advice given frequency, help given to a
member/non member of the group, help request from a member/non member of the
group, communication frequency and number of upgrades/downgrades in level of
expertise. More details on the implementation of the personality-related student model
can be found in chapter 5.

The emotional states are automatically predicted using the OCC cognitive theory
of emotions (Ortony, Clore & Collins, 1988). According to this theory, emotions
(negative or positive) are considered to be reactions to stimulus evoked by certain
objects of the environment at a certain moment. These objects can be events, people
(quoted as agents) or objects. The type of the aroused emotion is determined by three
major factors: the situations that are responsible for the emotion, the person who

experiences the emotion and the cognitive appraisal of the situation by the person.
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The cognitive appraisal depends on the standards, the goals and the attitudes of the

person experiencing the emotion.

3.4. Offering Intelligent Recommendations

The system uses the student models in order to provide intelligent and adaptive
recommendations to the trainees and the trainer aiming at:
e Guiding them to the help topics they should study,
e Suggesting appropriate colleagues to collaborate with and
e [cading them following the appropriate leadership style according to the

Hersey and Blanchard Leadership Theory.

3.4.1. Recommendations to the Trainees

The recommendations to the trainees concern:

e The next UML topics they should study,

e The appropriate colleagues with whom they should collaborate and

e Supportive/encouraging messages that would increase their performance.
The appearance, content and frequency of the recommendation messages are adapted
to the trainee using the Hersey and Blanchard Situational Leadership Theory. The
main principle of this theory is that leaders (the trainer and the system in our case)
should continually adjust their leadership styles depending on the ability and the
willingness of the followers (trainees in our case). The ability and the willingness are
variables dependent on the tasks to be accomplished. Hersey and Blanchard have
defined four different leadership styles suggesting the most appropriate attitude of the
leader towards the followers for increasing individual and group improvement. The
ability is calculated using the level of expertise stereotype and the buggy student
model. The willingness is defined using the personality-related part of the student
model.

The agent concludes to the content of recommendation after evaluating:

e Upgrades/downgrades of the level of expertise,
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e Errors,

e Actions

e Preferred colleagues to collaborate with,

e Help topics already studied and

e Successful recommendations already offered to other trainees with similar
state or problems.

The next UML help topics that the trainees should study are generated according
to the errors made by the trainee. Each error is associated to specific UML concepts
indicating missing and/or faulty knowledge. Each action that resulted a correct answer
is also associated to specific UML concepts describing correct knowledge. Each UML
help topic is associated to relevant UML concepts. In this way, the system can
recommend the most appropriate help topics to strategically guide the trainees at
improving their knowledge.

The appropriate colleagues with whom the trainee should collaborate are found
considering their knowledge, personality and emotional states. The first criterion for
this kind of recommendation is to seek for trainees that know the UML topics the
trainee has problems with. Then, the system excludes those that (a) the trainee has
rejected for collaboration in the past and (b) has been found to have a negative impact
on the trainee’s emotional state during a previous collaboration. Finally, the system
restricts this set to the subset of trainees that (a) have been found to have a positive
impact on the trainee’s emotional state during a previous collaboration and (b) in
order of precedence, belong to the personality-related stereotypes of Willing-to-help,
Participative and Diligent.

The aim of the supportive messages is to encourage and motivate the trainees to
improve both their learning and collaboration performance. There are standard advice
messages depending on the personality-related stereotypes that the trainee is found to
belong or not belong to. The system offers this kind of recommendation based on the
appropriate leadership style according to the Hersey and Blanchard Situational
Leadership Theory. Specifically, the leadership style determines the appearance and

frequency of these messages as explained in chapter 8.
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3.4.2. Recommendations to the Trainer

The Advisor offers intelligent recommendations to the trainer of the system. Apart
from the trainees, the trainer also needs guidance in order to support the trainees. The
recommendations to the trainer include:

e Historical/statistical reports and charts of showing the progress of the trainees

and

e A group formation tool that proposes optimum organization of the trainees

into groups.

The historical/statistical reports and charts constitute a useful toolkit for the
trainer, as s/he is able to trace every detail about the trainees that in other cases would
miss. These details regard group information, performance, help use history, messages
and advice history. But maybe the most important data concern statistical information
about the changes on the maturity (ability and willingness) of the trainees per assigned
task and the proposed leadership style to follow. In this way, the trainer can draw
many conclusions on the performance of the trainees and the effectiveness of the
leadership style s/he has followed during time.

The goal of the group formation tool is to suggest to the trainer optimum
organization of the trainees into groups. This is done using the Simulated Annealing
algorithm, which has never been used in similar cases, is a genetic algorithm that
serves as a general optimization technique for solving combinatorial optimization
problems. The criteria for the group formation search process are:

e The desired and undesired combinations of personality stereotypes in the same

group,

e The desired group structure concerning the level of expertise and

e The observed by the system emotional affect between the trainees.

The desired combinations of stereotypes are the pairs of stereotypes that their
coexistence in the same groups would be beneficial for the performance of the
individual trainees and of the groups. On the other hand, the undesired combinations
of stereotypes are those pairs of stereotypes that the trainer would not like to have

together in the same group, as they would be a bad influence to each other. So, the
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system will try to form groups with as many as possible desire combinations of
stereotypes and avoid resulting to groups with the undesired combinations.

The desired group structure concerns the number and kinds of levels of expertise
(basics, junior, senior and expert) that should constitute each group. For example,
group A should include one senior and two junior trainees. So, the group formation
tool will try to satisfy the desired structure depending on the trainees’ levels of
expertise.

The emotional affect between the trainees is related to the observed emotional
state during the collaboration of a trainee with the members of the same group.
Specifically, if the emotional states of the majority of the trainees of the same group
were found to be positive when in collaboration with the rest members of the group,
then the criterion of combining these trainees together will be added. Else, if the
emotional states of the majority of the trainees of the same group were negative, the
criterion of separating these trainees will be added.

More details on the intelligent recommendations to the trainer can be found in

chapter 10.

3.5. Evaluation Experiments

We have performed two evaluation experiments. The first one was conducted in
the University of Piracus among 80 postgraduate students. The aim of this experiment
was to evaluate the educational effectiveness of our system after applying the
automatic group formation versus a random group formation. The results were:

e 30% of the trainees presented no difference,

® 65% of the trainees presented progress and

® 4% of the trainees presented reduction in their level of expertise comparing the

two days of the experiment.
Furthermore, as far as number of errors is concerned:
® 1.25% of the trainees presented no difference
® 90% presented reduction and

e 8.75% presented increase in the number of errors.
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The second experiment was conducted in a high school among 70 students of the
software engineering class of the last grade. The aim of the evaluation was to have
evidence on the successfulness of our choice to choose the SLT, the way of
calculating the maturity of the trainees and the adaptation of the intelligent
recommendations provided by the system. To evaluate the effect of the use of our
system’s adaptation of SLT versus a traditional class, we calculated the average
increase rate of the ability and willingness (the variables that form the maturity). The
resulted difference between the first (use of AUTO-COLLEAGUE) and the second
(traditional laboratory course) stage of the experiment was:

e 29% in the average increase rate of ability and

® 16% in the average increase rate of willingness.

These evaluation experiments are discussed further in chapter 11.

3.6. Conclusions

AUTO-COLLEAGUE is a Computer Supported Collaborative Learning system
that can be used as a tool for training users in UML. These users can be either
students of any educational institute or software house that uses UML. The UML can
be easily replaced by almost any other compatible domain knowledge due to the
flexibility of the system’s implementation. AUTO-COLLEAGUE supports both the
trainees and the trainer with intelligent and adaptive recommendations. It uses a
hybrid student modelling technique combining buggy and stereotype-based student
models to describe and trace the level of expertise, specific personality characteristics
of the trainees. It also precedes emotion perception using the OCC theory of emotions
in order to infer the overall emotional state (positive or negative) of the trainees while
collaborating with each other. The emotional state is stored in the student model and
is used in the intelligent group formation suggestions provided to the trainer. The
student models are evaluated by the system to adapt the provided recommendations
based on the Hersey and Blanchard Situational Leadership Theory, viewing the
trainees as the followers and the trainer (as well as the system itself) as the leader.

AUTO-COLLEAGUE also suggests optimum group formation of the trainees
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attempting to resolve the continuous problem of how the trainees of an organization

should be organized in the most effective way.
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4

STUDENT MODELLING IN AUTO-
COLLEAGUE

4.1. Structure of the Student Model

Student modelling is the process of building individual student models, which
provide a description of the students. This description may concern a variety of
characteristics depending mainly on the ways the system aims to be adapted. In any
case, every intelligent and adaptive learning environment uses the student’s
knowledge representation. Other important and often used characteristics regard
psychological (cognitive and affective aspects of the student) and generic information
(such as interests and background) about the student. Despite the recognized
importance of adding psychological student characteristics in learning environments
(Richter & Salvendy, 1995; Murray & Bevan, 1985; Rothrock et al., 2002), there are
very few studies that actually use them (Brusilovsky, 2001). Maybe the most typical
psychological characteristic found in literature is the learning style. The term
"learning styles" refers to the concept that individuals differ in regard to what mode of

instruction or study is most effective for them (Pashler et al., 2009).
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In this thesis, we introduce a new approach in the student characteristics included
in student models. In the implementation of our system, we describe the students
similarly to the way a human teacher would try to consciously or unconsciously
understand their individual features. More specifically, a teacher would certainly
evaluate the performance of the students concerning the curriculum to be taught
through questions, exercises and tests. But s/he would not be limited to these domain
dependent data. The teacher would also attempt to recognize main personality
characteristics of the students aiming at adapting his/her guidance. Usually, the
teacher tries to understand the students’ emotions while interacting with them in order
to approach them accordingly. In some other cases where group work is involved, the
teacher would additionally observe the emotional influence between the students,
aiming at arranging groups in the most effective way. Taking these human tactics into
consideration, we incorporated these student data in our student models, which
describe the student entity in three aspects: the level of expertise, the personality and

the emotional state. The structure of the student model is shown in figure 4.1.

Error Student Model
Library

Level of Personality Emotional
Expertise State

Domain
Knowledge

Stereotypes

Stereotype

Stereotype

Facets

Triggers
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Figure 4.1. Structure of the Student Model.

4.2. How the Student Model is Built

Most of the systems that include psychological features of the students do not
evaluate them automatically. Instead, they use relative questionnaires and
psychometric instruments (Carver et al, 1999; Shang, Shi & Chen, 2001;
Bajraktarevic, Hall & Fullick, 2003; Wolf, 2003; Papanikolaou et al., 2003; Brown &
Brailsford, 2004) or explicitly receive them as input (de Bra & Calvi, 1998; Stash et
al., 2006; Grigoriadou et al., 2001). However, the use of such psychometric
instruments needs caution, as in some cases reliability can be low (Lawrence &
Martin, 2001) and learning styles are likely to change over time (Kolb, 1984;
Gonyeau et al., 2006).

To overcome these hazards, the student models in AUTO-COLLEAGUE are
updated automatically and frequently. The system traces the student’s actions and
their consequences in order to infer the tracked student characteristics described in the
student model. A user model can be built using both methods. There are several
student-modelling techniques, such as the overlay model, the perturbation (or buggy)
model, stereotypes, the constraint-based model, fuzzy logic/fuzzy sets and Bayesian
networks. In AUTO-COLLEAGUE, we have used a combination of the perturbation
(buggy) and the stereotype-based student modelling techniques. A buggy model
describes not only the correct knowledge and the missing knowledge (like overlay
model), but also the faulty knowledge a student may have on the domain. To achieve
this, additionally to the domain knowledge, it maintains a bug library where the
possible misconceptions (bugs) are predefined. The stereotype-based method
simulates the way people make assumptions on others, based on relevant information
about them.

In specific, the level of expertise of the students is described using both of these
methods. The personality-related data are represented via stereotypes. The emotional
states are automatically predicted using the OCC cognitive theory of emotions

(Ortony, Clore & Collins, 1988). According to this theory, emotions (negative or
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positive) are considered to be reactions to stimulus evoked by certain objects of the
environment at a certain moment. The OCC theory of emotions proposes a model of
emotion types. In this model, emotion types are categorized according three objects
that can be the stimulus for emotions: events, people and objects.

The level of expertise describes the knowledge level of the trainee on the domain,
which is UML. There are four stereotypes in this category: Basics, Junior, Senior and
Expert. Each of these stereotypes is linked to a subset of the expert model/knowledge
described using the perturbation technique. The personality related stereotypes are:
self-confident, diligent, participative, willing to help, sceptical, hurried,
unconcentrated and efficient. The attributes tracked in order to infer the student
stereotypes are: useless mouse movements and clicks frequency, average idle time,
number of actions, error frequency, correct frequency, help utilization frequency,
advice given frequency, help given to a member/non member of the group, help
request from a member/non member of the group, communication frequency and

number of upgrades/downgrades in level of expertise.

4.3. How Student Models are Used

The system uses the student models in order to provide intelligent and adaptive

recommendations to the trainees and the trainer.

4.3.1. For Recommendations to the Trainees

The recommendations to the trainees concern (a) the next UML topics they should
study, (b) the appropriate colleagues with whom they should collaborate and (c)
supportive/encouraging messages that would increase their performance. The
appearance, content and frequency of the recommendation messages are adapted to
the trainee using the Hersey and Blanchard Situational Leadership Theory. The main
principle of this theory is that leaders (the trainer and the system in our case) should
continually adjust their leadership styles depending on the ability and the willingness

of the followers (trainees in our case). The ability and the willingness are variables
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dependent on the tasks to be accomplished. Hersey and Blanchard have defined four
different leadership styles suggesting the most appropriate attitude of the leader
towards the followers for increasing individual and group improvement. The ability is
calculated using the level of expertise stereotype and the buggy student model. The
willingness is defined using the personality-related part of the student model. The
aspects of the student model evaluated for generating each of the types of

recommendations are cited in table 4.1.

Table 4.1. Associations between trainees’ recommendation and aspects of student model.

Recommendation Type Aspects of Student Model

) ) The level of expertise stereotype and the
Next UML topics that should be studied
buggy student model

e The level of expertise stereotype and
) the buggy student model.
Appropriate colleagues to collaborate .
e Personality.

o Emotional state.

e The level of expertise stereotype and
Supportive/encouraging messages the buggy student model.

e Personality.

The next UML help topics that the trainees should study are generated according
to the errors made by the trainee. Each error is associated to specific UML concepts
indicating missing and/or faulty knowledge. Each action that resulted a correct answer
is also associated to specific UML concepts describing correct knowledge. Each UML
help topic is associated to relevant UML concepts. In this way, the system can
recommend the most appropriate help topics to strategically guide the trainees at
improving their knowledge.

The appropriate colleagues with whom the trainee should collaborate are found
considering their knowledge, personality and emotional states. The first criterion for
this kind of recommendation is to seek for trainees that know the UML topics the

trainee has problems with. Then, the system excludes those that (a) the trainee has
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rejected for collaboration in the past and (b) has been found to have a negative impact
on the trainee’s emotional state during a previous collaboration. Finally, the system
restricts this set to the subset of trainees that (a) have been found to have a positive
impact on the trainee’s emotional state during a previous collaboration and (b) in
order of precedence, belong to the personality-related stereotypes of Willing-to-help,
Participative and Diligent.

The aim of the supportive messages is to encourage and motivate the trainees to
improve both their learning and collaboration performance. There are standard advice
messages depending on the personality-related stereotypes that the trainee is found to
belong or not belong to. The system offers this kind of recommendation based on the
appropriate leadership style according to the Hersey and Blanchard Situational
Leadership Theory. Specifically, the leadership style determines the appearance and

frequency of these messages as explained in chapter 8.
4.3.2. For Recommendations to the Trainer

The recommendations to the trainer include (a) leadership style suggestion and (b)
a group formation tool that proposes optimum organization of the trainees into groups.
The aspects of the student model evaluated for generating each of these

recommendations are cited in table 4.2.

Table 4.2. Associations between trainer’s recommendation and aspects of student model.

Recommendation Type Aspects of Student Model

e The level of expertise stereotype and
Leadership Style Suggestion the buggy student model.

e Personality.

e The level of expertise stereotype and
) the buggy student model.
Group Formation Tool .
e Personality.

e Emotional state.
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AUTO-COLLEAGUE offers to the trainer a useful toolkit of historical/statistical
reports and charts regarding group information, performance, help use history,
messages and advice history. But maybe the most important data concern statistical
information about the changes on the maturity (ability and willingness) of the trainees
per assigned task and the proposed leadership style to follow. In this way, the trainer
can draw many conclusions on the performance of the trainees and the effectiveness
of the leadership style s/he has followed during time.

The goal of the group formation tool is to suggest to the trainer optimum
organization of the trainees into groups. This is done using the Simulated Annealing
algorithm, which has never been used in similar cases, is a genetic algorithm that
serves as a general optimization technique for solving combinatorial optimization
problems. The criteria for the group formation search process are:

e The desired and undesired combinations of personality stereotypes in the same

group,

e The desired group structure concerning the level of expertise and

e The observed by the system emotional affect between the trainees.

The desired combinations of stereotypes are the pairs of stereotypes that their
coexistence in the same groups would be beneficial for the performance of the
individual trainees and of the groups. On the other hand, the undesired combinations
of stereotypes are those pairs of stereotypes that the trainer would not like to have
together in the same group, as they would be a bad influence to each other. So, the
system will try to form groups with as many as possible desired combinations of
stereotypes and avoid resulting to groups with the undesired combinations.

The desired group structure concerns the number and kinds of levels of expertise
(basics, junior, senior and expert) that should constitute each group. For example,
group A should include one senior and two junior trainees. So, the group formation
tool will try to satisfy the desired structure depending on the trainees’ levels of
expertise.

The emotional affect between the trainees is related to the observed emotional
state during the collaboration of a trainee with the members of the same group.

Specifically, if the emotional states of the majority of the trainees of the same group
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were found to be positive when in collaboration with the rest members of the group,
then the criterion of combining these trainees together will be added. Else, if the
emotional states of the majority of the trainees of the same group were negative, the

criterion of separating these trainees will be added.

4.4. Conclusions

In this chapter, we explained which characteristics are incorporated in the student
models used in AUTO-COLLEAGUE, how these student models are built and how
they are used. In specific, the student models describe the trainee in three aspects: the
level of expertise, the personality and the emotional state. The student modelling
techniques implemented are perturbation and stereotypes. Especially for the emotional
state, we have adapted the OCC theory of emotions. The student models are used for
generating intelligent recommendations to the trainees and the trainer. We have, also,
applied the principles of the Hersey and Blanchard Situational Leadership Theory for
adapting the recommendations according to the trainees’ ability and willingness for
each assigned task. The next two chapters are intended to explain in more detail how
the personality-related stereotypes and the buggy models of the trainees’ knowledge

are implemented and used.
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REPRESENTATION OF STUDENT’S
PERSONALITY USING STEREOTYPES

5.1. Introduction

Stereotype-based student modelling is a technique for building student models. It
simulates the way people build and use stereotypes in everyday life making
assumptions about others using relative information. Stereotype-based reasoning takes
an initial impression of the student and uses this to build a detailed student model
based on default assumptions (Kay, 2000a).

It is a popular method used in adaptive and intelligent learning environments, such
as generalised user modeling tools (Vergara, 1994; Paiva & Self, 1994; Brajnik &
Tasso, 1994; Kay, 1995; Finin, 1989; Piyawat & Norcio, 2001), recommender
systems (Rich, 1979a; Ardissono et al., 2004; Shapira et al., 1997; Kurapati & Gutta
2002; Krulwich, 1997; Chin 1989; Fink et al., 1997; Gena, 2001) and especially in
intelligent learning and tutoring environments (Jeremic et al., 2009; Hatzilygeroudis
& Prentzas, 2004; Eklund & Brusilovski, 1999; Kabassi et al., 2006; Wei et al., 2005;
Virvou & Moundridou, 2001; Surjono & Maltby, 2003; Koutsojannis et al., 2001;
Hatzilygeroudis & Prentzas, 2004; Lee & Baba, 2005; Virvou & Moundridou, 2000;
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Virvou & Tsiriga, 200la; Virvou & Tsiriga, 2001b). The user characteristics
described in the stereotypes of these systems are associated mainly to knowledge,
skills, generic data and preferences. However, in AUTO-COLLEAGUE, the
stereotypes used are appropriate for a learning environment and are related to the level
of expertise and the personality characteristics that affect the learning and
collaboration processes. The selection of these personality characteristics is the
outcome of extended research. Another difference presented in the use of stereotypes
in AUTO-COLLEAGUE is that the definitions of stereotypes are not hard coded. The
trainer of the system may change them through the relative forms offered.

For a system to use stereotype-based student models, it is necessary to define the
stereotypes, which are consisted of the facets and the triggers. Facets are the
characteristics that describe the stereotype. Triggers are the facet-value pairs that
constitute the satisfaction/dissatisfaction conditions for a user to belong to the
stereotype. The user model is formed by the stereotypes assigned to the specific user
and their satisfied triggering conditions. In AUTO-COLLEAGUE, the facets are
implemented using fuzzy sets. The triggers were selected after an empirical study and

are implemented using a rule-based subsystem.

5.2. Theoretical Background for Choosing Stereotypes for a Learning

Environment

The most commonly used classification of personality traits is the Five Factor
Model of Personality (Norman, 1963), also known as the “Big Five” (Goldberg,
1990). The five-factor model of personality is a hierarchical organization of
personality traits in terms of five basic dimensions: Extraversion, Agreeableness,
Conscientiousness, Neuroticism, and Openness to Experience (Mccrae & John, 1992).
According to a study presented in (John, 1989), the adjectives to describe
Extraversion are: active, assertive, energetic, enthusiastic, outgoing and talkative.
Agreeableness can be reflected by the adjectives: appreciative, forgiving, generous,
kind, sympathetic and trusting. Conscientiousness can be described by: efficient,

organized, planful, reliable, responsible and thorough. Neuroticism can be represented
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by: anxious, self-playing, tense, touchy, unstable and worrying. Openness can be
described by: artistic, curious, imaginative, insightful, original and wide interests.

In line with the above personality taxonomy of the five-factor model, we chose the
personality traits that would be more suitable for an educational environment in which
students work into groups. These are: participative (Extraversion factor), willing to
help (Agreeableness factor), diligent, sceptical, efficient (Contentiousness factor),

hurried, unconcentrated (Neuroticism factor) and self-confident (Openness factor).

5.3. The Stereotypes Used in AUTO-COLLEAGUE

The stereotypes used in AUTO-COLLEAGUE are related to the knowledge on the
domain (level of expertise) and the behaviour during the collaborative learning
process (personality).

The level of expertise describes the knowledge level of the trainee on the domain,
which is UML. There are four stereotypes in this category: Basics, Junior, Senior and
Expert. Each of these stereotypes is linked to a subset of the expert model/knowledge.

The personality related stereotypes are: self-confident, diligent, participative,
willing to help, sceptical, hurried, unconcentrated and efficient. The self-confident
trainee believes in him/herself and his/her skills. When a person has self-confidence,.
s/he maintains a positive attitude even if his/her knowledge and skills are not of a high
level or even if probably s/he actually is not highly esteemed by his/her colleagues.
The diligent trainee has earnest and persistent application to the training task and
makes steady efforts during the learning process. The participative trainee seems to
like collaborating with others and has an active presence in the task elaboration. The
willing to help trainee demonstrates good disposal to help his/her colleagues.
Sceptical is the trainee that seems to need more than the average time to process the
data of the problem. The sceptical trainee tends to make unreasonable mistakes and
(relatively to his/her knowledge) the progress in his/her skills could have been faster.
The hurried trainee usually submits the answers to problems quickly without
examining their correctness and effectiveness. This results to frequent errors. The

unconcentrated trainee seems to lose his/her abstraction during the training task and
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perhaps is engaged with other irrelevant tasks at the same time. This kind of
characteristic leads to frequent errors and increase in the average time needed to
complete a task. The efficient trainee appears to successfully fulfill the demands of
the training task. This kind of trainee always submits correct solutions/diagrams after

a usual — or even lower than the usual — average amount of time.

5.4. Facets

Facets are the attributes of the trainees, which are calculated and evaluated by the
system, in order to assign the trainees with the appropriate stereotypes. The facets we
decided to use in AUTO-COLLEAGUE are these that can provide us with clues about
the used stereotypes. In particular, these facets are: useless mouse movements and
clicks frequency, average idle time, number of actions, error frequency, correct
frequency, help utilization frequency, advice given frequency, help given to a
member/non member of the group, help request from a member/non member of the
group, communication frequency and number of upgrades/downgrades in level of
expertise.

The facets are described using fuzzy sets. A fuzzy set is a class of objects with a
continuum of grades of membership. Such a set is characterized by a membership
(characteristic) function, which assigns to each object a grade of membership ranging
between zero and one (Zadeh, 1965). In fuzzy sets, an element is not strictly a
member or not a member of a set, but can also be only partially in the set, which
means it is present in the set to some extent (Kavcic, 2004). Hence, a set is called
fuzzy when its membership function takes values in the unit interval [0,1] rather than
in the {0,1} as in the classical logic (Kavcic, 2004).

In our implementation, for every facet, three values are stored: Low-Limit,
Medium-Limit and High-Limit. They correspond to the degrees that the system
presumes that an actual facet value of a trainee is of low, medium or high degree.
These limits are used in the definition of the membership function of the fuzzy sets

describing the facets. The membership function is defined as:
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0,x < LowLimit

Mediumlimitx __ | .1 imit<x < MediumLimit
MediumLimit-LowLimit
He (x)= HighLimit-x (5.1)
e ————, MediumLimit<x < HighLimit
HighLimit-MediumLimit
1,HighLimit<x

For every facet Fi (i=1,2..n, where n is the amount of facets used in the system) let
U be the positive real numbers representing the total times a trainee acted
correspondingly to the facet Fi. Then the fuzzy set Fi is defined as a set of ordered

pairs:
F = (x5 () | x€ U} (52)

For example, the facet communication frequency that is the frequency of sending
greeting messages per session is defined to have: Low-Limit=0, Medium-Limit=6 and
High-Limit=12. If a trainee is found to have sent 10 such messages (x=10), then
according to the membership function (Medium-Limit<x<High-Limit) the value of
the communication frequency facet for the trainee will be approximately 0.333.

For implementation purposes, we have correlated every of these four ranges of
values with values 1,2,3,4 correspondingly. In detail, value 1stands for no value, value
2 stands for low value, value 3 stands for medium value and value 4 stands for high
value. This is useful for the implementation of the triggers, explained in the next

section.

5.5. Triggers

5.5.1. Empirical Study for the Specification of Triggers

In order to choose the most appropriate triggers for our learning system, we

conducted an empirical study, in which 22 experienced software engineering trainers
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participated. The 9 of these trainers were project managers of 2 software houses that,
among other duties, they train software engineers in the Borland Delphi programming
language, the C# (in Microsoft Visual Studio) and MS SQL Server. There were, also,
8 teachers in the last grade of greek high schools that teach the software engineering
course and the rest 5 trainers were scientific collaborators of the University of Piracus,
experienced in training students in UML and programming languages.

The aim of this empirical study was to decide which are the conditions of the facet
values that would trigger each stereotype (concerning the stereotypes of personality,
not the level of expertise). Therefore, the trainers were asked to fill in a table with the
combinations of facet values for every stereotype. For example, in table 5.1 the
answers of a trainer for the hurried stereotype are shown. F1 is the useless mouse
movements and clicks frequency, F2 the average idle time, F3 the number of actions,
F4 the error frequency, F5 the correct frequency, F6 the help utilization frequency, F7
the advice given frequency, F8 the help given to a member of the group, F9 the help
given to a non-member of the group, F10 the help request from a member of the
group, F11 the help request from a non-member of the group, F12 the communication
frequency, F13 the number of upgrades in level of expertise and F14 the number of
downgrades in level of expertise. In this way, she states that the conditions that should
be satisfied for a trainee to belong to this stereotype would be: the value of the useless
mouse movements and clicks frequency is medium, the value of the average idle time
is low, the value of the number of actions is high, the value of the error frequency is
high, the value of the correct frequency is low and the value of the help utilization

frequency is low.

Table 5.1. Example of answers of a trainer about the triggers

HURRIED
VALUE Kl F2 F3 F4 F5 | F6 | F7 F8 F9 FI10 | F11 | FI2 | FI3 | FI4
No X X X X X X X X
Low X X X
Medium | X
High X X
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The results of this study were evaluated in two levels. At the first level we
concluded to the facets we should include in the triggering conditions for each
stereotype. We calculated the rates of the selected facets per stereotype and decided to
include only those that had a percentage of selection over 15%. These results are

shown in table 5.2.

Table 5.2. Results Showing the Rates of the Selected Facets per Stereotype

NUMBERS OF SELECTION (%)
WILLI

SELF- PARTI
FACET SCEPTIC | HURRIE | UNCONCE | EFFICI DILIGE NG-

CONFID CIPATI

AL D NTRATED ENT NT TO-
ENT VE
HELP

F1 100 100 100 5 9 14
F2 100 100 100 100 100 100
F3 100 95 100 100 100 14
F4 86 91 100 100
F5 86 95 100 100
F6 91 86 77 9 14 5
F7 100 100
F8 100 100 100
F9 100 100 100
F10 9 18 100 100
FI11 9 18 100 100
F12 95 95 5 S 100 9
F13 64 100 100
Fl4 14 100 100

At the second level, we calculated the average values of the selected facets with a
percentage over 15%. These results are shown in table 5.3 and constitute the final
results of the evaluation of the empirical study. These are the conditions of facets

values per stereotype that form the main triggers of the stereotypes.
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Table 5.3. Results Showing the Average Facet Values per Stereotype

AVERAGE FACET VALUES
UNCO
FAC SELF- WILLIN
SCEPTI | HURR | NCEN DILIG | PARTICI
ET EFFICIENT | CONFIDE G-TO-
CAL IED TRAT ENT PATIVE
NT HELP
ED
mediu | high
F1 low
m
F2 medium | low high low low low
F3 medium | high low medium high
F4 medium | high high low
FS medium | low low high
F6 medium | low low
F7 medium medium
F8 medium medium | medium
F9 medium medium | medium
F10 low low medium
Fl11 low low medium
F12 | low high medium
low high mediu
F13
m
F14 low low

5.5.2. Implementation of Triggers

The Triggers in AUTO-COLLEAGUE are implemented in a Rule-Based
subsystem (Ligeza, 2006). We found it appropriate to use this technique as the
triggering conditions do not constitute a large problem area and can be written in the
if-then structure. Moreover, the rule-based technique meets our need to use a structure
that could be easily updated even at runtime by the trainer of the system.

The basic modules of a Rule-Based system are the rule-base, the working memory
and the inference engine. The rule-base stores all the triggering conditions cited in
table 5.3 in if-then structure. The condition is written in the If section and the
stereotype to be triggered is written in the then section. For example, for the Hurried

stereotype the rules/conditions in the rule-base are listed in figure 5.1. The working
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memory is the student data derived from the system’s database. This data concerns the
student’s facet values. The inference engine examines the facet values of the student
at a specific moment and checks if these match with any of the conditions of the rules
stored in the rule base. If it finds any matching rule, the inference engine fires/triggers
the stereotype of the corresponding condition. The inference method used is forward
chaining. This means that the inference engine will continue to search for matching
conditions, taking into consideration the new data derived from previous triggered
rules-stereotypes.

If (Fl=medium) and
(F2=low) and
(F3=high) and
(F4=high) and
(F5=low) and
(F6=low) then
AssignStereotype (Hurried)

Figure 5.1. The rules in the rule-base for the Hurried Stereotype

The use of the forward chaining inference method was necessary for the
Triggering subsystem. The main triggers are those derived from the empirical study
explained in the previous section and shown in table 5.3. However, there are other
triggers too that do not concern only the facet values, but also the causality of the
activation of another stereotype. For example, there are two triggers for the efficient
stereotype. The first trigger is the one described in table 5.3 and related to the facet
values. The second trigger is related to the inference that a trainee may belong to the
efficient stereotype because s/he already belongs to the expert stereotype.

The triggers for the level of expertise stereotypes are implemented similarly in the
same subsystem. The only difference is the parameters of the condition sections. They
do not include the facets discussed in the previous section, but the knowledge level on
the domain that is derived from the buggy student model of knowledge discussed in

chapter 6.

5.6. The User Interface for Constructing the Stereotypes
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The stereotypes, their facets and triggers are not hard coded. The trainer can

change any of them through the form of the stereotypes construction. This form is

illustrated in figure 5.2.

 Stereatypes
Stereotypes History Stereotypes Definitions

Stereotypes Facets of Stereotypes Facets
e S T T | ek R W T T T R R
Facet {Value| ~ it 1~
[¥|Heip Given Frequency 0 Frequency
(Advics Given To Others Frequency 4 Help Request From a Member Frequency
{ {Help Request Frequency 2 Help Request From a Non-Member Frequency
[lideTime Keot Frequency 1 Helo Given Frequency

Heip Given To a Member Frequency

Help Given To a NonMember Frequency
Communication Frequency

(Advice Given To Others Frequency
Uporade In Level of Expettise Frequency
Downgrade In Level of Expertise Frequency
Error Frequency

Corrects Frequency

Litiization of Help Frequency

IdieT ime Kept Frequency

[ Actions that may producs ertors/corects Frequency
Useless Mouse Moves

S G D R T Y L

v |_|Average Mean Time Spent between Help Read -
Stereotype Triggers Triggers

S N Toilsile =l ~I - del

 [Tigoer [Fisason T [Togget Descrtion =~

¥|Seif-confident
Could be Se¥ Confident because he is Efficient EFFICIENT
Could be Sef-Conlident because he is Hured HURRIED

Could be Seff Confident because he is Efficient
Could be Self Confident because he s Hured
Could be Dibgert because he is Efficient
] Could be Participative cause he is Wilng To Help
P ;’_Cmddbepmcnv:becwuhemE"lcm =

Figure 5.2. The form of defining the stereotypes, facets and triggers

At the left part, the trainer may view and modify the stereotypes. At the right part,
all the facets and triggers are listed. The trainer may change, modify, add or delete
facets and triggers. Whenever the trainer scrolls through the stereotypes, on the
middle part of the form s/he can view, add or delete facets and triggers of the current
stereotype. In this way, the trainer can adjust the parameters of the student models as

necessary according to the needs of his/her trainees.

5.7. Building the Stereotype-based Student Model
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A stereotype-based student model encapsulates the stereotypes assigned to the
trainee and the inferences that caused these assignments. The class diagram of the
stereotype-based student model is cited in figure 5.3, showing the structure of the

student model.

STUDENT MODEL
Facet

Value

List of Stereotypes

STEREOTYPE
FACET || Fome TRIGGER
Name Facet Name
Value Stereotype

List of Triggers

Figure 5.3. Class Diagram of the Stereotype-based Student Model

For the system to build the stereotype-base student model, it includes two agents:
the Tracker and the Student Modeller. The Tracker tracks the actions of the trainee
and assigns him/her with the appropriate facet values. The Student Modeller searches
for satisfied triggering conditions based on the assigned facet values of the trainee. If
such conditions are found, then the Student Modeller assigns to the student model of
the trainee the respective stereotype as well as the facet value pairs that matched with
the trigger (inferences that caused this assignment) along with a rating. This rating is a
real number between 0 and 1. It is calculated per trainees and per task as described in
the pseudocode cited in figure 5.4, where number_of satisfied_facets is the number of
the facets that satisfy the triggering conditions of the stereotype,
total_number_of facets is the total number of facets of the trigger, facet_rate is the
participation rate of each facet value condition in the rating formation (e.g. if the total
number of facets is 5, then the facet_rate will be 0.2) and rating is the rating of the
trainee belonging to the stereotype for a specific task. For example, if a trainee has
been assigned with the facet values as follows: (F1, F2, F3, F4, F5, F6, F7) =
(medium, high, medium, medium, medium, medium, low), then the system will

calculate for the self-confident stereotype that the total number of facets is 7, the
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number_of satisfied facets is 5 (F3-F7), facet_rate is 14.28 (100/7) and rating is
0,714. In other words the probability that the trainee belongs to the self-confident
stereotype is 71.4%.

if number of_satisfied facets = total_number of facets then
rating = 1
else
begin
facet_rate = 100/total_number of_facets;
rating = facet_rate * number of satisfied facets/100;
end

Figure 5.4. Pseudocode for the stereotypes rating calculation.

5.8. How Personality-Related Stereotypes are Used in the System

The personality-related stereotypes are used for generating the most important
intelligent recommendations to them and to the trainer of the system. Basically, the
appearance, content and frequency of the recommendation messages are adapted to
the trainee using the Hersey and Blanchard Situational Leadership Theory, which is
based on measuring the ability and willingness on the assigned tasks. The willingness
is calculated using the self-confident and diligent stereotypes. In specific, the
recommendations related to the personality-related stereotypes concern:

e The appropriate colleagues with whom they should collaborate,

e Supportive/encouraging messages that would increase their performance and

e The group formation tool that proposes optimum organization of the trainees

into groups.

The appropriate colleagues with whom the trainee should collaborate are extracted
taking into consideration the criteria of UML knowledge, previous rejections of
collaboration, the emotional influences during collaboration and the belonging to the
personality-related stereotypes of Willing-to-help, Participative and Diligent.

The supportive messages, whose aim is to encourage and motivate the trainees to
improve both their learning and collaboration performance, are generated after
evaluating their personality-related stereotypes. There are standard advice messages

depending on the personality-related stereotypes that the trainee is found to belong or
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not belong to. The system offers this kind of recommendation based on the
appropriate leadership style according to the Hersey and Blanchard Situational
Leadership Theory. Specifically, the leadership style determines the appearance and
frequency of these messages as explained in chapter 8.

The group formation tool uses as criterion the desired and undesired combinations
of personality stereotypes in the same group. The desired combinations of stereotypes
are the pairs of personality stereotypes that their coexistence in the same groups
would be beneficial for the performance of the individual trainees and of the groups.
On the other hand, the undesired combinations of stereotypes are those pairs of
personality stereotypes that the trainer would not like to have together in the same
group, as they would be a bad influence to each other. So, the system will try to form
groups with as many as possible desire combinations of stereotypes and avoid

resulting to groups with the undesired combinations.

5.9. Conclusions

The personality-related stereotypes used in AUTO-COLLEAGUE are in
accordance with the Five Factor Model of Personality, but were chosen to fit to a
collaborative learning environment. In specific, these stereotypes are: self-confident,
diligent, participative, willing to help, sceptical, hurried, unconcentrated and efficient.
The triggers used to infer these stereotypes were selected after an empirical study
conducted among experienced trainers. These triggers are rules/conditions between
the values of the facets: useless mouse movements and clicks frequency, average idle
time, number of actions, error frequency, correct frequency, help utilization
frequency, advice given frequency, help given to a member/non member of the group,
help request from a member/non member of the group, communication frequency and
number of upgrades/downgrades in level of expertise. The facets are implemented
using fuzzy sets and the triggers using the rule-based technique. The trainer can
change any of the stereotypes, their facets and triggers. This accommodation
facilitates the flexibility of our system to be adjusted to any preference or need of the

trainer according to his/her trainees’ special features or observations.
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6

REPRESENTATION OF THE EXPERT
AND BUGGY STUDENT MODEL

6.1. Introduction

The student’s knowledge is represented using perturbation (buggy) modelling.
The buggy student models are extensions of the overlay student models, according to
which the student’s knowledge is described as a subset of the expert’s knowledge.
The expert’s knowledge is the domain knowledge structured in topics/concepts.
Overlay models use weight variables upon each concept representing in this way the
degree of knowledge for each topic. The extension introduced in buggy models
concerns the observation that the common case is that knowledge is not always a
scaled variable of the topics. In other words, knowledge is not analyzed only in
conceptions and missing conceptions. Instead, students may have misconceptions or
mal knowledge that cannot be represented in an overlay model. This functionality was
added in buggy student models that integrate a bug library containing the possible
misconceptions on the domain aiming at describing more accurately the knowledge
state of the student. As buggy student models take into consideration the mal

knowledge a student may have on the domain knowledge, they represent the
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knowledge of the student as a union of a subset of the expert knowledge and a subset

of the mal knowledge (figure 6.1).

Expert Model (Knowledge)
Perturbation Student Model

Expert Knowledge

Mal Knowledge

Figure 6.1. The perturbation/buggy model structure

In this figure, the expert knowledge (also called expert model) describes the full
structure of knowledge on the domain. The mal knowledge illustrates the faulty
knowledge a student may have on the domain in the form of an error library. Taking
into consideration the faulty knowledge along with the correct can redound to the
successfulness of the system’s assumptions on the exact knowledge and on the
reasons that caused such misconceptions.

Perturbation (Buggy) modelling is a common technique for adaptive
environments, such as (Brown & Burton, 1978; Brown & Van Lehn, 1980; Faraco et
al., 2004; Labidi & Sergio, 2000; Sleeman & Smith, 1981; Soloway & Johnson, 1984;
Sleeman, 1987; Hoppe, 1994; Murray, 2003; Teixeira et al., 2002). In AUTO-
COLLEAGUE, the expert knowledge and the buggy student model is represented

using a directed graph.

6.2. Representation of the Expert and the Buggy Student Model

The expert knowledge is described by the UML topics and their dependencies,

which indicate the prerequisite knowledge on the UML topics. It is represented using
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a directed graph (a part of which is shown in figure 6.2). Each node in the diagram
represents a topic of the domain knowledge (UML). The edges between these nodes

(topics) indicate their dependencies.

Associations
Definition

Class
Definition

Generalizations
Definition

Methods
Definition

Attributes
Definition

Parameters
Definition

Figure 6.2. Sample of the directed graph of the expert knowledge

The directed graph of the expert knowledge is a pair G=(T, D). The elements of
the set T are the nodes of the graph, in our case the UML topics. The set D is a set of
ordered pairs of the vertices/directed edges of the graph, or else the dependencies
between the UML topics that represent the prerequisite knowledge. Let n, m, i, j and k
be positive integers, then T is the set of topics T={T, T», ..., Ta} and D is the set of
dependencies between the topics D={D,, D, ..., Dy}. Each of D; (where 1<i<m) is
defined as an ordered pair of elements of T: Di=(Tj, Ti). This definition means that
there is the D; dependency between the T; and the Ty UML topics. The dependency
indicates that the system will assume the existence of knowledge of the T; topic if the
knowledge of the Ty topic already exists.

The buggy model is described by a graph similarly to the expert knowledge. There
is only one difference: there is a weight assigned to each node (UML topic). This
weight is a positive real number in [0, 1] and expresses the degree of knowledge on
the relative topic. The expert knowledge graph does not include such an indicator, as

it is supposed to be the maximum (that is 1) for every node/topic.
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6.3. Representation of the Mal Knowledge - The Error Library

The error library illustrates the mal knowledge. It includes the error types, the
associations of the error types with the UML topics and all the errors made by the
student. In order to make evaluations on the student’s knowledge based on errors, it is
necessary to define all the possible error types. Each of these error types is associated
with one or more UML topics with a specific weight. This describes that making a
specific error type means that there is misknowledge of specific topic(s) in specific
degree(s). The degree is the weight and is a constant variable that can get one of the
values low, medium or high. For example, the Wrong Association Included type of
error is linked to the Association UML topic with weight equal to high. The error
library, also, keeps historical records of all the errors of the student with a date-time

stamp and session details.

6.4. Building the Buggy Student Model

The buggy student model is built by an agent that evaluates the knowledge of the
trainee and assigns it to the respective student model. This agent traces the errors of
the trainee as well as the correct actions, associates them to the corresponding topics
and updates the student model. The architecture and interrelations of this process is

shown in figure 6.3.
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Trainees
Error Library /

‘ Error Type Errors |

Student{Model
Mal Correct
Knowledge Knowledge

Expert
Knowledge

Correct
Answers/Actions

Figure 6.3. Architecture and Interrelations of Building the Buggy Student Model

The agent processes an algorithm for every UML topic in order to calculate its
degree of knowledge and assign it to the student model. The algorithm takes as input
the actions and the errors of the trainee that are associated with the topic. The output
of the algorithm is the degree of knowledge on the topic and is a positive real number
in [0, 1]. This degree is used for assigning the weight value in the graph of the buggy
student model. The algorithm is processed for every UML topic to calculate the
corresponding weights and update the student model as a subset of the expert
knowledge.

The first step of the algorithm is to calculate the total weight of the actions made
for the specific UML topic. Like the error types explained previously, there are also
the action types associated with the UML topics bearing a weight. The weight can get
one of the values low, medium or high and describes the degree of knowledge the
trainee has on a topic if the action does not produce error(s). The calculation is cited
in equation 6.1, where k is the number of types of actions, ACTIONS; is the number
of actions of the i" type of action, WEIGHT; is the weight of the i™ type of action.
The total weight (ACTIONS_TOTAL_WEIGHT) is calculated by summing for every
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type of action (related to the UML topic) the products of the number of actions made
with their weights.

k
ACT]ONS_TOTAL_WEIGHT=ZACTIONS, *WEIGHT, 6.1)

i=1

The second step is to calculate in similar way the total weight of the errors made
by the trainee for the specific UML topic. The calculation is cited in equation 6.2,
where m is the number of error types, ERRRORS; is the number of errors of the it
type of error and WEIGHT; is the weight of the i"™ error type. This total weight
(ERRORS_TOTAL_WEIGHT) is found by summing for every type of error (related

to the UML topic) the products of the number of these errors made with their weights.

ERRORS _TOTAL_WEIGHT =Y. ERRORS, * WEIGHT, 6.2)

i=l

The final step is to calculate the degree of knowledge for that UML topic
(equation 6.3). It is calculated by subtracting the total weight of errors from the total

weight of actions and then dividing the result with the total weight of actions.

ACTIONS _TOTAL WEIGHT — ERRORS _TOTAL WEIGHT
ACTIONS _TOTAL WEIGHT

DEGREE = (6.3)

For example, there are 4 types of actions associated with the UML topic
Attributes Definition:

o Attribute Added (weight=high),

e Attribute Type Defined (weight=low),

e Attribute Visibility Defined (weight=low) and

e Attribute Initial Value Defined (weight=low).
There are 2 associated with the UML topic Attributes Definition types of errors:

e Wrong Attribute Included (with weight =high),

e Correct Attribute Not Included (with weight =high),
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e Error in Attribute Type (with weight =low),
e Error in Attribute Visibility (with weight =low) and
e Attribute Initial Value (with weight =low).
A trainee is fount to have made totally 24 actions related to the Attributes Definition
UML topic. In specific:
e 6 actions of the Attribute Added action type,
e 6 actions of the Attribute Type Defined action type,
e 6 actions of the Attribute Visibility Defined action type and
e 6 action of the Attribute Initial Value Defined action type.
He has, also, made 5 errors:
e 2 mistakes of the Wrong Attribute Included mistake type,
e | mistake of the Attribute Initial Value mistake type and
e 2 mistakes of the Mistake in Attribute Type mistake type.
According to the formulas, we have:
e ACTIONS TOTAL WEIGHT = 6 (actions of the Attribute Added action
type) * 3 + 6 (actions of the Attribute Type Defined action type) * 1 + 6 (actions
of the Attribute Visibility Defined action type) * 1 + 6 (actions of the Attribute
Initial Value Defined action type) * 1 =36.
e MISTAKES TOTAL_WEIGHT = 2 (mistakes of the Wrong Attribute
Included mistake type) * 3 + 1 (mistake of the Attribute Initial Value mistake
type) * 1 + 2 (mistakes of the Mistake in Attribute Type mistake type) * 1 =9.
e DEGREE = (36-9) *10/ 36 = 0.75.
This means that the system assumes that the trainee knows the Attributes Definition
UML topic in a degree of 0.75.

6.5. How Buggy Student Models are Used in the System

The buggy student models, which provide a detailed representation of the trainees’
knowledge and level of expertise, are used for generating the intelligent
recommendations to them and to the trainer of the system. The appearance, content

and frequency of the recommendation messages are adapted to the trainee using the
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Hersey and Blanchard Situational Leadership Theory, which is based on measuring
the ability and willingness on the assigned tasks. The ability is calculated using the
buggy student models and their correspondent levels of expertise. In specific, the
recommendations related to the buggy student models concern:

e The next UML topics they should study,

e The appropriate colleagues with whom they should collaborate,

e Supportive/encouraging messages that would increase their performance and

e The group formation tool that proposes optimum organization of the trainees

into groups.

The next UML topics the trainees should study are exclusively related to the
knowledge of the trainees, as there are associations that indicate each UML help topic
with relative topics of the UML domain knowledge stored in the system. The
appropriate colleagues with whom the trainee should collaborate are found by firstly
seeking for trainees that know the UML topics the trainee has problems with. The
supportive messages, whose aim is to encourage and motivate the trainees to improve
both their learning and collaboration performance, are generated after evaluating their
personality-related stereotypes, but the frequency and appearance are adjusted to their
appropriate leadership style as estimated using the Hersey and Blanchard Situational
Leadership Theory (ability=knowledge). The group formation tool uses as criterion
the desired group structure, which concerns the number and kinds of levels of
expertise (basics, junior, senior and expert) that should constitute each group. For
example, group A should include one senior and two junior trainees. So, the group
formation tool will try to satisfy the desired structure depending on the trainees’ levels

of expertise that are updated trough their buggy student models.

6.6. Conclusions

In AUTO-COLLEAGUE, the student’s knowledge is represented using
perturbation (buggy) student modelling. Buggy student models are used to represent
the knowledge of the student not only as a snapshot of the expert (domain)
knowledge, which could be interpreted as knowledge and missing knowledge. Buggy
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student models additionally represent possible faulty knowledge. This is achieved
through building and evaluating a bug library, which contains possible mistake types
and their associations to the domain topics of the expert knowledge. In AUTO-
COLLEAGUE, the expert knowledge and the buggy student model is represented
using a directed graph. In order to build the buggy student models, the system traces
the errors of the trainees as well as the correct actions and associates them to the
corresponding topics. The buggy student models are used in generating every
intelligent recommendation of the system. They are also the main values used in
measuring the ability of the trainees per assigned task in order to find the appropriate
leadership style according to the Hersey and Blanchard Situational Leadership
Theory.
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7

EMOTION PERCEPTION USING THE
OCC THEORY OF EMOTIONS

7.1. Introduction

Emotions bear valuable information that can potentially improve the efficiency of
computer software. As described in the literature (Damasio, 1994), (Izard, 1984),
emotions lead to rational behaviours and, therefore, can provide important
information for making inferences about a user reactions. Consequently, these
inferences can be used further for decision making based on emotions. Emotion
recognition has already been applied in learning environments for animated
pedagogical agents (Gratch & Marsella, 2001; Jaques & Vicari, 2007; Lester et al.,
1999; Craig et al., 2004; Jaques et al., 2004; Elliott et al., 1999; Nkambou, 2006) and
affective system responses, support and adaptation (Katsionis & Virvou, 2005;
Moridis & Economides, 2008b; Poel et al., 2004; Leontidis et al., 2009; Conati &
Zhou, 2004). However, as emphasized in (Dillenbourg et al., 2009): “affective and
motivational aspects that influence collaborative learning have been neglected by

experimental CSCL researchers”.
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AUTO-COLLEAGUE includes an emotion recognition agent that infers the
overall emotional state of the trainees adapting the OCC Theory of emotions (Ortony,
Clore & Collins, 1988). This theory is a de facto in emotion recognition systems in a
variety of fields (Karunaratne & Yan, 2001; Liu & Pan, 2005; Paiva et al., 2004; Dias
& Paiva, 2005; Bartneck, 2002; Ochs, 2005; Allbeck & Badler, 2002; Van Dyke
Parunak et al., 2001; van Breemen & Bartneck, 2003; Streit et al., 2004; Zong et al.,
2000) and, recently, in intelligent learning environments (Moridis & Economides,
2008b; Jaques & Vicari, 2007; Katsionis & Virvou, 2004; Conati & Zhou, 2004;
Chalfoun et al., 2006; Jaques et al., 2004; Elliott et al., 1999; Chaffar & Frasson,
2006). An important novelty presented in this thesis concerns the use of perceived
emotions in the generation of recommendations to the trainees and the trainer. Both of
these kinds of recommendation are related to suggesting optimum collaboration
patterns between the trainees taking into consideration, among other characteristics,

the emotional influence of the trainees during previous collaborations.

7.2. The OCC Theory of Emotions

According to the OCC Theory of Emotions, emotions (negative or positive) are
considered to be reactions to stimulus evoked by certain objects of the environment at
a certain moment. These objects can be Events, People (quoted as agents) or Objects.
The type of the aroused emotion is determined by three major factors:

e The situations that are responsible for the emotion,

e The person who experiences the emotion and

e The cognitive appraisal of the situation by the person.

The cognitive appraisal depends on the standards and the goals of the person
experiencing the emotion.

The OCC Theory of Emotions proposes a model of emotion types. In this model,
emotion types are categorized according the three objects that can be the stimulus for
emotions (events, agents and objects). Specifically, according to this model, emotions
are Valenced Reactions to: Consequences of Events, Actions of Agents and Aspects

of Objects. The global structure of emotion types is illustrated in Figure 7.1.
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Figure 7.1. Global Structure of Emotion Types

The Events will cause Event-Based Emotions (such as pleased, displeased). The

Event-Based Emotions are concerned to be goal-based emotions. These emotions are

further categorized into two branches based on who is the receiver of the

consequences of the emotions:
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e [f the emotion consequences are for another person: Fortunes of Other
emotions. In this emotion category the desirability of the event (if the person
wanted the event to happen) affects the emotion:

o If the event is desirable, then the emotion will be positive (such as
happy for, gloating).

o If the event is undesirable, then the emotion will be negative (such as
resentment, pity).

e If the emotion consequences are for the person who experiences the emotion,

then there are two different categories depending on the relevancy of the prospect

for the event (if the person expected or not the event to happen): the Prospects

Relevant and Prospects Irrelevant categories. The Prospect Irrelevant emotions

are extended to the Well Being emotions, which can be either positive (such as

joy) or negative (such as distress). The Prospect Relevant (expected to happen)
emotion type (such as hope, fear) will be classified relatively to whether the event
is confirmed or not. In specific:

o Confirmed (expected to happen and it did happen): the emotions are
such as satisfaction (wanted to happen) or fear confirmed (did not want
to happen),

o Disconfirmed (expected to happen and it did not happen): the emotions
are such as relief (did not want to happen) or disappointment (wanted
to happen).

The Actions of Agents will cause Attribution Emotions (such as approving,
disapproving). The Attribution Emotions are standards-based emotions. This emotion
type is categorized depending on whether the action concerns the person who
experiences the emotion (Self Agent) or someone else (Other Agent):

e Self-Agent: the emotions may be positive (such as pride) or negative (such as

shame).

e Other-Agent: the emotions may be positive (such as admiration) or negative

(such as reproach).
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The Aspects of Objects will cause Attraction Emotions, which can be positive
(such as love) or negative (such as hate). The Attraction Emotions are attitudes-based

emotions.

7.3. The Emotion Categories Used in AUTO-COLLEAGUE

In AUTO-COLLEAGUE, we have applied only a part of the model of the OCC
Theory, that is the emotion categories adequate for a collaborative learning
environment. As the Event-Based Emotions are goal-based emotions and the
Attribution Emotions are standards-based emotions, we have defined certain goals,
and standards that affect the appraisal of emotions of the users in such a learning
environment.

Specifically, the identified goals concerning the Prospect-Based and Well-Being
emotions (that correspond to the Prospects Relevant and Prospects Irrelevant types)
are cited in Table 7.1. The goal “I learn/have progress” concerns the performance of
the trainee and in what degree s/he presents progress in knowledge. The goal “My
team has progress” refers to the fact that the rest members of the same group have
also achieved improvement in their level of expertise. Normally, the trainee would
expect these two goals to be achieved (Prospects Relevant). If they are confirmed,
then the produced emotion will be satisfaction (positive emotion). If they are
disconfirmed, then the produced emotion will be disappointment (negative emotion).
The goal “I have a good relationship with my colleagues™ is associated to the degree
that the trainee seems to match with the rest members of the group and have a
harmonious collaboration. As the main aim when using educational software is to
learn, these goals are not direct. So, the trainee does not expect them to happen
(Prospects Irrelevant). However, if these goals are achieved, then the produced
emotion will be joy (positive). If these goals are not achieved, then the produced

emotion will be distress (negative).
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Table 7.1. Goals (for Event-Based Emotions)

PROSPECT I learn/I have progress
RELEVANT | My team has progress.
PROSPECT

IRRELEVANT

I have a good relationship with my colleagues

The identified standards (cited in Table 7.2) concern the Attribution Emotions that
is the Self Agent and Other Agent Actions type. The standard “I am useful to my
group” concerns the desirability of the trainee to contribute to his/her colleagues and
the group work. The standard “I am a very good student/employer” refers to the need
of the trainee to be good at what s/he is trying to achieve (that is knowledge). The
standard “I am the best in my group” is related to the desire of the trainee to
distinguish from the group. These 3 standards are associated with the Self-Agent
Actions, as they are related to the trainee. If they are accomplished, then the produced
emotion will be pride/gratification (positive). If they are not accomplished, then the
emotion will be shame/disappointment (negative). The standard “Others admire me
for my capabilities” refers to the need of the trainee to be admired by others. The
standard “I help others” refers to the wish of the trainee to offer help and advice to
others and share the attained knowledge and experience. The standard “I belong to a
group” is associated to the need of feeling a member of a group and have a common
group target struggling to accomplish. The standard “I am being helped” is related to
the need of the trainee to feel that s/he is not alone and that others can offer him/her
help when needed. The standard “Others ask for my help” refers to the need of feeling
useful. These 5 standards are associated with the Other-Agent Actions, as they are
affected by the actions of other people. If they are accomplished, then the produced
emotions will be pride/gratification (positive). If they are not accomplished, then the

emotion will be shame/disappointment (negative).
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Table 7.2. Standards (for Attribution Emotions)

SELF AGENT %:ﬁ ;5“:‘:‘1 : t%g:iys%flgzgt/em loyer
ACTIONS v & proy

I am the best in my group
Others admire me for my capabilities

OTHER I help others

AGENT I belong to a group

ACTIONS I am being helped
Others ask for my help

7.4. Traced Characteristics for Predicting the Appraisal of Emotions

In order to infer if these identified goals and standards are likely to be
accomplished and, hence, the relative emotions to be triggered, the system traces
specific characteristics of the trainees. These characteristics are related to the
performance of the trainees, as well as the kind and frequency of their participation in
the chat system. In detail, the traced characteristics are: the frequency of

sending/receiving messages and the upgrades in the level of expertise.
7.4.1. Messages

There are 4 types of messages:

e Request help: the trainee sends a message asking for help in a specific topic.

e Offer help: the trainee sends a message answering to a received request help

message.

e Offer Advice: the trainee sends a message providing general advice on a topic.

e Greeting: the trainee sends a message with personal content.
Three values are stored for every message type: Low-Limit, Medium-Limit and High-
Limit. Each of these values corresponds to the degrees that the system presumes that
the frequency of the types of messages of a trainee is considered of low, medium or
high degree. For example, the frequency of sending greeting messages is defined to

have: Low-Limit=0, Medium-Limit=6 and High-Limit=12. If a trainee is found to
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have sent 10 such messages, then the value of the greeting messages frequency for the

trainee will be high.

7.4.2. Upgrades in Level of Expertise

The level of expertise is described using the stereotype-based student modelling
technique. There are 4 stereotypes for the level of expertise: Basics, Junior, Senior
and Expert. Every stereotype is associated with specific degrees of knowledge per
UML topic. The system classifies the trainee into one of the level of expertise
stereotypes after evaluating his/her performance on UML while using the
environment. It takes into consideration the actions that led to correct and mistaken
answers. Then, the system can simply count the upgrades/downgrades in the level of

expertise.

7.5. How the Traced Characteristics Influence the Appraisal of

Emotions

The associations between the identified goals and the values of the traced

characteristics are:

e [ learn/I have progress: Upgrade in level of expertise: if the trainee is found
to have made at least 1 upgrade in his/her level of expertise, this means that
s/he has progress.

e My team has progress: Team members’ upgrade in level of expertise: if all
the members of the trainee’s group are found to have at least 1 upgrade in their
level of expertise, this means that the trainee’s team has progress.

e I have a good relationship with my colleagues: Frequency of greeting
messages: if the frequencies of the greeting messages received and sent are

high, then the trainee probably has a good relationship with his/her colleagues.

The associations between the standards and the values of the traced

characteristics are:
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e [ am useful to my group: Frequency of advice messages and offer help
messages: if the frequencies of advice messages and offer help messages sent
are high, then the trainee is likely to believe that s/he is useful to the group.

e | am a very good student/employer: Belonging in the highest level of
expertise: if the trainee is found to belong to the highest level of expertise
(expert), then s/he will feel that s/he is very good at what s/he is trying to
accomplish.

e | am the best in my group: Level of expertise is the highest in the group: if
the level of expertise of the trainee is the highest among all others’ in the same
group, then s/he will believe that s/he has achieved to be the best in the group.

e Others admire me for my capabilities: Frequency of received help request
messages: if the frequency of help request messages received are high, then
the trainee may feel that others admire him/her to ask for his/her help.

o [ help others: Frequency of offer help messages sent and frequency of advice
messages sent: if the frequencies of offer help messages and advice messages
sent to colleagues are high, then it is likely that the trainee will believe that
s/he can help others.

o | belong to a group: Frequency of all types of messages sent and received. if
the frequency of al types of messages sent and received are high, then the
trainee is possible to feel that s/he in fact belongs to the group.

e I am being helped: Frequency of offer help messages received: if the
frequency of offer help messages received by others is high, then the trainee
will feel that s/he is being helped by the rest of the group and that s/he is not
alone.

e Others ask for my help: Frequency of request help messages received.: if the
frequency of request help messages received by colleagues is high, then the

trainee will feel s/he has accomplished to be asked for his/her help.

Depending on the emotion type of the identified goals/standards, the generated
emotions will be:

e Prospect Relevant: [ learn/I have progress, My team has progress:
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o Positive: Satisfaction.
o Negative: Dissatisfaction.
e Prospect Irrelevant: I have a good relationship with my colleagues:
o Positive: Joy
o Negative: Distress.
o Self-Agent Actions: I am useful to my group, I am a very good
student/employer, I am the best in my group, Others ask for my help:
o Positive: Pride, Gratification.
o Negative: Shame, Remorse.
e Other-Agent Actions: Others admire me for my capabilities, I help others, I
am being helped:
o Positive: Pride, Gratification.
o Negative: Shame, Remorse.
e Other-Agent Actions: I belong to a group:
o Positive: Gratification.

o Negative: Remorse.

7.6. Inferring the Emotional Influence of the Trainees

The aim of the system is to record whether the trainee is experiencing more
positive emotions than negative emotions or the opposite. The flow chart of this
process is illustrated in Figure 7.2. The system traces the values of the aforementioned
characteristics and makes inferences about the possibility that the trainee will
accomplish the associated goals and standards as described above. If the
characteristics” values for the trainee satisfy positively the associated goal/standard,
then the system assumes that the trainee will be triggered emotionally in a positive
way. In the opposite case (the characteristics” values satisfy negatively the associated
goal/standard), the system will assume that the trainee is likely to have negative
emotions. Then, it calculates the difference between the positive and negative amount

of emotions. If the result is negative, then the system will conclude that the trainee has
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generally negative feelings. Else (the difference is a positive value), the system will

infer that the overall emotions of the trainee are positive.

Calculate Trainee's
Parameter Values
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Set Positive_Count:

er=0, Set Negative_Counter=0, Set i=1

Increase
Positive_Counter
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Figure 7.2. Flow Chart of Identifying the Overall Emotional State of the Trainee
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The identified overall emotional state of the trainee is stored in his/her student
model and is evaluated by the system in relation to who were the trainees that

collaborated with him/her at the time the process of emotion perception was executed.

7.7. How Perceived Emotions are Used in the System

As already explained, the perceived emotions are used to infer the overall
emotional states (positive or negative) of the trainee and his/her colleagues. Then, the
system concludes to whether it should recommend the repetition of this collaboration
schema or not. In specific, the emotional states are taken into consideration for
generating recommendations about:

e The appropriate colleagues to collaborate with and

e The optimum organization of the trainees into groups (group formation tool).

Recommendation of Appropriate Colleagues to Collaborate With

The recommendation of appropriate colleagues with whom the trainee should
collaborate is provided to trainees after considering the criteria of knowledge,
personality and emotional states. First of all, the recommended colleagues should
know the UML topics the trainee has problems with. From this set of colleagues, the
system excludes those that:

e The trainee has rejected for collaboration in the past and

e Has been found to have a negative impact on the trainee’s emotional state

during a previous collaboration.
Finally, the system restricts this set to the subset of trainees that

e Have been found to have a positive impact on the trainee’s emotional state

during a previous collaboration and

e In order of precedence, belong to the personality-related stereotypes of

Willing-to-help, Participative and Diligent.

Recommendation of Optimum Organization of the Trainees into Groups
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This kind of recommendation is offered to the trainer and concerns the optimum
organization of the trainees into groups according to the following criteria:

e The desired and undesired combinations of personality stereotypes in the same

group,

® The desired group structure concerning the level of expertise and

e The observed by the system emotional affect between the trainees.

The desired combinations of stereotypes are the pairs of stereotypes that their
coexistence in the same groups would be beneficial for the performance of the
individual trainees and of the groups. On the other hand, the undesired combinations
of stereotypes are those pairs of stereotypes that the trainer would not like to have
together in the same group, as they would be a bad influence to each other. So, the
system will try to form groups with as many as possible desire combinations of
stereotypes and avoid resulting to groups with the undesired combinations.

The desired group structure concerns the number and kinds of levels of expertise
(basics, junior, senior and expert) that should constitute each group. For example,
group A should include one senior and two junior trainees. So, the group formation
tool will try to satisfy the desired structure depending on the trainees’ levels of
expertise.

The emotional affect between the trainees is related to the observed emotional
state during the collaboration of a trainee with the members of the same group.
Specifically, if the emotional states of the majority of the trainees of the same group
were found to be positive when in collaboration with the rest members of the group,
then the criterion of combining these trainees together will be added. Else, if the
emotional states of the majority of the trainees of the same group were negative, the
criterion of separating these trainees will be added.

A more detailed description on the extraction of these recommendations is given

in chapter 10.

7.8. Conclusions
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A substantial novelty of the CSCL system presented in this thesis is that it
automatically predicts the overall emotional state of the trainees. The emotions are
perceived adapting a part of the OCC cognitive model of emotions, which has been a
de facto in affective software. Until now, the influence of emotions is a neglected
issue in learning environments and CSCL systems. The few existing affective learning
environments use the predicted emotions to improve the mood and positive emotions
of the students by representing affective states through avatars or generating affective
messages. In our implementation, the perceived emotions are used for inferring the

most effective collaboration between the trainees and group formation.
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ADAPTING INTELLIGENT
RECOMMENDATIONS USING THE
HERSEY AND BLANCHARD
SITUATIONAL LEADERSHIP THEORY

8.1. Introduction

Any teacher or trainer who wants to be successful must obtain leadership role and
capabilities, as s/he has to manage a group of people, whom s/he needs to influence,
guide, support and inspire (Gabriel, 2005; Barth, 2001; Wilmore, 2007; York-Barr &
Duke, 2004; Suranna & Moss, 1999). Therefore, after researching in literature, we
have decided to use the Situational Leadership Theory (SLT) in order to adapt the
intelligent advice offered by our learning system to the trainees and the trainer. This
decision was supported by related studies on SLT that advocated on its use (Clark,
1981; Hersey et al., 1982; Cairns et al., 1998), its simple features (Weber & Karman,
1991; Baker, 2009; Gupta, 2007) and general acceptance (Duke, 2009; Vasu et al.,
1998). In our approach, the follower role is applied to the trainee and the leader role is
applied to the trainer and the system (as the system also has a trainer’s role through

the provided recommendations). The system continually evaluates the maturity of the
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trainees per task and associates them (again per task) with the respective leadership
style. These inferences on maturity and leadership styles are used to adapt the advice
given to the trainees and the trainer.

In AUTO-COLLEAGUE, the trainees are offered advice regarding their change in
performance, the problematic domain topics (that is in UML), the help topics they
should study and the appropriate colleagues with whom they should collaborate. In
this case, the system plays in some way the role of the trainer who guides them during
the learning process. The appearance and frequency of this advice is adapted to the
trainee according to the SLT.

The trainer of the system, also, receives intelligent recommendations, the content
of which concerns the leadership style that s/he should follow for each trainee
according to his/her maturity level per task. In addition, the trainer is given analytical
statistical and historical reports on the changes in the maturity (ability and
willingness) per assigned task of the trainees.

In this chapter, we describe the way that the definitions of the SLT have been
calculated in our system. The ways that the maturity of the trainees has been used in
AUTO-COLLEAGUE is described in detail in chapter 8.

One of the main problems in applying the SLT is the great possibility that the
trainee of the group will not be able to aptly define the maturity of every trainee and,
therefore, be precise in the appropriate leadership style to follow. The maturity is a
combination of the ability and willingness of the follower/trainee for each assigned
task. In AUTO-COLLEAGUE, we challenge this difficulty defining the maturity
through calculating objective measurable trainees’ features related separately to the

ability and the willingness.

8.2. The Hersey and Blanchard Situational Leadership Theory

One of the main principles of the Hersey and Blanchard Situational Leadership
Theory (SLT) is that the leadership style that a leader should adopt should not be the
same for everyone and for every task. The leader should be flexible depending on

each follower readiness/maturity and on each task assigned to the follower. The
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readiness or maturity is defined as variable that is both follower and task specific. Its
value is affected by two parameters: the ability and the willingness. The ability refers
to the knowledge, skills and experience of the follower. The willingness is related to
the self-confidence and motivation the follower has in order to accomplish an
assigned task. There are four levels of maturity: R1, R2, R3 and R4. In case a follower
belongs to the R1 level, s/he is unable and unwilling or insecure (low ability, low
willingness). If s/he is classified into the R2 level, this means s/he is unable, though
willing and motivated (low ability, high willingness). The R3 level entails that the
follower is able, but unwilling or insecure (high ability, low willingness). Followers
that belong to the R4 level are those that are able and willing and motivated (high
ability, high willingness).

Accordingly to these four levels of maturity of the follower, the leader should
follow the corresponding leadership style. Hersey and Blanchard have defined four
leadership styles. Every leadership style is influenced by two different leadership
dimensions: the Task Behaviour and the Relationship Behaviour. The task behaviour
concerns the not bi-directional communication the leader has with the follower in
order to give him/her strict directions on the task. The relationship behaviour refers to
the bi-directional communication the leader has with the follower in effort to support
him/her in a more socio-emotional way and simultaneously get feedback. Depending
on the leadership style, the extent of acting these two behaviours ranges from low to
high values.

These four leadership styles are: Telling, Selling, Participating and Delegating.
Following the Telling leadership style means that the leader will describe to the
follower in great detail the steps for accomplishing the assigned task and supervise
him/her intimately (high task behaviour and low relationship behaviour). The Selling
leadership style means that the leader should still provide guidance and support, but in
a more indirect way (high task behaviour and high relationship behaviour). According
to the Participating style, the leader should provide less direction to the follower and
at the same time focus on their relationship (low task behaviour and high relationship

behaviour). In conformance with the Delegating leadership style, the leader should
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leave responsibilities to the follower and supervise him/her less and quietly (low task

behaviour and low relationship behaviour).

8.3. Measuring the Maturity

8.3.1. Calculating the Ability

The ability of a trainee on a specific task is calculated using an algorithm that is
processed for every UML topic related to the task. This algorithm is the same used for
building the buggy student model of the trainee as explained in detail in chapter 6.
Every task is related to specific UML topics. For calculating the ability, the system
firstly finds all the UML topics with which the specific task is associated and, then,
runs the algorithm for each topic. The algorithm takes as input the actions and the
errors of the trainee that are associated with the topic. The output of the algorithm is
the degree of knowledge on the topic and is a positive real number in [0, 1]. This
degree is used for assigning the weight value in the graph of the buggy student model.
The result of the algorithm expresses the ability of the trainee on the specific topic for
which it is processed. Finally, the system calculates the average of all the topic
abilities. This average expresses the ability of the trainee on the task. A schematic

representation of the ability calculation for a specific task is illustrated in figure 8.1.
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Figure 8.1. Schematic Representation of the Ability Calculation for a Specific Task

8.3.2. Calculating the Willingness

The calculation of the willingness of the trainees should be based on the
observation of personality traits related to the self-confidence and motivation the
trainee shows working to complete a task. For this reason, the willingness is
calculated using the self-confident and diligent personality-related stereotypes of the
student models. The self-confident trainee believes in him/herself and his/her skills.
When a trainee has self-confidence, s/he maintains a positive attitude even if his/her
knowledge and skills are not of a high level or even if probably s/he actually is not

highly esteemed by his/her colleagues. The diligent trainee has earnest and persistent
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application to the training task and makes steady efforts during the learning process.
The triggers of these stereotypes are shown in table 8.1 and are the outcome of the

empirical study presented in chapter 5.

Table 8.1. Triggers of the willingness stereotypes

Facet Self-confident Diligent
F1: useless mouse movements and clicks )
P—— Low Medium
F2: average idle time Medium Low
F3: Number of actions Medium High
F4: error frequency Medium High
F5: correct actions frequency Medium Low

F6: Help utilization frequency Medium Low

F7: communication frequency Low

The triggers are the conditions between facet-value pairs that activate the
stereotype. There is, also, a rating upon each trigger indicating the degree of the
probability that a trainee belongs to the corresponding stereotype depending on the
facet values. This rating is a real number between 0 and 1. It is calculated per trainees
and per task as described in chapter 5. After the system calculates the ratings for both
of the stereotypes, it calculates their average rating that forms the willingness of the
trainee for the specific task. The willingness is a real number between 0 and 1. If the
average rating is below 0.5, the willingness of the trainee on this task is defined as
low. In the opposite case, the willingness of the trainee on this task is defined as high.
The process of the calculation of the willingness of a trainee for a specific task is cited
in figure 8.2, where STEREOTYPE C is the self-confident stereotype,
STEREOTYPE_D is the diligent stereotype, RATING_C is the rating for the self-
confident stereotype and RATING_D is the rating for the diligent stereotype.
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Figure 8.2. Schematic Representation of the Willingness Calculation.

8.3.3. Calculating the Maturity

The maturity of a trainee on a specific task is calculated based on his/her ability
and willingness on the task, as shown on table 8.2. If both ability and willingness are
low, the maturity level is R1. If the ability is low and the willingness is high, the
maturity level is R2. If the ability is high and the willingness is low, the maturity level
is R3. If both ability and willingness are high, the maturity level is R4.

Table 8.2. Calculation table of maturity based on ability and willingness of trainee in a

specific task.

Maturity Level Ability Willingness
Rl low low

R2 low high

R3 high low

R4 high high

147



Adapting Intelligent Recommendations Using the Hersey and Blanchard Situational
Leadership Theory

8.4. How Leadership Styles are Used in the System

The appropriate leadership styles estimated by the system are used for (a) adapting
the recommendations offered to the trainees and (b) providing to the trainer assistance

in leading and handling the trainees.

8.4.1. Adapting the trainees’ recommendations

The system, which plays the role of the leader, follows the respective leadership
style depending on the maturity of the trainees (who play the role of the followers)
using the SLT by adapting specific parameters of the recommender system. These
parameters are:

e The Advisor Interval,

e The Error Triggering Frequency and

e The Modality of Messages.

The Advisor Interval is a time parameter that defines how frequently the
recommender system will be searching for satisfied conditions that trigger the offering
of recommendations. These conditions are: (a) specific frequency of errors made
(Error Triggering Frequency parameter), (b) change in the knowledge (ability) and (c)
change in the diligent/self-confident stereotype (willingness). When at least one of
these conditions is satisfied, recommendation messages are shown to the trainee. The
content of these messages varies depending on the kind of the satisfied condition.

In case of specific frequency of errors made (Error Triggering Frequency
parameter), the trainee is given a series of messages. The first message informs the
trainee on the errors kind and frequency. The second message recommends to the
trainee the help topics s/he should study. The third message proposes to the trainee
adequate colleagues with whom s/he should collaborate.

In case of change in the diligent/self-confident stereotype, the trainee is informed
about this, as it may influence his/her future behaviour and progress. For instance,
informing a trainee about his/her progress in knowledge will possibly increase his/her

self-confidence and diligence.
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The Modality of Messages parameter defines whether the recommendation
message will be modal or not. This is useful for minimizing the possibility of the
ignoring the recommendation.

If the trainee belongs to the R1 maturity level (low ability, low willingness), the
appropriate leadership style is the Telling. The recommender system should have high
task behaviour and low relationship behaviour towards the trainees. Therefore, the
Advisor Interval is defined as 4 minutes (which is a low interval) and the Error
Triggering Frequency is 1. The messages are modal, so that the trainees cannot ignore
them. In this way, the recommender system will support the trainee frequently with
many descriptive help messages.

If the trainee belongs to the R2 maturity level (low ability, high willingness), the
appropriate leadership style is the Selling. The recommender system should have high
task behaviour and high relationship behaviour towards the trainees. Therefore, the
Advisor Interval is defined as 4 minutes (which is a low interval) and the Error
Triggering Frequency is 2. The messages are modal, so that the trainees cannot ignore
them. Additionally, the recommender system will provide the trainee with
encouraging messages. For example, if s/he is not found to belong to the self-
confident stereotype, the recommender system will send supportive messages that will
possibly encourage him/her.

If the trainee belongs to the R3 maturity level (high ability, low willingness), the
appropriate leadership style is the Participating. The recommender system should
have low task behaviour and high relationship behaviour towards the trainees.
Therefore, the Advisor Interval is defined as 8 minutes (medium interval) and the
Error Triggering Frequency is 3. The messages are not modal. Additionally, the
recommender system will provide the trainee with encouraging messages.

If the trainee belongs to the R4 maturity level (high ability, high willingness), the
appropriate leadership style is the Delegating. The recommender system should have
low task behaviour and low relationship behaviour towards the trainees. Therefore,
the Advisor Interval is defined as 15 minutes (high interval) and the Error Triggering

Frequency is 5. The messages are not modal.
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8.4.2. Leadership Style Toolkit for the Trainer

AUTO-COLLEAGUE offers to the trainer a toolkit of statistical/historical
information about the changes on the maturity (ability and willingness) of the trainees
per assigned task. The trainer is able to review and track the assigned tasks per
trainee. Descriptive data are shown, such as the description, the beginning and
finishing date and time of the task and the score achieved by the trainee in a scale
from 0 to 100. The trainer may also view the updates in the maturity values of the
trainees either for each task or for all tasks (average). In this way, the trainer can draw
many conclusions on the performance of the trainees and the effectiveness of the
leadership style s/he has followed over time. Furthermore, there is an explanative
static form with description on the way that s/he should behave per leadership style.
This form is useful for the trainer as s/he can consult it about the way of leadership at

any time.

8.5. Conclusions

A main contribution of this thesis is related to the novel use of the Hersey and
Blanchard Situational Leadership Theory for adapting intelligent recommendations in
a learning environment. As the system can be viewed as a leader in the learning
process, it seems appropriate to use a leadership theory for guiding the trainees at
achieving knowledge and qualities necessary for successful collaboration and
learning. The Hersey and Blanchard Situational Leadership Theory provides a simple
and computational way for inferring the multi-dimensional trainees’ states (defined by
the maturity variable), as well as a discrete leadership style to follow. The proposed
tactics of each defined leadership style can also be applied in a learning environment
quite easily. Maybe the most complicated and liable to misleading results task is the
calculation of the maturity. In AUTO-COLLEAGUE, the maturity is calculated in two
stages as explained in SLT: defining the ability and evaluating the willingness. The
ability is defined using the buggy student model that represents the knowledge of the

trainee. The willingness is evaluated using the self-confident and diligent personality-
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related stereotypes. Then, according to the estimated maturity, the system chooses the
most adequate leadership style, which imposes specific rules of offering the

recommendations.
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ADAPTIVE AND INTELLIGENT
RECOMMENDATIONS TO TRAINEES
BASED ON THE HERSEY AND
BLANCHARD SITUATIONAL
LEADERSHIP THEORY

9.1. Introduction

AUTO-COLLEAGUE offers adaptive and intelligent recommendation to the
trainees based on their student models, which describe them in three aspects: the level
of expertise, the personality and the emotional state. The level of expertise describes
the knowledge level of the trainee on each domain topic. The personality-related
stereotypes used in AUTO-COLLEAGUE are in accordance with the Five Factor
Model of Personality, but were chosen to fit to the needs of a collaborative learning
environment. These personality-related stereotypes are: self-confident, diligent,
participative, willing to help, sceptical, hurried, unconcentrated and efficient. The
emotional states (positive or negative) are automatically predicted using the OCC
cognitive theory of emotions (Ortony, Clore & Collins, 1988).

There are three types of recommendations provided to the trainees: (a) the next
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UML topics they should study, (b) the appropriate colleagues with whom they should
collaborate and (c) supportive/encouraging messages that would increase their
performance. The appearance, content and frequency of the recommendation
messages are adapted to the trainee and the assigned task using the Hersey and
Blanchard Situational Leadership Theory. This constitutes a novelty of our system, as
there is no other learning environment to have used this theory or any other leadership
theory before. The recommender system of AUTO-COLLEAGUE is built based on
both  content-based and collaborative recommendation methods. The
recommendations are content-based since the system evaluates relative information
about the trainees, such as upgrades/downgrades of the level of expertise, the errors,
the actions, the preferences in collaboration and the help topics already studied. In
addition, the recommendations are collaborative as the system consults the successful
recommendations offered to other trainees with similar state or problems. A
recommendation is considered to be successful if the receiver trainee had overcome

his/her problems in UML after following the steps described by it.

9.2. Overview of the Recommendations

The recommendations to the trainees concern (a) the next UML topics they should
study, (b) the appropriate colleagues with whom they should collaborate and (c)
supportive/encouraging messages that would increase their performance. The
appearance, content and frequency of the recommendation messages are adapted to
the trainee using the Hersey and Blanchard Situational Leadership Theory.

The main principle of this theory is that leaders (the trainer and the system in our
case) should continually adjust their leadership styles depending on the maturity of
the followers (trainees in our case). The maturity is analysed in two variables: the
ability and the willingness, which are dependent on the tasks to be accomplished.
Hersey and Blanchard have defined four different leadership styles suggesting the
most appropriate leadership style of the leader towards the followers for increasing
individual and group improvement. The ability is calculated using the level of

expertise stereotype and the buggy student model. The willingness is defined using
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the personality-related part of the student model. There are four levels of maturity:
R1, R2, R3 and R4. In case a follower belongs to the R1 level, s/he is unable and
unwilling or insecure (low ability, low willingness). If s/he is classified into the R2
level, this means s/he is unable, though willing and motivated (low ability, high
willingness). The R3 level entails that the follower is able, but unwilling or insecure
(high ability, low willingness). Followers that belong to the R4 level are those that are
able and willing and motivated (high ability, high willingness). Accordingly to these
four levels of maturity of the follower, the leader should follow the corresponding
leadership style. Hersey and Blanchard have defined four leadership styles. Every
leadership style is influenced by two different leadership dimensions: the Task
Behaviour and the Relationship Behaviour. The task behaviour concerns the not bi-
directional communication the leader has with the follower in order to give him/her
strict directions on the task. The relationship behaviour refers to the bi-directional
communication the leader has with the follower in effort to support him/her in a more
socio-emotional way and simultaneously get feedback. Depending on the leadership
style, the extent of acting these two behaviours ranges from low to high values.

The next UML help topics that the trainees should study are generated according
to the errors made by the trainee following both recommendation generation methods:
the content-based and the collaborative filtering. The content-based method traces the
errors of the trainee to find the problematic topics. Each error is associated to specific
UML concepts indicating missing and/or faulty knowledge. Each action that resulted
a correct answer is also associated to specific UML concepts describing correct
knowledge. Each UML help topic is associated to relevant UML concepts. Based on
the collaborative-filtering method, the system gets the recommended topics to trainees
that made the same errors in the past and had a successful outcome. The outcome is
regarded as successfulness when the trainee had opened the recommended help topics
and did not make the same error types during the next test.

The appropriate colleagues with whom the trainee should collaborate are found
considering their knowledge, personality and emotional states. The first criterion for
this kind of recommendation is to seek for trainees that know the UML topics the

trainee has problems with. Then, the system excludes those that (a) the trainee has
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rejected for collaboration in the past and (b) has been found to have a negative impact
on the trainee’s emotional state during a previous collaboration. Finally, the system
restricts this set to the subset of trainees that in order of precedence, belong to the
personality-related stereotypes of Willing-to-help, Participative and Diligent.

The aim of the supportive messages is to encourage and motivate the trainees to
improve both their learning and collaboration performance. There are standard advice
messages depending on the personality-related stereotypes that the trainee is found to
belong or not belong to. These messages are shown in table 9.1. The system offers
this kind of recommendation based on the appropriate leadership style according to
the Hersey and Blanchard Situational Leadership Theory. The leadership style

determines the appearance and frequency of these messages as explained in chapter 8.

Table 9.1. Supportive messages according to personality-related stereotype.

STEREOTYPE BELONGS DOES NOT BELONG
You should not have low
Self-confident self-confidence without
reason!
Diligent You should work harder!
Participative Why not participate more?
Willing to help You should be more willing
to help your colleagues!
Sceptical There is no need to
hesitate so much!
You should take your
Hurried time! Do not rush to
answer.
You seem to be
Unconcentrated unconcentrated. Be more

focused!
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9.3. Generating the Recommendations

In the background, there is an agent that continuously searches for new (a)
upgrades/downgrades in level of expertise, (b) personality-related stereotypes updates
in the student model of the trainees and (c) errors. Any such update will trigger the

recommender system to generate recommendations.

9.3.1. Recommender System Triggered by Updates in Level of Expertise and

Personality

In case of upgrade/downgrade in level of expertise, the recommender system will
inform the trainee about the update in the student model. Such informative messages
could motivate the trainee. This kind of messages will appear only if the maturity
level of the trainee is either R2 or R3 (which impose low relationship behaviour).

In case of a new assignment in the personality-related stereotypes of the trainee,
the recommender system will generate a supportive message according to table 9.1.
These supportive messages will appear only if the maturity level of the trainee is

either R2 or R3 (which impose low relationship behaviour).
9.3.2. Recommender System Triggered by Errors

In case of errors, the recommender system searches for errors the trainee made for
a specific amount of times (defined by the Error Triggering Frequency parameter). In
this case, the trainee is given a series of messages. The activity diagram of this
process is shown in figure 9.1. Firstly, the trainee is informed about the error s/he was
found to have made and for how many times. At the end of this message the system
asks the trainee if s/he agrees with that. If the trainee answers negatively, then there is
no other message. If the trainee answers positively, then a second message is shown
that suggests a UML help topic to be studied and a colleague with whom s/he should

collaborate. At the end of the message the trainee is asked again for his/her opinion

157



Adaptive and Intelligent Recommendations to Trainees Based on the Hersey and
Blanchard Situational Leadership Theory

about the collaboration suggestion. If the trainee answers positively, then no other
message is shown. If the trainee answers negatively, the system will inform the
recommended trainee about this rejection and will search again for a suitable
colleague. The search will continue until eventually the trainee answers positively or

until no other suitable partner is found.

Show Information
Message on Error(s)

[trainee does not agree]

[trainee agrees]

A A
Search for Relative Search for Appropriate
Help Topics Colleague
[not found]

[found at least one]

A
Show Relative Help Show Appropriate
Topics Colleague

[trainee does not agree]

[trainee agrees]

Store

Store Preference in ;
Recommendation

Colleague

A

Figure 9.1. Activity Diagram of the recommendation extraction when triggered by error.
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Searching for Relative UML Topics to Study

The next UML help topics that the trainees should study are generated based on
the content-based recommendation method and the collaborative filtering method.

Following the content-based method, the recommender system uses the errors
made by the trainee to infer which are the domain topics that s/he has problems with.
Each potential error is linked to one or more error types. Each error type is associated
to specific UML topics indicating missing and/or faulty knowledge. Such error types
are: Wrong Class Included, Method not Included and Circular Association. For
example, the Wrong Class Included is associated to the Class Definition UML topic,
describing that this error type possibly indicated lack of knowledge of this UML
topic. Each action that resulted a correct answer is also associated to specific UML
concepts describing correct knowledge. In addition, every UML topic is linked to the
relative help topics. The recommender system uses this structure to search for the help
topics to recommend to the trainee based on the error type that triggered it.
" Based on the collaborative filtering method, the recommender system repeats
recommendations that had a successful outcome at the performance of trainees with
the same problems in the past. A recommendation is considered as successful when
the trainee studied the recommended topics and did not make the same error types
during the next test. For the system to be able to track such information, all the errors,
their respective recommendation messages and topics opened (with date-time stamps)
in the help system are recorded in the database. The process is as follows: The
recommender system searches for trainees that made the same errors (defined by error
type) in the past. Then, it retrieves the recommendations shown to these trainees based
on the content-based method at that time. The system has already registered whether
the trainees had studied the recommended topics. So, the next step is to restrict the
found set of trainees to those trainees that indeed opened the recommended topics.
Afterwards, the system searches in the database whether these trainees had made the
same error types in the next test (after opening the recommended topics and if there

was a next test). If such cases are found, the system gathers these recommended topics
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and compares them to the topics generated using the content-based method. Finally,
the recommender system concludes to recommend the common UML topics (in other
words, the intersection of the two sets: the one resulted from the content-based and the

one resulted from the collaborative-filtering method).

Searching for Appropriate Colleagues to Collaborate With

The system searches for appropriate colleagues using as criteria their knowledge,
their personality-related stereotypes and their emotional states. The activity diagram
of the recommendation extraction is shown in figure 9.2.

At first the system seeks for trainees that know the UML topics that the trainee has
problems with, based on the error type made. Then, the system excludes those that (a)
the trainee has rejected for collaboration in the past and (b) has been found to have a
negative impact on the trainee’s emotional state during a previous collaboration. If the
result set of trainees is null, then the system returns to the firstly generated set of
trainees that know the UML topics that the trainee has problems with. This is done, as
possibly the trainee is not collaborative having the negative tendency to reject
everybody. Finally, the system restricts this set to the subset of trainees that in order
of precedence belong to the personality-related stereotypes of Willing-to-help,

Participative and Diligent.
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Figure 9.2. Activity Diagram of the Recommendation Extraction.
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9.4. Adaptivity of Recommendations based on the Hersey and
Blanchard Leadership Theory '

The recommender system, playing the role of the leader, follows the respective
leadership style depending on the maturity of the trainees (who play the role of the
followers) using the Hersey and Blanchard Situational Leadership Theory. This is
implemented through adapting specific parameters of the system: (a) the Advisor
Interval, (b) the Error Triggering Frequency and (c) the Modality of Messages. The
Advisor Interval is a time parameter that defines how frequently the recommender
system will be searching for satisfied conditions that trigger the recommender system.
The Error Triggering Frequency defines which is the amount of the same error made
that would trigger the recommender system. The Modality of Messages indicates
whether the recommendation messages will be modal or not. The leadership styles for
each trainee and task are evaluated after calculating the respective maturity as
explained in chapter 8.

If the trainee belongs to the R1 maturity level (low ability, low willingness), the
appropriate leadership style is the Telling. The recommender system should have high
task behaviour and low relationship behaviour towards the trainees. Therefore, the
Advisor Interval is defined as 4 minutes (which is a low interval) and the Error
Triggering Frequency is 1. The messages are modal, so that the trainees cannot ignore
them. In this way, the recommender system will support the trainee frequently with
many descriptive help messages. As low relationship behaviour should be applied,
there will be no supportive messages.

If the trainee belongs to the R2 maturity level (low ability, high willingness), the
appropriate leadership style is the Selling. The recommender system should have high
task behaviour and high relationship behaviour towards the trainees. Therefore, the
Advisor Interval is defined as 4 minutes (which is a low interval) and the Error
Triggering Frequency is 2. The messages are modal, so that the trainees cannot ignore
them. Additionally, the recommender system will provide the trainee with supportive

messages.
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If the trainee belongs to the R3 maturity level (high ability, low willingness), the
appropriate leadership style is the Participating. The recommender system should
have low task behaviour and high relationship behaviour towards the trainees.
Therefore, the Advisor Interval is defined as 8 minutes (medium interval) and the
Error Triggering Frequency is 3. The messages are not modal. Additionally, the
recommender system will provide the trainee with supportive messages (high
relationship behaviour).

If the trainee belongs to the R4 maturity level (high ability, high willingness), the
appropriate leadership style is the Delegating. The recommender system should have
low task behaviour and low relationship behaviour towards the trainees. Therefore,
the Advisor Interval is defined as 15 minutes (high interval) and the Error Triggering
Frequency is 5. The messages are not modal. As low relationship behaviour should be
applied, there will be no supportive messages.

The parameterisations of these features depending on the leadership style are

summarized in table 9.2.

Table 9.2. Summary of parameterizations depending on leadership style.

Error Triggering Modality of
Leadership Style Advisor Interval
Frequency Messages
S1 low 1 yes
S2 low 2 yes
S3 medium 3 no
S4 high 5 no

9.5. Example of Adaptive and Intelligent Recommendation to Trainee

We will now present an example of offering recommendation to a trainee, George,
whose leadership style should be S3. This means that the Error Triggering Frequency
for him is 3 (according to the table 9.2). The Recommendation Agent has been
triggered by the occurrence of 3 errors associated to the Attributes Definition UML

topic that George has made. The Advisor searches for the appropriate to the
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problematic UML concepts help topics to suggest to the trainee. Then, the agent
searches for the most appropriate colleague and concludes to John who knows the
specific UML topic and is found to be Willing-to-help. The first message shown to
George is illustrated in figure 9.3.

| have noticed thatyou have made

5 errors trying to define Attributes and
3 ermors trying to define Methads.
You seem to need help with these.

Do you agree?

@ |

%

Figure 9.3. First Message of the Recommendation Agent triggered by errors

After George pressed the “Yes” button, the next message, which is illustrated in

figure 9.4, was shown and George disagreed and pressed the “No” button.

= YYou could be helped by reading the help topics:
222 Amibutes Definition

- Additionally. you may contact with John. He
seems to be a suitable parmer foryou.

Da you agree?

L
%

Figure 9.4. Second Message of the Recommendation Agent.

The next message is illustrated in figure 9.5. Its purpose is to register the opinion

of the trainee. George decides to check the first checkbox.

Why don'tyou agree?

T~ Do you think that John doss not have the

-

%

Figure 9.5. Third Message of the Recommendation Agent.
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The agent repeats then the search to find another suitable colleague. There was no
appropriate colleague with the Participative stereotype found, so the agent chooses
Mary who was found to be Diligent. The next message is illustrated in figure 9.6, to

which George answered positively.

Thers is aiso Mary with who you could colleborae.

Do you agree?

@

Figure 9.6. Fourth Message of the Recommendation Agent.

9.6. Conclusions

In this chapter, we describe the recommendations provided to the trainees and the
methods of their generation. There are three types of recommendations: (a) the next
UML topics they should study, (b) the appropriate colleagues with whom they should
collaborate and (c) supportive/encouraging messages that would increase their
performance. The appearance, content and frequency of the recommendation
messages are adapted to the trainee and the assigned task using the Hersey and
Blanchard Situational Leadership Theory. This constitutes a novelty of our system, as
there is no other learning environment to have used this theory or any other leadership
theory before. The recommendations are generated using both the content-based and

the collaborative-filtering approaches.
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10

ADAPTIVE AND INTELLIGENT
RECOMMENDATIONS TO THE
TRAINER USING THE HERSEY AND
BLANCHARD SITUATIONAL
LEADERSHIP THEORY, THE OCC
THEORY OF EMOTIONS AND THE
SIMULATED ANNEALING ALGORITHM

10.1. Introduction

Not always the role of the human trainer is supported in learning environments. In
AUTO-COLLEAGUE, we decided to facilitate the role of the trainer providing
him/her intelligent recommendations. These recommendations include (a) leadership
style suggestions and (b) a group formation tool that proposes optimum organization
of the trainees into groups.

The generation of the leadership style suggestions are based on the Hersey and
Blanchard Situational Leadership Theory. This kind of recommendation viewing the
trainer/teacher as a leader has never been implemented in learning environments. The
system concludes to the most effective leadership style after calculating the maturity

of the trainees for each assigned task. The maturity is a very crucial variable of this
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theory and very complicated to evaluate, as it is task specific and calculated
considering both ability and personality related characteristics.

The aim of the optimum group formation is to suggest the most effective
organization of the trainees into groups. CSCL systems facilitate collaborative
learning enabling students to work collaboratively into groups. An important but often
neglected aspect in Computer-Supported Collaborative Learning is the formation of
learning groups (Miihlenbrock, 2005). There are many studies that highlight the
importance of group formation in collaborative learning tools (Daradoumis et al.,
2002; Inaba et al., 2000). However, there are few experimental studies that provide
automatic group formation. Most of them are stand-alone group formation tools
(Christodoulopoulos & Papanikolaou, 2007; Graf & Bekele, 2006; Cavanaugh et al.,
2004; Wang et al., 2007; Gogoulou et al., 2007a; Martin & Paredes, 2004; Ounnas et
al., 2009; Khandaker & Soh, 2010; Paredes et al., 2009; Kyprianidou et al., 2009) and
few of them are integrated tools in CSCL systems (Soh et al., 2006; Liu et al., 2008;
Ikeda et al., 1997; de Faria et al., 2006; Kreijns et al., 2002). The majority of the
existing group formation tools do not evaluate in real-time the criteria values (student
characteristics) of their group formation algorithm. They receive it as input by the
instructor of the systems or evaluate them based on scientific instruments, such as
psychometric tests (Christodoulopoulos & Papanikolaou, 2007; Graf & Bekele, 2006;
Cavanaugh et al., 2004; Wang et al., 2007; Gogoulou et al., 2007a; Martin & Paredes,
2004; Ounnas et al., 2009; Paredes et al., 2009; Kyprianidou et al., 2009). On the
other hand, in our system the criteria values are evaluated in real-time using the
student models of the trainees.

The group formation tool is generated using the Simulated Annealing algorithm,
which has never been used in relative environments. It is a genetic algorithm that
serves as a general optimization technique for solving combinatorial optimization
problems. The criteria for searching and matching the trainees in groups are:

® The desired and undesired combinations of personality-related stereotypes in

the same group,

e The desired group structure concerning the levels of expertise and

e The observed by the system emotional affect between the trainees.
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The desired/undesired combinations of stereotypes are the pairs of personality-
related stereotypes that their coexistence in the same groups would have a
positive/negative influence on the performance of the individual trainees and of the
groups. The default combinations are the outcome of an empirical study. The desired
group structure concerns the number and kinds of levels of expertise (basics, junior,
senior and expert) that should constitute each group. The emotional affect between the
trainees is related to the observed emotional state during the collaboration of a trainee
with the members of the same group. AUTO-COLLEAGUE includes an emotion
recognition agent that infers the overall emotional state of the trainees adapting the

OCC Theory of emotions (Ortony, Clore & Collins, 1988).

10.2. Providing Leadership Style Suggestions

AUTO-COLLEAGUE uses the Hersey and Blanchard Situational Leadership
Theory (SLT) in order to infer the most effective leadership styles according to the
trainees’ individual needs and characteristics. A key element of SLT is the way of
identifying these individual characteristics of the followers. This is achieved using a
trainee and task specific variable, which is referred as maturity. Its value is affected
by two parameters: the ability and the willingness. The ability refers to the
knowledge, skills and experience of the follower. The willingness is related to the
self-confidence and motivation the follower has in order to accomplish an assigned
task. There are four levels of maturity: R1 (low ability, low willingness), R2 (low
ability, high willingness), R3 (high ability, low willingness) and R4 (high ability,
high willingness). Each maturity level is associated with one of the defined leadership
styles: Telling, Selling, Participating and Delegating.

In our system, the maturity of a trainee on a specific task is defined after
calculating separately his/her ability and willingness on the task. The ability is
calculated using the knowledge of trainee as described in his/her buggy student
model. The willingness is calculated using the self-confident and diligent personality-
related stereotypes of the student models. Calculating the average of these

stereotypes’ ratings assigned during working on a specific task, the system finds the
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willingness of the trainee on a specific task. Then, the system concludes to the
maturity value. If both ability and willingness are low, the maturity level is R1. If the
ability is low and the willingness is high, the maturity level is R2. If the ability is high
and the willingness is low, the maturity level is R3. If both ability and willingness are
high, the maturity level is R4.

AUTO-COLLEAGUE offers to the trainer a toolkit of statistical/historical
information about the changes on the maturity (ability and willingness) of the trainees
per assigned task. This form is illustrated in figure 10.1. At the upper part of the form
the grid showing all the trainees and their assigned tasks are shown. The fields of the
tasks are the date and time of beginning and of finishing the task (if finished), the
description of the task and the score achieved by the trainee in a scale from 0 to 100.
The updates in the maturity values for the trainee selected from the grid are shown at
the lower part of the form. The trainer can choose through the radio buttons whether
s/he wants this statistical information on maturity refers to the task selected from the
tasks’ grid or to the average of all tasks. The fields shown in the maturity grid are the
maturity level (R1, R2, R3 or R4), the ability (real number between 0 and 1), the
willingness (real number between 0 and 1), the date and time that the update in
maturity was recorded and the appropriate leadership style to follow. In addition, the
same records of maturity are given in a graph with two series: the ability and the
willingness series. In this way, the trainer attains a full representation of the changes

in the maturity of the trainee through time for a specific task or for all of the tasks.
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Figure 10.1. Form of showing statistical information on maturity changes (advice to trainers).

Through this form, the trainer can draw many conclusions on the performance of
the trainees and the effectiveness of the leadership style s/he has followed during
time. Furthermore, there is another form (figure 10.2) with description on the way that
s/he should behave per leadership style. This form is useful for the trainer as s/he can

consult it about the way of leadership at any time.

exactly

<tdy arnd i which order, You should, also, supervise

them closely. You should put aside for the time being the

personal relationship and focus more on guidance on the
learming material

dnould pvowda dlechon to your trainees, blx you

| (high task behaviour, zhouid alsa emphasize on your communication to support
| high re 5 and encourage them.

| behaviou)

Participating: As your trainees seem to have the appropriate. &dly you
| (low task behaviour, should pay more attention on your relati
: ionshi with them.

PP

: behaviour)

| Delegating: You should minimize the frequency and amount of

(low task behaviowr,  diection, as well as the closeness of your relationship with
' low relationship them. Limit yourself to silently monitor their progress.

[l behaviou)

Figure 10.2. Form of Leadership Style Definitions for the Trainer.

171



Adaptive and Intelligent Recommendations to the Trainer Using the Hersey and
Blanchard Situational Leadership Theory, the OCC Theory of Emotions and the
Simulated Annealing Algorithm

10.3. Optimum Group Formation of Trainees

10.3.1. Criteria

The group formation tool recommends the most effective organization of the
trainees into groups according to:

e The desired and undesired combinations of personality-related stereotypes in
the same group,

e The desired group structure concerning the level of expertise and

e The observed by the system emotional affect between the trainees.

The desired combinations of stereotypes are the pairs of stereotypes that their
coexistence in the same groups would be beneficial for the performance of the
individual trainees and of the groups. On the other hand, the undesired combinations
of stereotypes are those pairs of stereotypes that the trainer would not like to have
together in the same group, as they would be a bad influence to each other. So, the
system will try to form groups with as many as possible desired combinations of
stereotypes and avoid resulting to groups with the undesired combinations. The
default combinations (shown in figure 10.3) are the outcome of an empirical study
presented in chapter 10. However, the trainer may define the desired and undesired
combinations of personality-related stereotypes through the form illustrated in figure

10.3.
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¥4 Groups Building Advisor and Tracker

Groups Parameters | Groups History = Suggested Groups
Undesired S ype Combinati Desired Stereotype Combinations
> M ok = a o T > M o = a -
Stereotype 1 ]Sleteotype & I 1| |Stereotype 1 ]Steteolype 2 I fad
_)_ Sceptical Unconcentrated P |Sceptical Hurried
Hurried Unconcentrated | Sceptical Self-confident
Self-confident Willing to Help || Hurried Efficient
L Efficient Diligent
v v

Figure 10.3. Form of Defining the Desired and Undesired Combinations of Personality-
Related Stereotypes.

The desired group structure concerns the number and kinds of levels of expertise
(basics, junior, senior and expert) that should constitute each group. For example,
group A should include one senior and two junior trainees. So, the group formation
tool will try to satisfy the desired structure the most, depending on the trainees’ levels
of expertise. The form of defining the desired structures of groups is illustrated in
figure 10.4. The groups are defined at the upper left part of the form and the structure
for each group at the right part.
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> M = A (o
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_|Expert Student Expert

v v

Figure 10.4. Form of defining the desired level of expertise structures of groups.

The emotional affect between the trainees is related to the observed emotional
state during the collaboration of a trainee with the members of the same group.
Specifically, if the emotional states of the majority of the trainees of the same group
were found to be positive when in collaboration with the rest members of the group,
then the criterion of combining these trainees together will be added. Else, if the
emotional states of the majority of the trainees of the same group were negative, the
criterion of separating these trainees will be added.

The form of the group formation tool (figure 10.5) is available only to the trainer
of the system. The trainer may choose to form groups according to both of the criteria
described above or according only to the desired level of expertise structures of
groups by pressing the corresponding button (at the bottom of the right part of the
form in figure 10.5). At the left part of the form, the suggested by the system groups
are listed in hierarchical tree view, where the roots are the teams. At the right part of
the form, an evaluation report is shown. In this report, 4 evaluation characteristics of
the current group suggestion are listed. Failed Combinations are the number of the
combinations between trainees that that the system should not make according to the
searching criteria. The Failed Groups refer to the number of the groups that Failed
Combinations are included. In similar way, Successful Combinations state the number
of successful combinations between trainees according to the searching criteria.

Successful Groups refer to the number of the groups that Successful Combinations are
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included. The existence of failed combinations may be the outcome of failure in the
search algorithm, but the most common reason is the lack of available trainees with
characteristics that would fit in the searching criteria. However, the trainer can
manually change the formation of the groups by adding, deleting or moving the

trainers after consulting their individual student models.

4 Groups Building Advisor and Tracker
Groups Parameters Groups History Suggested Groups Constraints and Desires

Suggested Groups Evaluation Report

= Team1 # | Characteristic

=i Junior Student: 2 Failed Groups: 3
Traines 14 Failed Combinations: 19
Trainee 7

Successful Groups: 19

= Senior Student: 1
Trainee 28 Successful Combinations: 159

= Expert Student: 1
Trainee 43

= Team2

= Junior Student: 2
Trainee 30
Trainee 77

= Senior Student: 1
Trainee 21

= Expert Student
Trainee 78

= Team3

= Junior Student: 2
Trainee 5
Trainee 40

=i Senior Student: 1
Trainee 45

= Expert Student: 1
Trainee 70

= Team4
= Junior Student: 2
Trainee 58
Trainee 67
= Senior Student: 1

Trainee 25
= Expert Student: 1
Trainee 74
= Team5
= Junior Student: 2 “Suggest Best Groups
Trainee 27
Trainee 37 <& Based on Role Structure

© aminr Chrecdamde 1

Figure 10.5. Form of the Group Formation Tool.

10.3.2. Empirical Study for Defining Appropriate Desired/Undesired

Combinations of Stereotypes

We have conducted an empirical study on finding the most effective combinations
between the user stereotypes. The empirical study included 50 experienced trainers.
They were given a questionnaire in which they had to answer to questions concerning
the desired combinations and undesired combinations of the personality-related
stereotypes used in our system. The given questions were related to the ways they

organize the trainees in their classes according to the individual characteristics they
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have traced. The trainers were also asked to justify their answers. The results are

illustrated in figures 10.6 and 10.7.

DESIRED COMBINATIONS %
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W Hurried-Willing to Help
B Unconentrated-E fficient
® Unconentrated-Self-Confident
B Unconentrated-Diligent
@ Unconentrated-Particip ative
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OEfficient-Self-Confident
OEfficient-Diligent
O Efficient-Participative
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Figure 10.6. Results on Desired Combinations.
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Figure 10.7. Results on Desired and Undesired Combination of Personality-Related

Stereotypes.
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In AUTO-COLLEAGUE, we decided to use as default combinations of

stereotypes those with value more than 50%.

10.3.3. Using the Simulated Annealing Algorithm

The Simulated Annealing Algorithm

The search for the best solution is implemented using the Simulated Annealing
(SA) algorithm (Kirkpatrick et al., 1983), which is a genetic algorithm that serves as a
general optimization technique for solving combinatorial optimization problems.
Simulated Annealing is motivated by the desire to avoid getting trapped in poor local
optima, and hence, occasionally allows “uphill moves” to solutions of higher cost,
doing this under the guidance of a control parameter called the temperature (Johnson
et al., 1989).

The temperature is used in the acceptance probability that the algorithm evaluates
to decide if a solution is acceptable. The initial value of the temperature is high and
then reduced during the progress of the algorithm. There are, also, two maximum
limits of repeats of the algorithm without finding a better solution per temperature
value. The first limit indicates that the temperature must change. The second limit
represents the termination criterion for the algorithm. The termination criterion can
also be: temperature=0, instead of using a limit. The initial value of the temperature
and its changes are controlled by the so-called cooling schedule/strategy. The cost of
each solution generated is calculated by the objective/cost function.

The flow chart for the process of finding optimum groups of learners based on SA
is illustrated in figure 10.8. The first step of the algorithm is to start with an initial
solution. Then, this solution is evaluated using an objective/cost function. If the cost
of the new solution is lower than the cost of the current solution, then the current
solution is updated to the new solution. If not, then an additional criterion is applied
based on the probability p=exp(-(8f)/T), where 8f is the difference between the costs
of the new solution and the initial solution. If p is larger than a random number

between 0 and 1, then the current solution is updated to the new solution. Then, the
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algorithm will be repeated to this point until the temperature is to be changed

(according to the cooling schedule). The next step will be to change the temperature

and decide whether the search should be terminated according to the termination

criteria. If the search should not be terminated, the algorithm is repeated.

Generate a
new solution

No

[ Evamuate the sotution

No
Accepted?
Yes

[ Update the current sotution_|
Change
Temperature?

Yes

Decrease
Temperature

Terminate

the search?

Figure 10.8. Flow chart for finding optimum groups based on SA

In order to apply the SA algorithm, it is necessary to define the configuration

space, the method of finding the neighbourhoods, the objective function and the

cooling schedule/strategy.

Configuration Space

The configuration space is the set of possible solutions. In our case, the possible

solutions are all the possible organizations of the students into groups that satisfy the
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criteria related to the defined groups’ structures, the desired and undesired
combinations of personality-related stereotypes. If G is a finite set of the groups and U

is a finite set of the students, then the solution space is the finite set O of P(GXU).

Finding Neighbourhoods

The method of finding the neighbourhoods concerns the way the next solution is
calculated. In our implementation, there is a generator of random
changes/perturbations in the combinations of students to form groups. This means that
the next solution (the neighbour) will be the current solution with a random
change/perturbation.

The initial solution given by the generator is a random grouping of the learners. It
organizes all the trainees into groups according to the desired level of expertise
structures of groups defined by the trainer of the system. For example, if there are 6
defined teams with specific levels of expertise, the generator will try to form 6 groups
of learners with these levels of expertise. However, there may not be the adequate
number of learners to meet the requirements of the groups’ structure criterion in the
configuration space. In this case, the generator will place the appropriate trainees to
the groups it can and, then, complete the rest of the groups’ members randomly
(without considering their levels of expertise). Every next solution is generated after a
random change (of the current solution) in the group membership of two learners
randomly selected. This random change is, also, called perturbation of the current

solution.

Objective/Cost Function

The objective/cost function refers to the method of evaluating the cost of the
solution. The result of this function expresses how much it would cost to follow a
solution. The greater the cost is, the more disadvantageous the solution will be
Therefore, the algorithm condition of accepting a solution is satisfied when its cost is

lower than the cost of the current solution. In our implementation, the objective/cost
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function returns an evaluation degree of the solution and is defined as:

_ Jsc ()= fre(x)
frc(x)

fic :P(GXU) >N, foe: P(GXU)—> N, fyo: P(GXU)—> N (10.1)

fmsl P(GXU) = [_1’1]’ f;osl(x) =

where x is the solution, f.(x) returns the number of successful combinations of the
solution X, f..(x) returns the number of failed combinations of the solution x and
J7c(x) returns the total number of combinations of the solution x.

The successful/failed combinations are the combinations that are/are not in line
with the desired combinations of stereotypes and the level of expertise structure of the
groups defined by the trainer. The total number of combinations is not the sum of the
successful and failed combinations, as the solution may include combinations that are
neither successful nor failed.

The result of f, ,(x)is a real number between —1 and 1. For example, if in the

oSt
solution x there have been made 8 successful and 3 failed combinations out of a total

of 12 combinations, then the result of the f

cost

(x) will be calculated as:

fcus,(x)=——81-—23=——0.41‘ (10.2)

Cooling Schedule

The cooling schedule/strategy is very important for the efficiency of the algorithm
and is related to the definition of an initial temperature T for the algorithm and the
ways of decreasing it during the searching. The most simple and commonly used
cooling schedule is the exponential. According to it, Ti+;=a.T;, where a is a constant,
usually selected to be between 0.5 and 1. We have chosen to use a=0.9. A method
commonly used for determining the initial value of the temperature is by calculating

the formula:
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.

7 =29 (10.3)

* In(p,)’

where T is the initial temperature, 5" is the average increase in cost for a number of
random transitions (in our case random rearrangements of students into groups), and
po is the initial acceptance probability. A usual value used for pois 0.8. For 15 random
solutions, we found that the average increase in cost 8f was approximately 4.

Therefore, Ty was calculated to be approximately 18.

10.4. Conclusions

In this chapter, we describe the intelligent recommendations offered to the trainer.
These recommendations may be a useful toolkit for the often disregarded in similar
learning environments trainer. The recommendations include (a) leadership style
suggestions and (b) a group formation tool that proposes optimum organization of the
trainees into groups.

The generation of the leadership style suggestions are based on the Hersey and
Blanchard Situational Leadership Theory. This kind of recommendation viewing the
trainer/teacher as a leader has never been implemented in learning environments. The
system concludes to the most effective leadership style after calculating the maturity
of the trainees for each assigned task. The maturity is a very crucial variable of this
theory and very complicated to evaluate, as it is task specific and calculated
considering both ability and personality related characteristics.

The aim of the optimum group formation is to suggest the most effective
organization of the trainees into groups. The implemented grouping method is
differentiated from other related group formation tools in:

e The criteria taken into consideration,

e The grouping method and

e The grouping algorithm.

181



Adaptive and Intelligent Recommendations to the Trainer Using the Hersey and
Blanchard Situational Leadership Theory, the OCC Theory of Emotions and the
Simulated Annealing Algorithm

The considered criteria are related to the desired and undesired combinations of
knowledge, personality-related stereotypes in the same group. The affectivity of the
group formation tool constitutes a major contribution of this thesis, as there is no other
such tool to have use emotions for matching people. The criteria values for each
trainee are evaluated automatically using student modelling techniques and the OCC
theory for emotions. The grouping algorithm used is the Simulated Annealing

algorithm (Kirkpatrick et al., 1983), which has not been used in similar situations.
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11

EVALUATION EXPERIMENTS OF
AUTO-COLLEAGUE

11.1. Introduction

In effort of checking the performance of AUTO-COLLEAGUE and make
decisions on further improvements and extensions, we conducted two evaluation
experiments with real users.

The first experiment was conducted in the University of Piraeus among 80
postgraduate students. The aim of this experiment was to evaluate the educational
effectiveness of our system after applying the automatic group formation versus a
random group formation.

The second experiment was conducted in a high school among 70 students of the
software engineering class of the last grade. The aim of the evaluation was to have
evidence on the successfulness of our choice to choose the Hersey and Blanchard
Situational Leadership Theory, the way of calculating the maturity of the trainees and
the adaptation of the intelligent recommendations provided by the system. To evaluate

the effect of the use of our system’s adaptation of the Hersey and Blanchard
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Situational Leadership Theory versus a traditional class, we calculated the average

increase rate of the ability and willingness (the variables that form the maturity).

11.2. Evaluating the Group Formation Tool

The aim of the evaluation experiment was to study the educational effectiveness
of the intelligent recommendation to the trainer, that is the group formation tool.

The experiment took place in the University of Piraeus among 80 postgraduate
students during the Software Engineering course. These postgraduate students were
registered in the system as the trainees and the teacher of the course was registered as
the trainer. The experiment consisted of two parts. At the first part the students were
organized into 20 groups of 4 trainees in alphabetical order. At the second part the
students were reorganized according to the proposed groups of trainees according to
the results of the group formation tool.

Our purpose was to observe the effect that the recommended groups had on the
performance of the trainees as individuals as well as groups. For this reason, the
values of specific characteristics of the students during the first and the second part of
the experiment were examined. These characteristics, which are related to the facets
of stereotypes, are useless mouse movements and clicks frequency, average idle time,
number of actions, error frequency, correct frequency, help utilization frequency,
advice given frequency, help given to a member/non member of the group, help
request from a member/non member of the group, communication frequency and
number of upgrades/downgrades in level of expertise.

The trainees preceded two different tests, one during each part of the experiment.

These tests were given in a wizard form as illustrated in figure 11.1.
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#" Mammal Easy

Describe the following elements in a UML Class Disgram:

There are five categories of animals: mammal, fish, bitds. reptile and amphibian.
Every animal eats, moves. bieathes and reproduces its species

Every animal is characterized by a gender (male/female).

Humans belong to mammals. Humans can t

Bats are mammals. Trouts are fishes. Bogues are fishes.

Snakes are reptiles. Frogs are amphibians. Chickens and eagles are birds.

/A human physically consists of two legs. one head. two arms and a body.

[Ciass Definiion] ~ Class Atiibutes | Properties and Methods | Relationships

Read carefully the problem given at the top of the form.

When you are ready, select the classes you believe that are the ones you should
include in your diagram by checking them in the listbox below.

~

- | New= | Bsumt| Xcecel| Pheo ||

Figure 11.1. Test of the First Day of Experiment

Before giving these tests, the trainees attended two lessons of basics on UML. The
second test was slightly more difficult than the first one, so that the degree of
difficulty would not influence the results of the experiment. Additionally, the second
test should be more difficult as the trainees would have more experience on UML
after the first part of the experiment. The experienced teacher of the software
engineering course authored these tests. The initial assignment of the level of
expertise of all users was basics in both of the days of the experiment.

As the trainees were trying to solve the tests, they could send text messages to the
members of their group. In this way they collaborated with each other and,
simultaneously, the system traced these interactions to build their student models.

During the first day of the experiment, the 80 trainees were organized into 20
groups of 4 in alphabetical order. Every trainee was considered by the system as
junior. Team 1 included Traineel, Trainee2, Trainee3 and Trainee4. Team 2 included
Trainee 5, Trainee6, Trainee7 and Trainee8 and so forth until Team 20.

For the second day, 20 teams of specific structure of roles were defined in the

system. The structure of teams 1, 2, 3, 4 and 5 was: two juniors, one senior and one
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expert. The structure of teams 6, 7, 8, 9 and 10 was: one junior, two seniors and one
expert. The structure of teams 11, 12, 13, 14 and 15 was: two juniors, two seniors and
no expert. Finally, the structure of teams 16, 17, 18, 19 and 20 was: one junior, one
senior and two experts. Furthermore, the desired and undesired combinations between
stereotypes were defined as explained in chapter 10.

For the organization of the trainees into optimum groups, the administrator of the
system ran the Groups Building form and started the group formation process. In the
Evaluation Report, the results of the group organization are listed: 13 Failed Groups,
19 Failed Combinations, 19 Successful Groups and 159 Successful Combinations. In
Table 11.1, we have listed the groups, the trainees, the level of expertise and the
stereotypes that the system assigned them, the failed and the successful combinations
related to their level of expertise (related to the role structure of the group) and the

failed and the successful combinations related to the stereotypes.

Table 11.1. Trainees’ Properties and Evaluation Results per Group After Optimum Group

Suggestion
RELATED ON LEVEL OF [ RELATED ON TOTAL
EXPERTISE STEREOTYPES 4
. LEVEL OF o - <ort |[FAILE]
GROUP TRAINEE | griennece STEREOTYPES FALLED SUCC{-SSPL b |successrur| Famep Sl:fffs
[comMBINATIf [COMB| COMBINATIO [COMBINA|
ONs  [COMBINATH AT NS Tions [COMBIN
ons [T ATIONS
NS
[Traineel4 jumnior Isceptical, diligent
[Trainee7 junior : R
Hurried, participative
Team 1 0 4 0 4 0 8

[Trainee28 Semior  leeif. confident

[Trainced3 Sxpert articipative, sceptical

[Trainee30 junior diligent

[Trainee77 Jumior  linconcentrated

Team2  [Trainee2l senior | fricient, diligent 0 4 0 3 0 7

[Trainee78 expert lefficient, participative,

illing to help
[Trainee5 Jjunior jhurried, participative,
Team 3 [[raineed0 Junior sceptical, diligent 1 3 1 6 2 9
[TraineedS sEmior lefficient, self-confident
[Trainee70 senior e fficient
[Trainee58 junior Isceptical
[Trainee67 junior

jhurried, participative
Team4  [Trainee25 senior self-confident, willing to 0 L 0 3 0 7
lhelp, participative

[Trainee74 expert ldiligent, efficient

Team 5 [Trainee27 Jjunior [participative, ) 0

[Trainee37 Jjunior jhurried, participative,
diligent
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[Traineel7 senior lefficient
[Trainee63 expert (diligent, willing to help,
articipative
[Traineel Jjunior Jhurried, participative,
diligent
Team 6 [Trainee23 senior biurried 0 7 1 10
[Trainee31 senior lefficient, diligent
[Trainee38 senior efficient, sceptical
[Traineed1 Jjunior Junconcentrated, hurried,
Team 7 [Traineel8 senior Isceptical 1 4 1 3
[Trainees e lefficient, participative
[Eraineel6 expeit lefficient, participative
Trainee3 junior junconcentrated,
articipative, diligent
[Traineed7 senior Iself-confident, diligent,
ical
Team$ (T 2ineed senior illing to help, 2 g & #
[participative, self-
[Trainee22 expert lefficient
[[rainee20 Junioe unconcentrated, hurried
[Trainee52 senior Iself-confident, willing to
fhelp
= = = 1 4 2 7
iLEatS [Trainee65 senior Isceptical, diligent,
articipative
[Crainee72 il lefficient, participative
[Trainee66 Jjunior bssrticinative
[Trainee36 senior 1, diligent . . .
Team 10 i P 5
[Trainee55 senior lhurried, diligent
[Trainee26 expert self-confident, willing to
fhelp, diligent, efficient
[Traineed9 Jjunior lparticipative, self-
confident
Team 11 [Trainee64 Jun%or - . . . .
[Traineel0 senior lefficient, participative
[Trainee75 senior kilizent, self: q
[TraineeS4 JUmoE Isceptical, diligent
[Trainee80 junior A -
Team 12 e . articipative, diligent 1 ol 1 8
e il jself-confident, diligent
[[rainee76]  senior  |iing to help, efficient
Traineed Junior sceptical, participative
Traineed2 junior lhurried, self-confident,
diligent
Team 13 ITrainees3 senior villing to help, 1 6 1 10
Iparticipative, diligent, self-
confident
[Trainee59 senior lefficient, diligent
[Traineel5 Junior junconcentrated,
articipative, hurried
[Traineel2 junior diligent, sceptical, self-
confident
T, 14 = 2 5 2 9
eam [Trainee33 senior [diligent, willing to help,
articipative
[Trainee79 senior Isceptical, participative,
lefficient
Team 15 [Trainee51 junior 1 7 1 11

articipative, hurried
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[Trainee56 junior lhurried, diligent, willing tof
help
[Trainee68 senior lefficient, hurried
[Trainee71 senior self-confident, diligent,
articipative, sceptical
(Trainee6 Jjunior d, diligent
[Trainee34 senior ldiligent, participative
Team 16 [Traineell expert self-confident, 0 4 1 5 1 9
articipative, efficient
[Trainee57 expert lefficient, willing to help,
diligent
[Trainee29 Jjunior hurried, participative
[Trainee32 senior lefficient, self-confident,
T L 1 3 0 4 1 7
eamil] [Traineed8 senior iself-confident, diligent,
articipative
[Trainee24 expert 1f- dent, efficient
[Trainee39|  junior |} ovical, participative
[Trainee62 senior Iwilling to help, hurried,
Team 18 diligent 0 4 0 6 0 10
[Traineel3 expert lefficient, participative,
diligent
[Trainee61 expert lefficient, sceptical
[Trainee50 junior d. hiirisd
[Traineed46 senior 15 = i
Team 19 fr— ot . diligent 1 3 o 3 1 6
rRine senlor— foarticipative, diligent
[Traineed4 expert ie dimt; effidiont
[Trainee35 Jjunior participative, willing to
fhelp
[Trainee73 junior 4
Team20 |— - uuried, unconcent 2 2 0 2 2 4
[Traineel9 senior diligent, participative,
illing to help
[Lraiiee Ao lefficient, willing to help
TOTAL 7 73 12 86 19 159

In order to evaluate the effect of this organization of the trainees, we gathered the
values of some critical trainee characteristics during the first and the second day of the
experiment. These characteristics are cited in table 11.2 and figure 11.2 and concern
the upgrades of the trainees in the level of expertise and the number of errors they
made. The upgrades in the level of expertise express the progress of the trainee in
UML. They indicate the times that the system assigned the trainee to a better level of

expertise stereotype.
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Table 11.2. Values of Trainees’ Characteristics per Day of Experiment.

g?ir:s::t:; i Number of Errors
Day 1 Day 2 Day 1 Day 2
Traineel 1 2 12 7
Trainee2 2 2 10 9
Trainee3 1 1 18 21
Traineed 1 2 15 9
Trainee5 0 1 24 15
Trainee6 0 0 25 22
Trainee7 1 1 14 12
Trainee8 2 2 10 8
Trainee9 2 2 11 10
Traineel0 2 3 12 1
Traineell 3 3 2 4
Traineel2 1 1 23 22
Traineel3 3 3 4 3
Traineel4 1 L 22 20
Traineel5 0 0 28 25
Traineel6 3 1 2 18
Traineel7 2 1 10 17
Traineel8 2 2 12 10
Traineel9 2 0 13 27
Trainee20 1 1 21 19
Trainee2l 2 2 14 13
Trainee22 3 1 3 14
Trainee23 2 1 9 13
Trainee24 3 3 2 2
Trainee25 2 3 9 2
Trainee26 3 2 5 9
Trainee27 1 1 14 12
Trainee28 2 2 13 11
Trainee29 1 1 18 15
Trainee30 1 1 16 16
Trainee31 2 2 8 6
Trainee32 2 3 9 1
Trainee33 2 2 7 7
Trainee34 2 2 10 8
Trainee35 1 1 15 16
Trainee36 2 1 10 9
Trainee37 1 0 20 23
Trainee38 2 1 14 19
Trainee39 1 1 16 17
Trainee40 1 0 19 24
Trainee41 0 1 22 13
Trainee42 1 1 18 17
Trainee43 3 3 5 1
Traineed4 3 3 5 2
Trainee45 2 1 12 14
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Trainee46 2 2 8 6
Traineed47 2 2 14 13
Trainee48 2 0 12 21
Trainee49 1 2 18 8
Trainee50 1 0 20 22
TraineeS1 1 2 15 10
Trainee52 2 3 6 1
Trainee53 2 0 12 21
Trainee54 1 1 17 15
Trainee55 2 2 11 9
Trainee56 1 1 12 10
Trainee57 3 2 5 10
Trainee58 1 3 18 3
Trainee59 2 3 6 2
Trainee60 2 0 12 21
Trainee61 3 3 4 3
Trainee62 2 1 7 14
Trainee63 3 3 4 0
Trainee64 1 1 20 18
Trainee65 2 2 8 6
Trainee66 1 1 19 13
Trainee67 1 1 17 14
Trainee68 2 3 8 1
Trainee69 2 3 9 0
Trainee70 2 0 12 25
Trainee71 2 2 12 11
Trainee72 2 1 10 14
Trainee73 1 0 20 21
Trainee74 3 2 4 8
Trainee75 2 1 11 13
Trainee76 2 3 6 2
Trainee77 1 0 19 24
Trainee78 3 3 4 1
Trainee79 2 1 12 13
Trainee80 1 1 19 18

After analyzing these results, we calculated that:
e 30% of the trainees presented no difference,
® (5% of the trainees presented progress and
® 4% of the trainees presented reduction in their level of expertise comparing
the two days of the experiment.
Furthermore, as far as number of errors is concerned:
® 1.25% of the trainees presented no difference
e 90% presented reduction and
e 8.75% presented increase in the number of errors.

As a conclusion, it seems that the organization into groups that the system proposed is
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effective for the majority of the trainees that participative in the experiment.
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Figure 11.2. Values of Trainees’ Characteristics per Day of Experiment

11.3. Evaluating the Adaptation of the Hersey and Blanchard
Situational Leadership Theory

The aim of the evaluation was to have evidence on the successfulness of:
e Our choice to choose the SLT,
e Our way of calculating the maturity of the trainees and
e The adaptation of the intelligent advice provided by the system.
We found that we could draw such conclusions by calculating the trainees’
performance concerning their maturity (ability, willingness) during a task. The ideal

case for a trainee would be to begin with the R1 maturity level and end up to the R4
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maturity level. Therefore, we decided to compare this kind of results between a
traditional class and a class where AUTO-COLLEAGUE would be used.

The evaluation experiment was conducted with the participation of 70 students of
the software engineering class of the last grade of a Greek high school in Athens. The
students were organized into 14 groups of 5 trainees in alphabetical order. The teacher
of the class was assigned as the trainer. She was an experienced trainer, who has
worked as a teacher of Informatics for the last 9 years. She has also studied the SLT in
order to be able to apply the system’s advice on leadership style effectively. We
wanted the trainer to be the most objective as possible, so we selected trainees that
had not been taught by her in the past.

Before the experiment the students attended one traditional preliminary course on
the basics of UML class diagrams and activity diagrams. The trainer was asked to
complete the estimated willingness values of the trainees in a given report form
selecting a number between 0 and 10. These values were the initial willingness values
assigned to the trainees for the experiment. At the end of this course, the trainees had
two tests on the teaching material separately on UML class diagrams and UML
activity diagrams. The results on these tests were the initial ability values assigned to
the trainees for the experiment’s stages.

The experiment was conducted in 2 stages. During the first stage the trainees
attended a laboratory course on UML using AUTO-COLLEAGUE. During the second
stage they attended a traditional laboratory course. We decided to place AUTO-
COLLEAGUE at the first stage in order to avoid socio-emotional influences to the
trainer caused by an earlier contact with the trainees, something that would affect her
objectiveness. The trainer and the trainees were the same in both stages of the
experiment. The trainees were assigned one task in UML class diagrams in the first
stage and one task of similar difficulty in UML activity diagrams in the second stage.
These tasks were exercises/tests on drawing UML diagrams given the description of a
situation and were authored by the trainer. We decided to use different teaching
material for the 2 stages of the experiment, because, in a different case, the increase
rates in ability and willingness of the second stage would be affected by the progress

already achieved by the trainees during the first stage.
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During the first stage the ability and willingness variables were calculated by the
system. During the second stage the trainer defined these values in a report form we
gave her. The difference between the values of ability at the end and at the beginning
of each stage was recorded to find the increase rate in the ability for each trainee per
stage of the experiment. Similarly, the difference between the values of willingness at
the end and at the beginning of each stage was tracked to calculate the increase rate in
the willingness of each trainee per stage of experiment. An indicative sample of these
results is shown in table 11.3. We, also, calculated the average of increase rates in
ability and willingness separately for all the trainees per stage. The results are

presented in table 11.4 and figure 11.3.

Table 11.3. Sample of calculated ability and willingness values per stage.

Stage 1 Stage 2

Ability Willingness Ability Willingness
£ 2 S g 3
ElE ¢ § £ ¢ % |E 2 £. % p £
Sl £ & E % H E 5 &% E 3§ g%

- = < - = () b = B - = =

= = = = = a8 =] a
P
£1042 071 29% 03 0.5 20% [038 052 14% 03 04 10%
E
~
g
E 068 082 14% 04 082 42% | 062 059 -3% 04 03 -10%
E
Ld
g
£]053 063 10% 06 0.69 9% 0.61 067 6% 0.6 0.6 0%
o
=

Table 11.4. Average increase rates in ability and willingness per stage

Stage 1 Stage 2 Difference between the 2
Stages
Ability Willingness Ability Willingness Ability Willingness
87% 79% 58% 63% 29% 16%
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Figure 11.3. Average Increase Rates in Ability and Willingness per Stage of Experiment

The difference between the first (use of AUTO-COLLEAGUE) and the second
(traditional laboratory course) stage of the experiment in the average increase rate of
ability was 29% and of willingness was 16%. These results indicate the successfulness
of AUTO-COLLEAGUE on both the ability and willingness in comparison with the
educational outcome of a traditional class. Though quite satisfying, the difference in
the average increase rate of the willingness was much less than this of ability claiming
that perhaps we should reconsider the way of calculating the willingness values of the

trainees or add additional stereotypes that affect willingness.

11.4. Conclusions

AUTO-COLLEAGUE was evaluated in real-time with real users in order to check
the validity and effectiveness of our work.

The first experiment was conducted in the University of Piraeus among 80
postgraduate students. The aim of this experiment was to evaluate the educational
effectiveness of our system after applying the automatic group formation versus a
random group formation. The results were positive, as 30% of the trainees presented
no difference, 65% of the trainees presented progress and 4% of the trainees presented
reduction in their level of expertise comparing the two stages of the experiment
(automatic and random group formation). In addition, 1.25% of the trainees presented
no difference, 90% presented reduction and 8.75% presented increase in the number

of errors comparing the two stages of the experiment. It must be noted that the version
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of the evaluated system did not included at that time the affective criteria. As a
conclusion, we had evidence on the effective results of our automatic group formation
towards the performance of the trainees in UML.

The second experiment was conducted in a high school among 70 students of the
software engineering class of the last grade. The aim of the evaluation was to have
evidence on the successfulness of our choice to choose the Hersey and Blanchard
Situational Leadership Theory, the way of calculating the maturity of the trainees and
the effectiveness of the intelligent recommendations provided by the system.

The difference between the first (use of AUTO-COLLEAGUE) and the second
(traditional laboratory course) stage of the experiment in the average increase rate of
ability was 29% and of willingness was 16%. These results indicate the effectiveness
of the use of the Hersey and Blanchard Situational Leadership Theory on both the
ability and willingness in comparison with the educational outcome of a traditional
class. However, these results may suggest that we should reconsider the way of
calculating the willingness values of the trainees or add additional personality-related

stereotypes that affect the calculation of willingness.
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12

CONCLUSIONS AND CONTRIBUTIONS
OF THE RESEARCH

12.1. Contributions to Intelligent Computer Supported Collaborative

Learning Environments

The contributions of the system presented in this thesis are related to:

e The personality-related characteristics included in the student models and,
especially, the way they are automatically traced and evaluated,

e The affectivity implemented to recommend optimum groups of trainees and

o The use of a leadership theory, and specifically the Hersey and Blanchard
Situational Leadership Theory, for adapting intelligent recommendations in a

learning environment.
12.1.1. Personality-Related Characteristics and Affective Features

A novelty presented in this thesis concerning Intelligent Computer Supported

Collaborative Learning environments is the personality-related characteristics it
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automatically traces and the way perceived emotions are used to infer optimum
groups of learners. There is no other CSCL system to have used emotional affect
and/or similar to ours personality characteristics that are automatically traced.

The student models built in our system describe the student in three aspects: the
level of expertise, the personality and the emotional state. The level of expertise
describes in detail the knowledge level of the trainee on UML. The personality related
stereotypes used in the system are: self-confident, diligent, participative, willing to
help, sceptical, hurried, unconcentrated and efficient. There are studies proving that
embedding human personality characteristics into the computer interface would
enhance the users' performance, as well as the outcomes of the human-computer
interaction (Richter & Salvendy, 1995; Murray & Bevan, 1985; Rothrock et al.,
2002). The emotional states represent whether the trainee is experiencing more
positive or negative emotions. They are automatically predicted using the OCC
cognitive theory of emotions (Ortony, Clore & Collins, 1988). The emotional states
are used for drawing conclusions about the emotional influence that the trainees have
to each other while collaborating. Then, these conclusions are used as criteria for the
group formation tool in order to match the trainees depending on their emotional
interaction.

This structure simulates the information collected by a human teacher either
consciously or unconsciously. A teacher would certainly evaluate the performance of
the students concerning the curriculum to be taught through questions, exercises and
tests. The teacher would also attempt to recognize personality characteristics of the
students aiming at adapting his/her behavior towards them. Usually, the teacher tries
to understand the students’ emotions while interacting with them in order to approach
them accordingly. In some other cases where group work is involved, the teacher
would additionally observe the emotional influence between the students, aiming at
arranging groups in the most effective way.

Most of the existing CSCL systems base their inferences on the performance and
the collaborative attitudes (e.g. participation). There are other systems that consider
domain independent data, such as learning styles, but not similar to the personality

characteristics used in our system. Most of these related systems do not evaluate
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automatically their domain independent data. Instead, they use relative questionnaires
and psychometric instruments (Carver et al., 1999; Shang, Shi & Chen, 2001;
Bajraktarevic, Hall & Fullick, 2003; Wolf, 2003; Papanikolaou et al., 2003; Brown &
Brailsford, 2004) or explicitly receive them as input (de Bra & Calvi, 1998; Stash et
al., 2006; Grigoriadou et al., 2001). However, it should be emphasized that the use of
such psychometric instruments needs caution, as in some cases reliability can be low
(Lawrence & Martin, 2001) and learning styles are likely to change over time (Kolb,
1984; Gonyeau et al., 2006). In AUTO-COLLEAGUE, the personality characteristics
are inferred automatically during the collaborative learning activities.

Regarding affective intelligent learning systems, there has been a recent interest in
recognizing the students’ emotions. However, the recognized students’ emotions have
been used mainly for animated pedagogical agents (Gratch & Marsella, 2001; Jaques
& Vicari, 2007; Lester et al., 1999; Craig et al., 2004; Jaques et al., 2004; Elliott et al.,
1999; Nkambou, 2006) and affective system responses, support and adaptation
(Katsionis & Virvou, 2005; Moridis & Economides, 2008b; Poel et al., 2004;
Leontidis et al., 2009; Conati & Zhou, 2004). Especially about CSCL and affective
computing, Dillenbourg notices that: “affective and motivational aspects that
influence collaborative learning have been neglected by experimental CSCL
researchers” (Dillenbourg et al., 2009). To our knowledge, there is no CSCL system

yet that predicts or uses emotions.

12.1.2. Using the Hersey and Blanchard Situational Leadership Theory

An important contribution of this thesis to Intelligent Computer Supported
Collaborative Learning environments is based on the fact that no other learning
environment has ever used any leadership theory to adapt intelligent
recommendations or suggest to the trainer the most effective leadership style.

A usually neglected aspect in education is teacher leadership. Teacher leadership
is considered essential, however it is often neglected and somehow meets
impediments (Gabriel, 2005; Barth, 2001; Wilmore, 2007; York-Barr & Duke, 2004;

Suranna & Moss, 1999). Aiming at providing support to the trainers focusing on their
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leadership roles in the virtual classroom, we studied relative literature on leadership
theories. We decided to use the Hersey-Blanchard Situational Leadership Theory
(Hersey et al., 2007), because it has gained general acceptance and can be
incorporated as a computational model due to its simple nature (Vasu et al., 1998;
Baker, 2009). Additionally, there are studies that suggest the adaptation of this theory
in education (Hersey et al., 1982; Donahoo & Hunter, 2007; Weber & Karman, 1991).
According to the Hersey-Blanchard Situational Leadership Theory, leaders should
continually adjust their leadership styles depending on the maturity or readiness of the
followers. Maturity is a variable defined by the ability and the willingness of the
followers. Ability is related to the knowledge, skills and experience of a follower to
complete a given task. Willingness concerns the degree of readiness, motivation and
self-confidence of a follower to accomplish a given task. Another crucial element of
the theory is that the maturity is dependent on each task given to the follower, rather
than a global variable. Hersey and Blanchard have defined four different levels of
maturity and four leadership styles (one for each maturity level).

In the adaptation of the Hersey and Blanchard Situational Leadership Theory
implemented in AUTO-COLLEAGUE, the followers are the trainees and the leaders
are the trainer and the system itself as it serves pedagogical functions while
interacting with the trainees. The appearance and frequency of the recommendation
messages are adapted to the trainees according to their maturity levels and following
the principles imposed by the respective leadership style. The system also suggests to
the trainer the estimated appropriate leadership style to follow per trainee and per task

according to the calculated trainee’s maturity.

12.2. Contributions to Group Formation Tools

The contributions of our research in Group Formation Tools are found in the (a)
criteria of matching the trainees, (b) the way of calculating these criteria and (c) the
algorithm used.

An important but often neglected aspect in Computer-Supported Collaborative

Learning is the formation of learning groups (Miithlenbrock, 2005). There are many
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studies that highlight the importance of group formation in collaborative learning
tools (Daradoumis et al., 2002; Inaba et al., 2000). However, there are few
experimental studies that provide automatic group formation. Most of them are stand-
alone group formation tools (Christodoulopoulos & Papanikolaou, 2007; Graf &
Bekele, 2006; Cavanaugh et al., 2004; Wang et al., 2007; Gogoulou et al., 2007a;
Martin & Paredes, 2004; Ounnas et al., 2009; Khandaker & Soh, 2010; Paredes et al.,
2009; Kyprianidou et al., 2009) and few of them are integrated tools in CSCL systems
(Soh et al., 2006; Liu et al., 2008; Ikeda et al., 1997; de Faria et al., 2006; Kreijns et
al., 2002).

In almost all of these group formation tools, the group formation method is
homogeneous and/or heterogeneous according to a variety of characteristics, such as
knowledge, skills, performance, learning styles and social skills. The group formation
tool presented in this thesis uses a novel approach in the considered criteria, which are
related to (a) the desired and undesired combinations of personality-related
stereotypes in the same group, (b) the desired group structure concerning the levels of
expertise and (c) the observed by the system emotional affect between the trainees.
The desired/undesired combinations of stereotypes are the pairs of personality-related
stereotypes that their coexistence in the same groups would have a positive/negative
influence on the performance of the individual trainees and of the groups. The default
combinations are the outcome of an empirical study. The desired group structure
concerns the number and kinds of levels of expertise (basics, junior, senior and
expert) that should constitute each group. The emotional affect between the trainees is
related to the observed emotional state during the collaboration of a trainee with the
members of the same group. AUTO-COLLEAGUE includes an emotion recognition
agent that infers the overall emotional state of the trainees adapting the OCC Theory
of emotions (Ortony, Clore & Collins, 1988).

The majority of the existing group formation tools do not evaluate in real-time the
criteria values (student characteristics) of their group formation algorithm. They
receive it as input by the instructor of the systems or evaluate them based on scientific
instruments, such as psychometric tests (Christodoulopoulos & Papanikolaou, 2007,

Graf & Bekele, 2006; Cavanaugh et al., 2004; Wang et al., 2007; Gogoulou et al.,
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2007a; Martin & Paredes, 2004; Ounnas et al., 2009; Paredes et al., 2009;
Kyprianidou et al., 2009). On the contrary, in our system, all criteria values are
evaluated automatically.

The existing group formation tools use a wide range of searching algorithms and
techniques for grouping, such as the Fuzzy C-Means algorithm, Ant Colony
Optimization, hill-climbing, semantic web technologies, randomized and genetics
algorithms. In AUTO-COLLEAGUE, the grouping algorithm, used for the first time
in related systems, is the Simulated Annealing algorithm (Kirkpatrick et al., 1983). It
is a genetic algorithm that serves as a general optimization technique for solving
combinatorial optimization problems. In the case of forming groups of students
according to such a variety of characteristics (which means large search space), the

use of the Simulated Annealing Algorithm seems to fit properly.

12.3. Evaluation Results

AUTO-COLLEAGUE was evaluated in real-time with real users in order to check
the validity and effectiveness of our work.

The first experiment was conducted in the University of Piraeus among 80
postgraduate students. The aim of this experiment was to evaluate the educational
effectiveness of our system after applying the automatic group formation versus a
random group formation. The results were positive, as 30% of the trainees presented
no difference, 65% of the trainees presented progress and 4% of the trainees presented
reduction in their level of expertise comparing the two stages of the experiment
(automatic and random group formation). In addition, 1.25% of the trainees presented
no difference, 90% presented reduction and 8.75% presented increase in the number
of errors comparing the two stages of the experiment. It must be noted that the version
of the evaluated system did not included at that time the affective criteria. As a
conclusion, we had evidence on the effective results of our automatic group formation
towards the performance of the trainees in UML.

The second experiment was conducted in a high school among 70 students of the

software engineering class of the last grade. The aim of the evaluation was to have
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evidence on the successfulness of our choice to choose the Hersey and Blanchard
Situational Leadership Theory, the way of calculating the maturity of the trainees and
the effectiveness of the intelligent recommendations provided by the system.

The difference between the first (use of AUTO-COLLEAGUE) and the second
(traditional laboratory course) stage of the experiment in the average increase rate of
ability was 29% and of willingness was 16%. These results indicate the effectiveness
of the use of the Hersey and Blanchard Situational Leadership Theory on both the
ability and willingness in comparison with the educational outcome of a traditional
class. However, these results may suggest that we should reconsider the way of
calculating the willingness values of the trainees or add additional personality-related

stereotypes that affect the calculation of willingness.

203



204



BIBLIOGRAPHY

A.P. Association (1984). Diagnostic and Statistical Manual of Mental Disorders, 4th

edition. American Psychiatric Association.

Abrami, P.C., Chambers, B., Poulsen, C., De Simone, C., d’Apollonia, S., & Howden,
J. (1995). Classroom connections: understanding and using cooperative learning.

Toronto, Harcourt Brace & Company.

Achua, C.F. & Lussier, R.N. (2009). Leadership: Theory, Application, Skill
Development. South Western College Publishing.

Adomavicius, G. & Tuzhilin, A. (2005). Toward the Next Generation of
Recommender Systems: A Survey of the State-of-the-Art and Possible Extensions.

IEEE Transactions on Knowledge And Data Engineering, 17(6), 734-749.

Aggarwal, J.K. & Cai, Q. (1999). Human motion analysis: A review. CVIU, 73(3),
428-440.

Aiken, R., Bessagnet, M. & Israel, J. (2005). Interaction and Collaboration Using an
Intelligent Collaborative Learning Environment. Education and Information

Technologies, 10(1/2), 65-80.

Akiba, T. & Tanaka, H. (1994). A bayesian approach for user modeling in dialogue
systems. In Proceedings of the 15th Conference on Computational Linguistics -
Volume 2. International Conference On Computational Linguistics. Association

for Computational Linguistics, Morristown, NJ.

205



BIBLIOGRAPHY

Alder, G.S. (2007). Examining the relationship between feedback and performance in
a monitored environment: A clarification and extension of feedback intervention

theory. Journal of High Technology Management Research, 17(2), 157-174.

Allbeck, J. & N. Badler (2002). Toward Representing Agent Behaviors Modified by
Personality and Emotion, Workshop on Embodied conversational agents - let's

specify and evaluate them! at AAMAS, Bologna, Italy.

Allen, J. F. (1979). A Plan-Based Approach to Speech Act Recognition. Dept. of
Computer Science, University of Toronto, Canada, Technical Report 131/79.

Ames, G.J. & Murray, F.B. (1981). When two wrongs make a right: Promoting
cognitive change by social conflict. Developmental Psychology, 18, 894-897.

Ardissono, L., Gena, C., Torasso, P., Bellifemine, F., Difino, A. & Negro, B. (2004).
User modeling and recommendation techniques for electronic program guides.
Ardissono, L., Kobsa, A. & Maybury, M. (Eds), Personalized Digital Television.

Targeting programs to individual users, Kluwer Academic Publishers.

Ark, W., Dryer, D. & Lu, D. (1999). The emotion mouse. In Bullinger, H.J. &
Ziegler, J. (Eds.), Human-computer interaction: Ergonomics and user interfaces,

818-823. London: Lawrence Erlbaum.

Arnold, M.B. (1960). Emotion and Personality. Vol 1. Psychological Aspects. New

York, Columbia University Press.

Aronson, E. & Patnoe, S. (1997). Cooperation in the classroom: The jigsaw method.

New York, Longman Books.

Astleitner, H. (2000). Designing instructional technology from an emotional

perspective. Journal of Research on Computing in Education, 32(4), 497-510.

206



BIBLIOGRAPHY

Averill, J.R. (1980). A constructionist view of emotion. In Plutchik R. & Kellerman,
H. (Eds.), Emotion, theory, research, and experience, Vol. 1. Theories of emotion

(pp- 305-339). San Diego, CA, Academic Press.

Avradinis, N., Vosinakis, S. & Panayiotopoulos, T. (2004). Synthetic Characters with
Emotional States. Lecture Notes in Artificial Intelligence, 3025, Springer, 505-
514.

Ayala, G. & Yano, Y. (1998). A collaborative learning environment based on

intelligent agents. Expert Systems with Applications, 14, 129-137.

Azmitia, M. (1988). Peer interaction and problem solving: When are two heads better
than one? Child Development, 59, 87-96.

Baghaei, N. (2007). A collaborative constraint-based intelligent system for learning
object-oriented analysis and design using UML. PhD Thesis, University of
Canterbury.

Baghaei, N., Mitrovic, A. & Irwin, W. (2007). Supporting collaborative learning and
problem-solving in a constraint-based CSCL environment for UML class

diagrams. Computer-Supported Collaborative Learning, 2, 159-190.

Baghaei, N. & Mitrovic, A. (2006). A Constraint-based Collaborative Environment
for Learning UML Class Diagrams. In Proceedings of ITS 2006, 176-186.

Baghaei N. & Mitrovic A. (2005). Collect-UML: Supporting Individual and
Collaborative Learning of UML Class Diagrams in a Constrain-Based Intelligent
Tutoring System. Lecture Notes in Computer Science, 3684, 458-464, Springer
Berlin/Heidelberg.

207



BIBLIOGRAPHY

Bajraktarevic, N., Hall, W. & Fullick, P. (2003). Incorporating Learning Styles in
Hypermedia Environment: Empirical Evaluation. In de Bra, P., Davis, H.C., Kay,
J. & Schraefel, M. (Eds.), Proceedings of the Workshop on Adaptive Hypermedia
and Adaptive Web-Based Systems. Nottingham, UK, Eindhoven University, 41-52.

Baker, D.A. (2009). Multi-Company Project Management: Maximizing Business
Results Through Strategic Collaboration. J. Ross Publishing.

Baker, M.J. & Lund, K. (1997). Promoting reflective interactions in a computer
supported collaborative learning environment. Journal of Computer Assisted
Learning, 13, 175-193.

Bansal, G., Vijayvargiya, D., Garg, S. & Singh, S.K. (2010). An Approach to Identify
and Manage Interoperability of Class Diagrams in Visual Paradigm and
MagicDraw Tools. Communications in Computer and Information Science,

Volume 95, Part 3, 142-154, Springer Berlin Heidelberg.

Banse, R. & Sherer, K.R. (1996). Acoustic profiles in vocal emotion expression.

Journal of Personality and Social Psychology, 70(3), 614-636.

Barbalet, J. (1998). Emotion, Social Theory and Social Structure. Cambridge,

Cambridge University Press.
Barros, B. & Verdejo, F. (2000) Analysing student interaction processes in order to
improve collaboration: The DEGREE approach. Journal of Artificial Intelligence

in Education, 11,211-241.

Barth, R.S. (2001). Teacher leader. Phi Delta Kappan 82(4).

208



BIBLIOGRAPHY

Bartneck, C. (2002). Integrating the OCC Model of Emotions in Embodied
Characters. In Proceedings of the Workshop on Virtual Conversational

Characters: Applications, Methods, and Research Challenges, Melbourne.

Basheri, M. (2010). Collaborative Learning of UML State diagrams using Multi-
touch Technology. Technical report, Department of Computer Science, Durham

University.

Bass, B. (1985). Leadership and Performance Beyond Expectations. Free Press, New
York.

Bass, B.M. & Avolio, B.J. (1994). Improving organizational effectiveness through

transformational leadership. Thousand Oaks, Sage Publications, CA.

Bechara, A., Damasio, H., Tranel, D. & Damasio, A. (1997). Deciding
advantageously before knowing the advantageous strategy. Science, 275(5304),
1293-1295.

Belbin, R.M. (1993). Team Roles at Work. Butterworth/Heinemann, Oxford, UK.

Benson, R. (1996). Assessing Open and Distant Learners: A Staff Handbook.

Churchill Centre for Distance Learning, Monash University Victoria, Australia.

Benyon, D. (1993). Adaptive systems: A solution to Usability Problems. Journal of
User Modeling and User Adapted Interaction, 3 (1), 1-22.

Bereiter, C. (2002). Education and mind in the knowledge age. Hillsdale, NJ:

Lawrence Erlbaum Associates.

Best, R. (2003). Struggling with the spiritual in education. In Tenth International
Conference Education spirituality and the Whole Child Conference, University of

209



BIBLIOGRAPHY

Surrey Roehampton, London.

Bickmore, T. & Picard, R.W. (2004). Towards Caring Machines, In Proceedings of

Conference on Human Factors in Computing Systems (CHI).

Bierman, D.J., Kamsteeg, P.A. & Sandberg, J.A.C. (1992). Student Models, Scratch-
Pads, and Simulation. In Costa, E. (Ed.), New Directions for Intelligent Tutoring
Systems, NATO ASI Series, 91, 135-145. Springer-Verlag, Berlin, Heidelberg.

Billsus, D. & Pazzani, M.J. (2000). User Modeling for Adaptive News Access. User
Modeling and User-Adapted Interaction, 10, 147-180.

Blake, R.R. & Mouton, J.S. (1964). The managerial grid. Gulf, Houston TX.

Blanco, Y., Pazos, J.J., Gil, A., Ramos, M., Ferndndez, A., Diaz, R.P., Lépez, M. &
Barragéans, B. (2005). AVATAR: an approach based on semantic reasoning to
recommend personalized TV programs. In Special interest Tracks and Posters of
the 14th international Conference on World Wide Web, WWW '05. ACM, New
York, NY.

Blanco-Fernandez, Y., Pazos-Arias, J.J., Gil-Solla, A., Ramos-Cabrer, M., Barragans-
Martinez, B. & Lopez-Nores, M. (2004). A Multi-Agent Open Architecture for a
TV Recommender System: A Case Study Using a Bayesian Strategy. In
Proceedings of the IEEE Sixth international Symposium on Multimedia Software
Engineering, ISMSE. IEEE Computer Society, Washington, DC, 178-185.

Blaye, A., Light, P. H., Joiner, R. & Sheldon, S. (1991). Joint planning and problem
solving on a computer-based task. British Journal of Developmental Psychology,

9,471-483.

Blaye, A., Light, P., Joiner, R. & Sheldon, S. (1990). Collaboration as a facilitator of

210



BIBLIOGRAPHY

planning and problem solving on a computer-based task. CITE Report 90,
Institute of Educational Technology, Open University, Milton Keynes, U.K.

Bloomfield, L. (1993). Language. New York, Holt, Rinehart and Winston, Bowey,
JA.

Bower, G. (1992). How might emotions affect learning? In Svenake, C. & Lawrence,
E. (Eds.), Handbook of Emotion and Memory: Research and Theory, Hilsdale, NJ.

Bower, G.H. (1983). Affect and cognition. Philosophical Transactions of the Royal
Society of London (Series B), 302, 387-402.

Bower, G.H. (1981). Mood and memory. American Psychologist, 36, 129-148.

Brajnik, G. & Tasso, C. (1994). A Shell for Developing Non-monotonic User

Modeling Systems. International Journal of Human-Computer Studies, 40, 31-62.

Brand, S., Reimer, T. & Opwis, K. (2007). How do we learn in a negative mood?
Effect of a negative mood on transfer and learning. Learning and instruction, 17,

1-16.

Bratman, M.E. (1990). What is intention? In: Cohen, P., Morgan, J. & Pollack, M.
(Eds.), Intentions in Communication, 15-31. MIT Press, Cambridge, MA.

Bravo, C., Redondo, M.A., Ortega, M. & Verdejo, M.F. (2002). Collaborative
discovery learning of model design. In Cerri, S.A. Gourderes, G. & Paraguacu, F.
(Eds.), Intelligent tutoring systems, 6th international Conference, ITS 2002, 671—
681. LNCS, Berlin, Springer.

Breazeal, C. (2001). Affective interaction between humans and robots. In Proceedings

of the 2001 European Conference on Artificial Life (ECAL2001).

211



BIBLIOGRAPHY

Brookfield, S.D. (1986). Understanding and Facilitating Adult Learning. San

Francisco, CA, Jossey-Bass.

Brown, E.J. & Brailsford, T. (2004). Integration of learning style theory in an adaptive
educational hypermedia (AEH) system. In 11th International Conference of the
Association for Learning Technology (ALT-C 2004), Exeter, UK.

Brown, J.S. & Burton, R.R. (1978). Diagnostic Models for Procedural Bugs in
Mathematical Skills. Cognitive Science, 2, 155-192.

Brown, J.S., Collins, A. & Duguid, S. (1989). Situated cognition and the culture of
learning. Educational Researcher, 18(1), 32-42.

Brown, J.S. and Van Lehn, K. (1980). Repair Theory: A Generative Theory of Bugs
in Procedural Skills. Cognitive Science, 4, 379-426.

Bruffee, K.A. (1994). The Art of Collaborative Learning: Making the Most of
Knowledgeable Peers. Change 26, 3. 39-44.

Bruner, J. (1985). Vygotsky: An historical and conceptual perspective. Culture,
communication, and cognition: Vygotskian perspectives, 21-34. London,

Cambridge University Press.

Bruner, J.S. (1966). Toward a theory of instruction. Cambridge, Harvard University

Press.

Bruner, J.S., Goodnow, J.J. & Austin, G.A. (1956). A Study of Thinking. New York,
John Wiley & Sons.

212



BIBLIOGRAPHY

Brusilovsky, P. & Millan, E. (2007). User models for adaptive hypermedia and
adaptive educational systems. In Brusilovsky, P., Kobsa, A., Neidl, W. (Eds.), The
Adaptive Web: Methods and Strategies of Web Personalization. Lecture Notes in
Computer Science, 4321. Springer- Verlag, Berlin Heidelberg New York.

Brusilovsky, P. & Peylo, C. (2003). Adaptive and Intelligent Web-based Educational
Systems. International Journal of Artificial Intelligence in Education, 13, pp. 156—
169, 10S Press.

Brusilovsky, P. & Cooper, D.W. (2002). Domain, task, and user models for an
adaptive hypermedia performance support system. In Proceedings of the 7th
International Conference on Intelligent User Interfaces, IUI '02, 23-30, ACM,
New York.

Brusilovsky, P. (2001). Adaptive Hypermedia. User Modeling and User-Adapted
Interaction, 11, 87-110.

Brusilovsky, P. (1996a), Methods and techniques of adaptive hypermedia. User
Modeling and User-Adapted Interaction, 6(2-3), 87-129.

Brusilovsky, P., Schwarz, EW. & Weber, G. (1996b). ELM-ART: An Intelligent
Tutoring System on World Wide Web. In Proceedings of the Third international
Conference on intelligent Tutoring Systems. In C. Frasson, G. Gauthier, and A.
Lesgold (Eds), Lecture Notes In Computer Science, 1086. Springer-Verlag,
London, 261-269.

Brusilovsky, P. & Pesin, L. (1994). ISIS-Tutor: An adaptive hypertext learning
environment. In: H. Ueno and V. Stefanuk (eds.) Proceedings of JCKBSE'94,
Japanese-CIS Symposium on knowledge-based software engineering, 83-87.
Pereslavl-Zalesski, Russia, EIC.

213



BIBLIOGRAPHY

Bryant, B. (1978). Cooperative Goal Structure and Collaborative Learning. Teaching
of Psychology, 5, 4, 182-185.

Bull, S. (1997). A multiple student and user modelling system for peer interaction. In
Proceedings of ABIS97, 61-71, Universitat Saarbrucken.

Burke, R. (2002). Hybrid Recommender Systems: Survey and Experiments. User
Modeling and User-Adapted Interaction, 12(4), 331-370.

Burleson, W. & Picard, R.W. (2004). Affective agents: Sustaining motivation to learn
through failure and a state of stuck. In Workshop on social and emotional
intelligence in learning environments, seventh conference on intelligent tutoring

systems, Maceio, Brasil.

Burns, J.M. (1978). Leadership. Harper & Row, New York.

Cairns, T.D., Hollenback, J., Preziosi, R.C. & Snow, W.A. (1998). Technical note: a
study of Hersey and Blanchard’s situational leadership theory. Leadership &
Organization Development Journal, 19(2), 113-116.

Cannon, W.B. (1927). The James-Lange theory of emotion: A critical examination

and an alternative theory. American Journal of Psychology, 39, 10-124.

Capuano, N., Marsella, M. & Salerno, S. (2000). ABITS: An agent based Intelligent
Tutoring System for distance learning. In Proceedings of the International

Workshop on Adaptive and Intelligent Web-Based Education Systems, ITS 2000.

Carro, R.M., Ortigosa, A., Martin, E. & Schlichter, J. (2003). Dynamic Generation of
Adaptive Web-based Collaborative Courses. Groupware: Design, Implementation

and Use, 2806, 191-198, Berlin, Heildelberg, LNCS,.

214



BIBLIOGRAPHY

Carro, R.M., Pulido, E. & Rodriguez, P. (2001). Tangow: A Model for Internet-Based
Learning. International Journal of Continuing Engineering Education and

Lifelong Learning, 11(1/2), 25-34.

Carver, C.A., Howard, R.A. & Lane, W.D. (1999). Addressing Different Learning
Styles through Course Hypermedia. /[EEE Transactions on Education, 42 (1), 33-
38.

Casamayor, A., Amandi, A. & Campo, M. (2009). Intelligent Assistance for Teachers
in Collaborative e-Learning Environments. Computers & Education, 53, 1147-

1154.

Cavanaugh, R., Ellis. M., Layton, R. & Ardis, M. (2004). Automating the Process of
Assigning Students to Cooperative-Learning Teams. 2004 American Society for
Engineering Education Annual Conference & Exposition, June 20-23, Salt Lake
City, Utah.

Cerri, S.A., Crubezy, M., Dugenie, P., Jonquet, C. & Lemoisson, P. (2006). The Grid
Shared Desktop for CSCL). In Cunningham, P. & Cunningham, M. (Eds.),
Exploiting the Knowledge Economy: Issues, Applications, Case Studies, 3, 1493-
1499, Amsterdam, Netherlands, IOS Press.

Chaffar, S. & Frasson, C. (2006). Predicting Learners' Emotional Response in
Intelligent Distance Learning Systems. FLAIRS Conference, 383-388.

Chalfoun, P., Chaffar, S. & Frasson, C. (2006). Predicting the Emotional Reaction of
the Learner with a Machine Learning Technique. Workshop on Motivational and
Affective Issues in ITS, International Conference on Intelligent Tutoring Systems,

Taiwan.

Chaplin, J.P. & Krawiec, T.S. (1979). Systems and theories of psychology (4th ed.).

215



BIBLIOGRAPHY

New York, Holt, Rinehart & Winston.

Chen, C., Lee, H. & Chen, Y. (2005). Personalized e-learning system using Item
Response Theory. Computers and Education, 44(3), 237-255.

Chen, W. (2006). Supporting teachers’ intervention in collaborative knowledge
building. Journal of Network and Computer Applications, 29, 200-215.

Chen, W., Pedersen, R.H. & Pettersen, @. (2006). CoLeMo: A collaborative learning
environment for UML modelling. Interactive Learning Environments, 14(3), 233—

249.

Chin, D. (1989) KNOME: modeling what the user knows in UC. In Kobsa, A. &
Wabhlster, W. (Eds.), User models in dialog systems, 74-107, Springer-Verlag,

Berlin.

Choua, C.Y. Chanb, T.W. & Linc, C.J. (2003). Redefining the learning companion:
the past, present, and future of educational agents. Computers & Education, 40,
255-269.

Christodoulopoulos, C.E. & Papanikolaou, K.A. (2007). A Group Formation Tool in
an E-Learning Context. In Proceedings of the 19th IEEE international Conference

on Tools with Artificial intelligence - Volume 02.

Clark, N.A. (1981). Educational Leadership: A Field Test of Hersey and Blanchard's
Situational Leadership Theory. Electronic Doctoral Dissertations for UMass

Amberst, Paper AAI8110318, http://scholarworks.umass.edw/dissertations/AAI8110318.

Cohen, E.G., Celeste, M., Brody & Sapon-Shevin, M. (2004). Teaching Cooperative
Learning: The Challenge for Teacher Education, State University of New York

Press.

216


http://scholarworks.umass.edu/dissertations/AAI8110318

BIBLIOGRAPHY

Cohen, E.G. (1994). Restructuring the classroom: Conditions for productive small

groups. Review of Educational Research, 64, 1-36.

Cohen, P.R. & Perrault, C.R. (1979). Elements of a Plan-Based Theory of Speech
Acts. Cognitive Science, 3, 177-212.

Coles, G. (1998). Reading Lessons: The Debate over Literacy. New York, Hill &
Wang.

Collins, J.A., Greer, J.E. & Huang, S.X. (1996). Adaptive assessment using
granularity hierarchies and Bayesian nets. In Frasson, C., Gauthier, G. & Lesgold,
A. (Eds.), Proceedings of the 3rd International Conference on Intelligent Tutoring
Systems ITS *96. Berlin, Springer, 569-577.

Conati, C. & Zhou, X. (2004). A Probabilistic Framework for Recognizing and
Affecting Emotions. In Proceedings of AAAI Spring Symposium on Architectures
Jfor Modeling Emotions, Stanford University, CA.

Conati, C., Gertner, A. & Vanlehn, K. (2002). Using Bayesian Networks to Manage
Uncertainty in Student Modeling. User Modeling and User-Adapted Interaction,
12(4),371-417.

Constantino-Gonzélez, M. & Suthers, D.D. (2007). An approach for coaching
collaboration based on difference recognition and participation tracking. The Role
of Technology in CSCL, Computer-Supported Collaborative Learning, 9, Part I,
87-113.

Constantino-Gonzéalez, M.A. & Suthers, D.D. (2000). A Coached Collaborative
Learning Environment for Entity-Relationship Modeling. In Gauthier, G., Frasson,
C. & VanLehn, K. (Eds.), Proceedings of ITS 2000, 324-332. Berlin, Springer.

217



BIBLIOGRAPHY

Cowie, R. (2003). Describing the emotional states expressed in speech. Speech

Communication, 40(1-2), special issue on speech and emotion, 5-32.

Craig, S.D., Graesser, A.C., Sullins, J. & Gholson, B. (2004). Affect and learning: An
exploratory look into the role of affect in learning with autotutor. Journal of
Educational Media, 29(3), 241-250.

Crook, C. (1994). Computers and the Collaborative Experience of Learning.
Routledge, London.

Cytowic, R.E. (1996). The Neurological Side of Neuropsychology. The MIT Press,
Cambridge, MA.

Cytowic, R.E., (1993). The Man Who Tasted Shapes. New York, NY, G.P. Putnam's

Sons.

D'Mello, S.K., Picard, R.W. & Graesser, A.C. (2007). Towards an Affect-Sensitive
AutoTutor. Special issue on Intelligent Educational Systems IEEE Intelligent
Systems, 22 (4), 53-61.

Daloz, L.D. (1986). Effective Teaching and Mentoring. San Francisco, Jossey-Bass.

Damasio, A.R. (1994). Descartes Error: Emotion, Reason and the Human Brain, G.P.
Putnam Sons, NY.

Dansereau, F.Jr, Graen, G. & Haga, W.J. (1975). A vertical dyad linkage approach to
leadership within formal organizations: A longitudinal investigation of the role

making process. Organizational Behavior and Human Performance, 13, 46-78.

218



BIBLIOGRAPHY

Daradoumis T., Guitert M., Giménez, F., Marques, J. & Lloret, T. (2002). Supporting
the Composition of Effective Virtual Groups for Collaborative Learning. In
Proceedings of the International Conference on Computers in Education (ICCE

2002), 332-336. IEEE Computer Society Press (2002).

Day, C. (1998). Developing teachers: The challenges of lifelong learning?. London,

Falmer Press.

de Bra, P. & Calvi, L. (1998). Aha! An Open Adaptive Hypermedia Architecture. The
New Review of Hypermedia and Multimedia, 4, 115-139.

de Faria, E.S.J., Adan-Coello, J.M. & Yamanaka, K. (2006). Forming Groups for
collaborative Learning in Introductory Computer Programming Courses Based on
Students’ Programming Styles: An Empirical Study. In Proceedings of the
ASEE/IEEE Frontiers in Education Conference, 6-11, San Diego, CA, USA.

de Souza, R. (1987). The rationality of emotion. MIT Press.

Dellaert, F., Polzin, T. & Waibel, A. (1996). Recognizing emotion in Speech. In
Proceedings of international conference on spoken language processing (ICSLP
‘96), 1970-1973, Philadelphia, PA.

Dewey, J. (1938). Experience and Education. (Kappa Delta Pi Lecture Series), Collier
Books, New York.

Di Lascio, L., Fischetti, E. & Gisolfi, A. (1999). A Fuzzy-Based Approach to
Stereotype Selection in Hypermedia. User Modeling and User-Adapted
Interaction, 9(4), 285-320.

Dias, J. & Paiva, A.: (2005). Feeling and reasoning: A computational model for
emotional characters. In Proceedings of EPIA 2005, 127-140, Springer.

219



BIBLIOGRAPHY

Dillenbourg, P., Jdrveld, S. & Fischer, F. (2009). The Evolution of Research on
Computer-Supported Collaborative Learning. Technology-Enhanced Learning,

chapter 1, 3-19. Springer Netherlands, Dordrecht.

Dillenbourg, P., Baker, M., Blaye, A. & O'Malley, C. (1995). The evolution of
research on collaborative learning. In E. Spada & P. Reiman (Eds) Learning in
Humans and Machine: Towards an interdisciplinary learning science, 189-211.

Oxford: Elsevier.

Donahoo, S. & Hunter, R.C. (2007). Teaching Leaders To Lead Teachers:

Educational Administration In The Era Of Constant Crisis. Elsevier.

Duchowski, A.T. (2002). A breadth-first survey of eye tracking applications. Behavior
Research Methods, Instruments, and Computing, 34(4), 455-70.

Duffy, T.M. & Jonassen, D. (1992). Constructivism and the technology of instruction:

A conversation. Hillsdale NJ: Lawrence Erlbaum Associates.

Duke, D.L. (2009). Differentiating School Leadership: Facing the Challenges of

Practice. Corwin Press.

Dunn, R. & Dunn, K. (1978). Teaching Students Through Their Individual Learning
Styles: A Practical Approach. Virginia: Reston Publishing.

Efklides, A. & Petkakim C. (2005). Effects of Mood on students’ metacognitive

experiences. Learning and Instruction, 15, 415-431.

Eklund, J. & Brusilovski, P. (1999). InterBook: an Adaptive Tutoring System.

UniServe Science News, 12.

220



BIBLIOGRAPHY

Ekman, P. (1984). Expression and the nature of emotion. In Scherer, K.R. & Ekman,
E. (Eds.), Approaches to emotion, 319-344. Hillsdale, NJ, Erlbaum.

Ekman, P. & Friesen, W. (1978). Facial Action Coding System: A Technique for the

Measurement of Facial Movement. Consulting Psychologists Press, Palo Alto.

Ekman, P. & Friesen, W.V. (1975). Unmasking the face. A guide to recognizing

emotions from facial clues. Englewood Cliffs, New Jersey, Prentice-Hall.

Ekman, P., Levenson, R.W. & Friesen, W.V. (1983). Autonomic nervous system
activity distinguishes among emotions. Science, 221(4616), 1208-1210.

El-Khouly, M. & El-Seoud, S.A. (2006). On Line Student Model. International
Journal of Computing & Information Sciences, 4(1), 40-45.

Elliott, C., Rickel, J. & Lester, J. (1999). Lifelike pedagogical agents and affective
computing: An exploratory synthesis. In Wooldridge, M. & Veloso, M. (Eds.),
Artificial Intelligence Today, volume 1600 of Lecture Notes in Computer Science.
Springer-Verlag. 195-212.

Elliott, C.D. (1992). The Affective Reasoner: A Process Model of Emotions in a
Multi-agent System. PhD Thesis, Northwestern University.

Elsom-Cook, M. (1993). Student modeling in intelligent tutoring systems. Artificial
Intelligence Review, 7(3-4), 227-240.

Engels, G., Hausmann, J.H., Lohmann, M. & Sauer, S. (2006) Teaching UML Is
Teaching Software Engineering Is Teaching Abstraction. Lecture Notes in

Computer Science, Springer Berlin/Heidelberg, 3844, 306-319.

221



BIBLIOGRAPHY

English, H.B. & English, A.C. (1958). 4 comprehensive dictionary of psychological
and psychoanalytic terms: 4 guide to usage. New York, McKay.

Entwistle, N.J. & Ramsden, P. (1983). Understanding student learning. Beckenham,

Croom Helm.

Fantino, E. (1973). Emotion. In Nevin, J.A. (Ed.), The study of behavior: Learning,

motivation, emotion, and instinct. Glenview, Illinois, Scott, Foresman.

Faraco, R.A., Rosatelli, M.C. & Gauthier, F.A.O. (2004). An Approach of Student
Modelling in a Learning Companion System. Advances in Artificial Intelligence,
IBERAMIA, 891-900.

Felder R., Silverman L. (1988). Learning and Teaching Styles in Engineering
Education. Engineering Education. 78(7), 674-681.

Feldman, B.L., Niedenthal, P.M. & Winkielman, P. (2005). Emotion and

Consciousness. The Guildford Press.

Fiedler, F.E. (1967). A theory of leadership effectiveness. McGraw-Hill, NY.

Fiedler, F.E. (1964). A contingency model of leadership effectiveness. In Berkowitz,

L. (Ed.), Advances in experimental social psychology, Academic press, NY.

Fiedler, F.E. & Garcia, J.E. (1987). New approaches to leadership: Cognitive

resources and organizational performance. Wiley, NY.

Finin, T.W. (1989). GUMS: A General User Modeling Shell. In Kobsa, A. &
Wahlster, W. (Eds.), User Models in Dialog Systems, Berlin, Heidelberg,
Springer-Verlag, 411-430.

222



BIBLIOGRAPHY

Fink, J., Kobsa, A. & Nill, A. (1997). Adaptable and Adaptive Information Access for
all Users, Including the Disabled and the Elderly. In Proceedings of the Sixth
International User Modeling Conference, 171-173, New York: Springer.

Forman, E.A. & Cazden, C.B. (1985). Exploring vygotskian perspectives in
education: the cognitive value of peer interaction. /n Culture, Communication and
Cognition: Vygotskian Perspectives, J. V. Wertsch ed., Cambridge U.K.,

Cambridge University Press.

Frijda, N. (1986). The Emotions. Cambridge University Press.

Friedman, N. (1997). Learning Belief Networks in the Presence of Missing Values
and Hidden Variables. In Fisher, D.H. (Ed.), In Proceedings of the Fourteenth
international Conference on Machine Learning (July 08 - 12, 1997), Morgan
Kaufmann Publishers, San Francisco, CA, 125-133.

Fry, P. & Coe, K. (1980). Interactions among dimensions of academic motivation and
classroom social climate: A study of the perceptions of junior high and high

school students. British Journal of Educational Psychology, 50, 33-42.

Furugori, N., Sato, H., Ogata, H., Ochi, Y. & Yano, Y. (2002). COALE: collaborative
and adaptive leaming environment. In Proceedings of the Conference on
Computer Support For Collaborative Learning: Foundations For A CSCL
Community. Stahl, G. (Ed.), Computer Support for Collaborative Learning.

International Society of the Learning Sciences, 493-494.

Gabriel, J.G. (2005). How to thrive as a teacher leader. Alexandria, VA, Association

for Supervision and Curriculum Development.

Gagné, R.M., Wager, W.W., Golas, K.C. & Keller, J.M. (2005). Principles of

Instructional Design. Thomson Wadsworth.

223



BIBLIOGRAPHY

Galvez, J., Guzman, E., Conejo, R. & Millan, E. (2009). Student Knowledge
Diagnosis Using Item Response Theory and Constraint-Based Modeling. In
Proceeding of the 2009 Conference on Artificial intelligence in Education:
Building Learning Systems that Care: From Knowledge Representation To
Affective Modelling. In Dimitrova, V., Mizoguchi, R., du Boulay, B. & Graesser,
A. (Eds). Frontiers in Artificial Intelligence and Applications, vol. 200. IOS Press,
Amsterdam, The Netherlands, 291-298.

Gena, C. (2001). Designing TV Viewer Stereotypes for an Electronic Program Guide.
In Bauer, M., Gmytrasiewicz, P.J. & Vassileva, J. (Eds.), User Modeling 2001,
Springer, Sonthofen, Germany, 274-276.

Gerlach, J.M. (1994). Is this collaboration? In Bosworth, K. and Hamilton, S.J. (Eds),
Collaborative Learning: Underlying Processes and Effective Techniques, New

Directions for Teaching and Learning, No 59.

Gillet. D., Salzmann Ch. & Rekik Y. (2006). Awareness: An Enabling Feature for
mediated Interaction in Communities of Practice. /st European Conference on

Technology Enhanced Learning, Greece.

Gitomer, D.H., Steinberg, L.S. & Mislevy, R.J. (1995). Diagnostic assessment of
troubleshooting skill in an intelligent tutoring system. In Nichols, P., Chipman, S.
& Brennan, R. (Eds.), Cognitively diagnostic assessment, Hillsdale, NJ: Erlbaum,
73-101.

Glachan, M. & Light, P.H. (1982). Peer interaction and learning: Can two wrongs
make a right? In Butterworth, G. & Light, P. (Eds.), Social cognition: Studies of
the development of understanding, 238-262, Chicago, IL, University of Chicago

Press.

224



BIBLIOGRAPHY

Gogoulou, A., Gouli, G., Boas, E., Liakou, E. & Grigoriadou, M. (2007a). Forming
homogeneous, heterogeneous and mixed groups of learners. In Proceedings of the
Personalisation in E-Learning Environments at Individual and Group Level

Workshop, in 11th International Conference on User Modeling, 33-40.

Gogoulou, A., Gouli, E., Grigoriadou, M., Samarakou, M. & Chinou, D. (2007b). A
Web-based Educational Setting Supporting Individualized Learning, Collaborative
Learning and Assessment. Educational Technology & Society, 10(4), 242-256.

Gokhale, A. (1995). Collaborative Learning Enhances Critical Thinking. Journal of
Technology Education, 7.7.

Goldberg, L.R. (1990). An alternative description of personality: The Big Five factor
structure. Journal of Personality and Social Psychology, 59, 1216-1229.

Goleman, D. (1995). Emotional Intelligence. Bantam Books, New York.

Gonyeau, M. & Trujillo, J. & DiVall, M. & Van Amburgh, J. & Kirwin, J. (2006)
Evaluation of students’ learning styles over time and their correlation to academic
performance. Paper presented at the annual meeting of the American Association

of Colleges of Pharmacy, California, USA.

Graf, S. & Bekele, R. (2006). Forming Heterogeneous Groups for Intelligent
Collaborative Learning Systems with Ant Colony Optimization. Vortrag:
International Conference on Intelligent Tutoring Systems, Jhongli, Taiwan, In
Proceedings of the International Conference on Intelligent Tutoring Systems, 217-

226, Springer.

Graham, S. & Weiner, B. (1996). Theories and principles of motivation. In Berliner,
D. & Calfee, R. (Eds), Handbook of Educational Psychology, 63-84. New York,

Macmillan.

225



BIBLIOGRAPHY

Gratch, J. & Marsella, S. (2001). Tears and Fears: Modeling Emotions and Emotional
Behaviors in Synthetic Agents. Paper presented at the Fifth International

Conference on Autonomous Agents, Montreal, Canada.

Graves, D. & Klawe, M. (1997). Supporting Learners in a Remote CSCL
Environment: The Importance of Task and Communication. In Proceedings of the

Computer Support for Collaborative Learning, CSCL'97. Ontario, Canada.

Greenspan, P. (1999). Emotions, Rationality, and Mind/Body. In Solomon, R. (ed.),
Thinking about Feeling. Oxford University Press.

Greer, J., McCalla, G., Cooke, J., Collins, J., Kumar, V., Bishop, A. & Vassileva, J.
(1998). The intelligent helpdesk: Supporting peer-help in a university course. In
Goettl, B.P., Halff, H.M., Redfield, C.L. & Shute, V.J. (Eds.) Intelligent Tutoring
Systems. Lecture Notes in Computer Science, Vol. 1452, 494-503. Springer-
Verlag, Berlin.

Grigoriadou, M., Papanikolaou, K., Kornilakis, H. & Magoulas, G. (2001). INSPIRE:
An INtelligent System for Personalized Instruction in a Remote Environment. In
Bra, P.D., Brusilovsky, P. & Kobsa, A. (Eds.), Proceedings of Third workshop on
Adaptive Hypertext and Hypermedia, Sonthofen, Germany, Technical University
Eindhoven, 13-24.

Gupta, B.L. (2007). Governance And Management Of Technical Institutions. Concept
Publishing Company.

Hargreaves, A. (2000). Mixed emotions: teachers' perceptions of their interactions

with students. Teaching and Teacher Education, 16, 811-826.

226



BIBLIOGRAPHY

Hatzilygeroudis, I. & Prentzas, J. (2004). Using a Hybrid Rule-Based Approach in
Developing an Intelligent Tutoring System with Knowledge Acquisition and
Update Capabilities, Journal of Expert Systems with Applications, 26(4), 477-492.

Hersey, P., Blanchard, K.H. & Johnson, D.E. (2007). Management of Organizational

Behavior: Leading Human Resources. Prentice Hall, New Jersey.

Hersey, P. & Blanchard, K.H. (1999). Leadership and the One Minute Manager.

William Morrow.

Hersey, P., Angelini, A.L. & Carakushansky, S. (1982). The impact of Situational
Leadership and Classroom Structure on Learning Effectiveness. Group and

Organization Studies, 7(2), 216-224.

Hjelmas, E. & Low, B.K. (2001). Face detection: A survey. CVIU, 83, 236-274.

Holt, P., Dubs, S., Jones, M. & Greer, J. (1994). The State of Student Modelling. In
Greer, J.
and McCalla, G. (Eds.), Student Modelling: The Key to Individualized Knowledge-
Based Instruction, Springer-Verlag, 3-35.

Honey, P. & Mumford, A. (1986). The manual of learning styles. Maidenhead, Peter
Honey.

Hooper, S., Ward, T.J., Hannafin, M.J. & Clark, H.T. (1989). The effects of aptitude
composition on achievement during small group learning. Journal of Computer-

Based Instruction, 16, 102-109.

Hoppe, U. (1994). Deductive error diagnosis and inductive error generalization for
intelligent tutoring systems. Journal of Artificial Intelligence in Education, 5, 27-
49.

227



BIBLIOGRAPHY

House, R.J. & Mitchell, T.R. (1974). Path-goal theory of leadership. Contemporary
Business, 3, 81-98.

Howe, C., Tolmie, A. & Mackenzie, M. (1996). Computer support for the
collaborative learning of Physics concepts. In C. O'Malley (Ed.), Computer-

supported collaborative learning, Berlin: Springer-Verlag.

Hoyles, C., Healy, L. & Pozzi, S. (1994). Groupwork with computers: An overview of
findings. Journal of Computer Assisted Instruction, 10, 202-215.

Hsu, M. (2008). A personalized English learning recommender system for ESL
students. Expert Syst. Appl., 34(1), 683-688.

Hu, W, Tan, T., Wang, L. & Maybank, S. (2004). A survey on visual surveillance of
object motion and behaviors, JEEE Trans. on Systems, Man, and Cybernetics,

3403).

Huang, C.J., Liao, J.J., Shen, H.Y., Aye, N.N., Wang, Y.W., Chen, H.X,, Yang, D.X.,
Luo, X.C. & Chuang, Y.T. (2009). Using learning style-based diagnosis tool to
enhance collaborative learning in an undergraduate engineering curriculum.

Computer Applications in Engineering Education.

Hummel, H.G., Berg, B.V., Berlanga, A.J., Drachsler, H., Janssen, J., Nadolski, R. &
Koper, R. (2007). Combining social-based and information-based approaches for
personalised recommendation on sequencing learning activities. International
Journal of Learning Technology, 3(2), 152-168.

Hutchins, E. (1995). Cognition in the wild. MIT Press.

Ikeda, M., Go, S. & Mizoguchi, R. (1997) Opportunistic Group Formation: A Theory

228



BIBLIOGRAPHY

for Intelligent Support in Collaborative Learning. In Proceedings of the

International Conference on Artificial Intelligence in Education, 167-174.

Inaba, A., Supnithi, T., Ikeda, M., Mizoguchi, R. & Toyoda, J. (2000) How Can We
Form Effective Collaborative Learning Groups?. In Proceedings of ITS2000, 282-
291.

Ingleton, C. (2000). Emotion in learning - a neglected dynamic. In James, R., Milton,
J. & Gabb, R. (Eds.), Research and Development in Higher Education, 22, 86-99.

Cornerstones of Higher Education. Melbourne.

Ingleton, C. (1995). Gender and learning: Does emotion make a difference?. Higher

Education, 30, 323-335.

Isen, A.M. (2003). Positive affect as a source of human strength. In Aspinwall, L.G.
& Staudinger, UM. (Eds.), 4 psychology of human strengths: fundamental
questions and future directions for a positive psychology, 179-195. Washington,
DC, APA Books.

Izard, C.E. (1993). Four systems for emotion activation: Cognitive and noncognitive

processes. Psychological Review, 100(1), 68-90.

Izard, C.E. (1984). Emotion-cognition relationships and human development. In Izard,
C.E., Kagan, J. & Zajonc, R.B. (Eds.), Emotions, cognition, and behavior, 17-37.
New York, Cambridge University Press.

Izard, C. (1977). Human Emotions. Plenum Press, New York.

Jaques, P. A. & Vicari, R. M. (2007). A BDI approach to infer student's emotions in

an intelligent learning environment. Computers and Education, 49(2), 360-384.

229



BIBLIOGRAPHY

Jaques, P. A., Vicari, Rosa M., Pesty, S. & Bonneville, J. (2004). Applying affective
tactics for a better learning. In Proceedings of the 16th European Conference on

Artificial Intelligence (ECAI 2004). 10S Press.

James, W. (1884). What is an Emotion?. Mind, 9, 188-205.

Jensen, E. (2005). Teaching with the brain in mind (2nd ed.). Alexandria, VA:

Association for Supervision and Curriculum Development.

Jeremic, Z., Jovanovic, J. & Gasevic, D. (2009). Evaluating an Intelligent Tutoring
System for Design Patterns: the DEPTHS Experience. Educational Technology &
Society, 12(2), 111-130.

Jeremic, Z., Devedzic, V. & Gasevic, D., (2004). An Intelligent Tutoring System for
learning design patterns. International Workshop on Adaptative Hypermedia and
Collaborative Web-based Systems, AHCW’ 04.

Ji, Q. (2005). Computer Vision and Image Understanding, Special Issue on Eye
Detection and Tracking, 98(1).

Jia, X., Silamu, W., Tian, F. & Zhao, R. (2009). An e-learner’s emotion model of text
using: I. Fundamental issues for a DDE model. Ninth IEEE International

Conference on Advanced Learning Technologies, ICALT 2009, 120-124.

Johansson, P. (2002). User modeling in dialog systems. Technical Report SAR 02-2,

Santa Anna IT Research.

John, O.P. (1989). Big Five prototypes for the Adjective Check List using observer
data. In John O.P. (Chair), The Big Five: Historical perspective and current
research. Symposium conducted at the annual meeting of the Society for

Multivariate Experimental Psychology.

230



BIBLIOGRAPHY

Johnson, D.S., Aragon, C.R., McGeoch, L.A. & Schevon, C. (1989). Optimization by
simulated annealing: an experimental evaluation. Part I, graph partitioning. Oper.
Res. 37, 6, 865-892.

Johnson, D.W., Johnson, R.T. & Holubec, EJ. (1993). Circles of Learning:

Cooperation in the classroom, 4th edition. Edina, MN: Interaction Book.

Johnson, D.W. & Johnson, R. T. (1989). Cooperation and competition: Theory and

research. Edina, MN, Interaction Book Company.

Johnson, D.W. & Johnson, R.T. (1985). The internal dynamics of cooperative
learning groups. In Slavin, R., Sharan, S., Kagan, S., Hertz-Lazarowitz, R.,
Webb, C. & Schmuck, R. (Eds.), Learning to cooperative, cooperating to learn,
103-124, New York, Plenum Press.

Johnson, D.W. & Johnson R.T. (1978). Cooperative, competitive, and individualistic

learning. Journal of Research and Development in Education, 12, 3-15.

Johnson, W.L., Rickel, J., & Lester, J.C. (2000). Animated pedagogical agents: face-
to-face interaction in interactive learning environments. International Journal of

Artificial Intelligence in Education, 11, 47-78.

Jonassen, D.H., Peck, K.L. & Wilson, B.G. (1999). Learning with technology: A

constructivist perspective. Columbus, OH, Prentice Hall.

Jondahl, S. & Merch, A. (2002). Simulating Pedagogical Agents in a Virtual Learning
Environment. In Stahl, G (Ed.), Proceedings of Computer Support for
Collaborative Learning, CSCL 2002, Boulder, CO, USA, Lawrence Erlbaum,
531-532.

231



BIBLIOGRAPHY

Jung, K.Y., Park, D.H. & Lee, J.H. (2004). Personalized Movie Recommender
System through Hybrid 2-Way Filtering with Extracted Information. Lecture
Notes in Computer Science, Flexible Query Answering Systems, Springer

Berlin/Heidelberg, 473-486.

Kabassi, K., Virvou, M. & Tsihrintzis, G. (2006). Requirements Capture for a
Personalised Medical Tutor. The International Special Topic Conference on

Information Technology in Biomedicine.

Kagan, S. (1992). Cooperative Learning. San Juan Capistrano, CA, Resources for

Teachers.

Kapoor, A. Picard, R.W. (2005). Multimodal affect recognition in learning
environments. In Proceedings of the 13th annual ACM international conference

on multimedia, 677-682, Hilton, Singapore.

Kaptelinin, V., Kuutti, K. & Bannon, L. (1995). Activity Theory: Basic Concepts and
Applications. In Blumenthal, B., Gornostaev, J. & Unger, C. (Eds.), Human-
Computer Interaction, 5th International Conference, EWCHI'95, 189-201.
Springer-Verlag, Berlin.

Karunaratne, S. & Yan, H. (2001). Interactive Emotional Response Computation for
Scriptable Multimedia Actors. In Proceedings of 2001 International Symposium

on Intelligent Multimedia, Video and Speech Processing, 473-476. Hong Kong.

Katsionis, G. & Virvou, M. (2005). Adapting OCC theory for affect perception in
educational software. In Proceedings of the 11th International Conference on

Human-Computer Interaction, Mahwah, New Jersey, Lawrence Erlbaum.

Katsionis, G. & Virvou, M. (2004). A cognitive theory for affective user modelling in
a virtual reality educational game. In Proceedings of the 2004 IEEE International

232



BIBLIOGRAPHY

Conference on Systems, Man and Cybernetics (SMC '04), 2, 1209-1213, IEEE,
The Hague, The Netherlands.

Kavcic, A. (2004). Fuzzy User Modeling for Adaptation in Educational Hypermedia.
IEEE Transactions on Systems, Man, and Cybernetics - part C: Applications and
Reviews, 34(4), 439-449.

Kay, J. (2000a). Stereotypes, Student Models and Scrutability. In Proceedings of the
Sth international Conference on intelligent Tutoring Systems. In Gauthier, G.,
Frasson, C. & VanLehn, K. (Eds.), Lecture Notes In Computer Science, vol.
1839. Springer-Verlag, London, 19-30.

Kay, J. (2000b). User modeling for adaptation. In C. Stephanidis (Ed.), User
Interfaces for All, Human Factors Series, 271-294.

Kay, J. (1997). Learner know thyself: Student models to give learner control and
responsibility. In Proceedings of ICCE97, International Conference on Computers

in Education, 18-26. Malasia, Kuching, Sarawak.

Kay, J. (1995). The um Toolkit for Reusable, Long Term User Models. User
Modeling and

User-Adapted Interaction: The Journal of Personalization Research, 4.

Kay, J. (1994). Lies, damned lies and stereotypes: Pragmatic approximations of users.
In Proceedings of the 4th International Conference on User Modeling, 175-184.
Bedford, MA, USA, MITRE Corporation.

Khandaker, N. (2005). VALCAM - An Auction Based Learning Enabled Multiagent
Coalition Formation Algorithm for Real-Worls Aplications. M.S. Thesis, CSE,
University Nebraska, Lincoln, NE.

233



BIBLIOGRAPHY

Khandaker, N. & Soh, L.K. (2010) ClassroomWiki: A collaborative wiki for
instructional use with multiagent group formation. To appear in [EEE

Transactions on Learning Technologies.

Khandaker, N. & Soh, L.K. (2009). Multiagent Simulation of Collaboration and
Scaffolding of a CSCL Environment. Technical report. Department of Computer

Science and Engineering.

Khandaker, N. & Soh, L. (2007). Formation and Scaffolding human coalitions with a
multi-agent framework. In Proceedings of AAMAS, 394-396.

Khandaker, N., Soh, L.K. & Jiang, H. (2006) Student learning and team formation in
a structured CSCL environment. In Proceedings of ICCE, Beijing, China, 185-
192.

Khribi, M.K., Jemni, M. & Nasraoui, O. (2008). Automatic Recommendations for E-
Learning Personalization Based on Web Usage Mining Techniques and
Information Retrieval. In Proceedings of the 2008 Eighth IEEE international
Conference on Advanced Learning Technologies, ICALT, 241-245. IEEE
Computer Society, Washington, DC.

Kim, J., Jung, K., Ryu, J., Kang, U. & Lee, J. (2008). Design of Ubiquitous Music
Recommendation System Using MHMM. In Proceedings of the 2008 Fourth
international Conference on Networked Computing and Advanced information

Management - Volume 02. NCM. IEEE Computer Society, Washington, DC.

Kirkpatrick, S., Gelatt, C.D. & Vecchi, M.P. (1983). Optimization by Simulated
Annealing. Science, 220, 671-680.

234



BIBLIOGRAPHY

Kirschner, P.A. (2001). Using integrated electronic environments for collaborative

teaching/learning. Research Dialogue in Learning and Instruction, 2, 1-9.

Kitayama, S., Markus, H.R. & Lieberman, C. (1995). The collective construction of
self esteem. In Russell, J.A., Fernandez-Dois, J.M., Manstead, A.S. & Wellkamp,
J.C. (Eds.), Everyday conceptions of emotion: An introduction to the psychology,
anthropology, and linguistics of emotion, 523-549. Kyoto, Japan Khiwer

Academic Publishers.

Kleinginna, P.R.Jr. & Kleinginna, A.M. (1981). A Categorized List of Emotion
Definitions, with Suggestions for a Consensual Definition. Motivation and

Emotion, 5(4), 345-379.

Kobsa, A. (2001). Generic User Modeling Systems. User Modeling and User-Adapted
Interaction, 11(1-2), 49-63.

Kobsa, A. (1995). Supporting user interfaces for all through user modeling. In
Proceedings of the Sixth International Conference on Human-Computer
Interaction. Volume I. Human and Future Computing of 1.4 User Interface for All

— Everybody, Everywhere, and Anytime, 155-157.

Kobsa, A. (1993). User Modeling: Recent Work, Prospects and Hazards. Adaptive

User Interfaces: Principles and Practice. Amsterdam: North Holland Elsevier.

Kodaganallur, V., Weitz, R. & Rosenthal, D. (2005). A Comparison of Model-Tracing
and Constraint-Based Intelligent Tutoring Paradigms. International Journal of

Artificial Intelligence in Education, 15, 117-144.

Kodaganallur, V., Weitz, R.R. & Rosenthal, D. (2004). VersaTutor: architecture for a
constraint-based intelligent tutor generator. In Proceedings of the 13th

international World Wide Web Conference on Alternate Track Papers &Amp;

235



BIBLIOGRAPHY

Posters (New York, NY, USA, May 19 - 21, 2004). WWW Alt. '04. ACM, New
York, NY, 474-475.

Kolb, D.A. (1984). Experiential learning: Experience as the source of learning and

development. New Jersey: Prentice-Hall.

Kort, B., Reilly, R. & Picard R.-W. (2001). An affective model of interplay between
emotions and learning: reengineering educational pedagogy-building a learning
companion. In Proceedings of International Conference on Advanced Learning

Technologies (ICALT 2001), Madison Wisconsin.

Kosba, E., Dimitrova, V. & Boyle, R. (2004). Using Fuzzy Techniques to Model
Students in Web- Based Learning Environments. International Journal of

Artificial Intelligence, Tools, 13(2), 279-297.

Koschmann, T., Hall, R. & Miyake, N. (2002). CSCL 2: Carrying forward the

conversation. Mahwah, NJ, Lawrence Erlbaum.

Kojiri, T., Murase, Y. & Watanabe, T. (2006). Group Collaboration Support in
Learning Mathematics. In Gabrys, B., Howlett, R.J. & Jain, L.C. (Eds.),
Proceedings of Knowledge-Based Intelligent Information and Engineering
Systems, 10th International Conference, KES 2006. Lecture Notes in Computer
Science, Volume 4252, 1053-1061, Springer-Verlag, Berlin, Heidelberg.

Koutsojannis, C., Prentzas, J. & Hatzilygeroudis, I. (2001). A web based intelligent
tutoring system teaching nursing students’ fundamental aspects of biomedical
technology. In Proceedings of the 23rd annual EMBS international conference in
Estambul.

236



BIBLIOGRAPHY

Kreijns, K., Kirschner, P. & Jochems, W. (2003). Identifying the pitfalls for social
interaction in computer-supported collaborative learning environments: A review

of the research. Computers in Human Behavior, 19, 335-353.

Kreijns, K., Kirschner, P.A. and Jochems, W., (2002). The Sociability of Computer-
Supported Collaborative Learning Environments. Educational Technology &
Society. 5(1), 8-22.

Krulwich, B. (1997). LIFESTYLE FINDER intelligent user profiling using largescale
demographic data. A Magazine, 18(2), 37-45.

Kulik, J.A., Kulik, C.C. & Bangert-Drowns, R.L. (1985). Effectiveness of computer-
based education in elementary schools, Computers in Human Behavior, 1(1), 59-
74.

Kumar, V.S. (1996). Computer-Supported Collaborative Learning: Issues for
Research. 8th Annual Graduate Symposium on Computer Science, University of

Saskatchewan.

Kurapati, K. & Gutta, S. (2002). Tv personalization through stereotypes. In
Proceedings of Adaptive Hypermedia (AH’02), 109-118.

Kuriyama, K., Takahashi, A. & Ikeda, M. (2004). An Agent Oriented Environment
for Collaborative learning — Lessons learned through Vocational Training on
Software Design with UML-. JSiSE, In Proceedings of Symposium on CSCL and
support technology, 55-60.

Kyprianidou, M., Demetriadis, S., Pombortsis, A. & Karatasios, G. (2009).
PEGASUS: designing a system for supporting group activity. Multicultural
Education & Technology Journal, 3(1), 47-60.

237



BIBLIOGRAPHY

Labidi, S. & Sergio, N. (2000). Student modeling and semi-atutomatic domain
ontology construction for SHIECC. Frontiers in Education, Annual, F1B/14-
F1B/18, 30th Annual Frontiers in Education - Vol 1 (FIE'2000).

Lampropoulou, P.S., Lampropoulos, A.S. & Tsihrintzis, G.A. (2009). A Mobile
Music Recommender System based on a Two-level Genre-Rating SVM Classifier
enhanced by Collaborative Filtering. New Directions in Intelligent Interactive
Multimedia Systems and Services - 2, Studies in Computational Intelligence,

226/2009, Springer Berlin / Heidelberg, 361-368.

Lang, P.J., Bradley, M.M. & Cuthbert, B.N. (1990). Emotion, attention, and the startle
reflex. Psychological Review, 97,377-398.

Lange, C. (1887). Ueber Gemuthsbewgungen, 3, 8

Lave, J. & Wenger, E. (1998). Communities of Practice: Learning, Meaning, and
Identity. Cambridge University Press.

Lave, J. & Wenger, E. (1990). Situated Learning: Legitimate Peripheral
Participation. Cambridge, UK, Cambridge University Press.

Lave, J. (1988). Cognition in Practice: Mind, mathematics, and culture in everyday

life. Cambridge, UK: Cambridge University Press.

Lawrence, G.D. & Martin, C.R. (2001). Building people, building programs: A
practitioner’s guide for introducing the MBTI to individuals and organizations.

Gainesville, FL, Center for Applications of Psychological Type.

Layzell, P., Brereton, O.P. & French, A. (2000). Supporting Collaboration in
Distributed Software Engineering Teams. In Proceedings of Software Engineering

Conference, APSEC 2000, 38-45.

238



BIBLIOGRAPHY

Lazarus, R.S. (2000). Cognitive-Motivational-Relational Theory of Emotion. In
Khanin, L.L. & Hanin, Y.L. (Eds.), Emotions in sport, 39-64. Champaign, IL,

Human Kinetics.

Lazarus, R.S. (1991). Progress on a cognitive-motivational-relational theory of

emotion. American Psychologist, 46(8), 819-834.

Lazarus, R.S. (1966). Psychological Stress and the Coping Process. New York, Mc
Graw Hill.

Le Doux, J. (1998). The Emotional Brain. Simon & Schuster, New York.

Lee, C. & Baba, M.S. (2005). The Intelligent Web-Based Tutoring System using the
C++ Standard Template Library. Malaysian Online Journal of Instructional
Technology, 2(3), 34-42.

Lee, C.M. & Narayanan, S. (2005). Towards detecting emotions in spoken dialogs.
IEEE Transactions in Speech and Audio Processing, 13(2), 293-303.

Lehtinen, E. (2003). Computer-Supported Collaborative Learning: An Approach To
Powerful Learning Environment. In E. De Corte, L. Verschaffel, N. Entwistle &
J. Van Merriéboer (Eds.). Powerful Learning Environments: Unraveling basic

components and dimensions. Amsterdam: Pergamon, Elsevier Science.

Lehtinen, E., Hakkarainen, K., Lipponen, L., Rahikainen, M. & Muukkonen, H.
(1999). Computer supported collaborative learning: A review. The J.H.G.L
Giesbers Reports on Education, Number 10. Department of Educational Sciences.

University on Nijmegen.

239



BIBLIOGRAPHY

Leidelmeijer, K. (1991). Emotions: An experimental approach. Tilburg University

Press.

Leont’ev, A.N. (1978). Activity, Consciousness, Personality. Englewood Cliffs, NJ,

Prentice Hall.

Leontidis, M., Halatsis, C. & Grigoriadou, M. (2009). MENTORIing Affectively the
Student to Enhance his Learning. Ninth IEEE International Conference on
Advanced Learning Technologies, ICALT 2009, 455-459.

Lester, J.C., Towns, S.G. & FitzGerald, P.J. (1999). Achieving Affective Impact:
Visual Emotive Communication in Lifelike Pedagogical Agents. International

Journal of AI in Education, 10(3-4), 278-291.

Leventhal, H. (1980). Toward a comprehensive theory of emotion. In Berkowitz, L.
(Ed.), Advances in experimental social psychology, 13. New York, Academic

Press.

Lewin, K., Llippit, R. & White, R.K. (1939). Patterns of aggressive behavior in

experimentally created social climates. Journal of Social Psychology, 10,271-301.

Liao, LE., Hsu, W.C., Cheng, M.S. & Chen, L.P. (2010). A library recommender
system based on a personal ontology model and collaborative filtering technique

for English collections. The Electronic Library, 28(3), 386-400(15).

Ligeza, A. (2006). Logical Foundations for Rule-Based Systems. Springer-Verlag,
Berlin, Heidelberg.

Light, P., Littleton, K., Messer, D. & Joiner R. (1994). Social and communicative
processes in computer-based problem solving. European Journal of Psychology of
Education., 9(1), 311-24.

240



BIBLIOGRAPHY

Light, P. (1993). Collaborative Learning with computers. In P. Scrimshaw (Ed.),

Language, Classrooms and Computers. London, Routledge.

Likert, R. (1967). The Human Organization: Its Management and Value. McGraw-
Hill, New York.

Lin, T. (2007). Cognitive Trait Model for Adaptive Learning Environments. PhD

thesis, Massey University, Palmerston North, New Zealand.

Linden, J., Erkens, G., Schmidt, H. & Renshaw, P. (2002). Collaborative Learning. In:
Simons, P.R.J., Van der Linden, J., Duffy, T. (Eds.), New learning, 37-54, Kluwer
Academic Publishers, Dordrecht.

Linton, F., Goodman, B., Gaimari, R., Zarrella, J. & Ross, H. (2003). Student
Modeling for an Intelligent Agent in a Collaborative Learning Environment. In
Brusilovsky, P., Corbett, A. & de Rosis, F. (Eds.), User Modeling 2003. Lecture
Notes in Artificial Intelligence, Vol. 2702, 342-351, Berlin, Springer-Verlag.

Linton, F., Joy, D., Schaefer, H.P. & Charron, A. (2000). OWL: A recommender
system for organization-wide learning. Educational Technology and Society, 62-

76.

Liu, S., Joy, M.S. & Griffiths, N.E. (2008). Incorporating Learning Styles in a
Computer-Supported Collaborative Learning Model. International Workshop on
Cognitive Aspects in Intelligent and Adaptive Web-based Education Systems
(CIAWES 2008), 3-10.

Liu Z. & Pan, Z.G. (2005). An Emotion Model of 3D Virtual Characters. In

Intelligent Virtual Environment. In Proceedings of the first international

241



BIBLIOGRAPHY

conference on affective computing and intelligent interaction, 629-636,
ACII2005, LNCS 3784, Beijing, China.

Lu, C.H, Wu, C.W., Wu, S.H., Chiou, G.F. & Hsus, W.L. (2005). Ontological
Support in Modeling Learner's Problem Solving Process. Educational Technology

Society, 8(4), 64-75.

Lu, J. (2004). A Personalized e-Learning Material Recommender System. In
Proceedings of the 2nd International Conference on Information Technology for

Application (ICITA 2004), 374-379.

Lukosch, S., Hellweg, M. & Rasel, M. (2006). CSCL, Anywhere and Anytime. In
Dimitriadis, Y.A., Zigurs, I. & Gomez-Sanchez (Eds.), Groupware: Design,
Implementation, and Use, 12th International Workshop, CRIWG 2006, LNCS
4154, 326-340. Springer-Verlag Berlin Heidelberg.

Malfaz, M. & Salichs, M.A. (2004). A New Architecture for Autonomous Robots
based on Emotions. Fifth IFAC Symposium on Intelligent Autonomous Vehicles,

Lisbon. Portugal.

Mandler, G. (1979). Emotion. In Hearst, E. (Ed.), The first century of experimental
psychology. Hillsdale, New Jersey, Erlbaum.

Mandler, G. (1975). Mind and emotion. New York, Wiley.

Marcel, S. (2002). Gestures for multi-modal interfaces: A Review. Technical Report
IDIAP-RR 02-34.

Martin, E. & Paredes, P. (2004). Using Learning Styles for Dynamic Group

Formation in Adaptive Collaborative Hypermedia Systems. [International

242



BIBLIOGRAPHY

Workshop on Adaptive Hypermedia and Collaborative Web-Based Systems,

International Conference on Web Engineering, Munich.

Martin, J. & VanLehn, K. (1995). A Bayesian approach to cognitive assessment. In
Nichols, P., Chipman, S. & Brennan, R.L. (Eds.), Cognitively Diagnostic

Assessment. Hillsdale, NJ, Erlbaum.

Martinez Carreras, M.A., Gomez Skarmeta, A.F., Martinez Graci, E. & Mora
Gonzalez, M. (2005). Colab: A platform design for collaborative learning in

virtual laboratories. Technology enhanced learning, 95-109.

Martins, A. C., Faria, L., Vaz de Carvalho, C. & Carrapatoso, E. (2008). User
Modeling in Adaptive Hypermedia Educational Systems. Educational Technology
& Society, 11 (1), 194-207.

Mavrikis, M., Maciocia, A. & Lee, J. (2003). Targeting the Affective State of
Students Studying Mathematics in a Web-Based ILE, In Proceedings of the 11th

International Conference on Artificial Intelligence in Education, 3, 77-82.

Mayo, M.J. (2001). Bayesian Student Modeling and Decision-Theoretic Selection of
Tutorial Action in Intelligent Tutoring System. PhD Thesis, University of

Centerbury.

McCalla, G.I., Greer, J.E., Kumar, V.S., Meagher, P., Collins, J.A., Tkatch, R. &
Parkinson, B. (1997). A peer help system for workplace training. In du Boulay, B.
& Mizoguchi, R. (Eds.), AI-ED 1997, 8th World Conference on Artificial
Intelligence in Education, 183-190, 10S, Amsterdam.

Mccrae, R.R. & John, O.P. (1992). An introduction to the five-factor model and its
applications. Journal of Personality, 60(2), 175-215.

243



BIBLIOGRAPHY

McNair, D., Lorr, M. & Droppleman, L. (1981). Manual of the Profile of Mood

States. San Diego, CA, Educational and Industrial Testing Services.

Merton, R.K. (1957). Social theory and social structure. Free Press, NY.

Mesh, D., Lew, M., Johnson, D.W. & Johnson, R.T. (1986). Isolated teenagers,
cooperative learning, and the training of social skills. The Journal of Psychology,
120, 323-334.

Meyers, C. & Jones, T.B. (1993). Promoting Active Learning: Activities for the

College Classroom. San Francisco, CA: Jossey-Bass Publishers.

Miller, N. & Harrington, H.J. (1990). A situational identity perspective on cultural
diversity and teamwork in the classroom. In Sharan, S. (Ed.), Cooperative

learning: Theory and research, 39-76. New York, Praeger.

Mislevy, R. J. (1995). Probability-based inference in cognitive diagnosis. In Nichols,
P., Chipman, S. & Brennan, R.L. (Eds.), Cognitively Diagnostic Assessment.
Hillsdale, NJ, Erlbaum.

Mitrovic, A., Mayo, M., Suraweera, P. & Martin, B. (2001). Constraint-based Tutors:
a Success Story. In Monostori, L., Vancza, J. & Ali, M. (Eds.). Proc. IEA/AIE-
2001, Budapest, Springer-Verlag Berlin, 931-940.

Miyake, N. (1986). Constructive interaction and the iterative process of

understanding. Cognitive Science, 10, 151-177.

Moridis, C.N. & Economides, A.A. (2009). Prediction of Student's Mood during an
Online Test Using Formula-based and Neural Network-based Method. Computers
& Education, 53(3), 644-652.

244



BIBLIOGRAPHY

Moridis, C.N. & Economides, A.A. (2008a). Towards computer-aided affective
learning systems: A literature review. Journal of Educational Computing

Research, 39(4), 313-337.

Moridis, C.N. & Economides, A.A. (2008b). A computer method for giving adequate
feedback to students current mood. [EEE Multidisciplinary Engineering
Education Magazine (selected papers presented at IMCL 2008), 3(3), 104-107,
IEEE.

Morrison, J., Morrison, M. & Vogel, D. (1992). Software to Support Business Teams.

Group Decision and Negotiation, 2, 91-115, Kluwer Academic Publishers.

Mota, S. & Picard, R.W. (2003). Automated posture analysis for detecting learner’s
interest level. In Proceedings of computer vision and pattern recognition (CVPR

2003) Workshop on HCI, 724-736, Madison, Wisconsin.

Mowrer, O. (1960). Learning theory and behaviour. New York, United States. John
Wiley & Sons, Inc.

Mugny, G., & Doise, W. (1978). Socio-cognitive conflict and structure of individual
and collective performances. European Journal of Social Psychology, 8, 181-192.

Miihlenbrock, M. (2005). Formation of learning groups by using learner profiles and
context information. In Proceedings of AIED-05, Amesterdam, the Netherlands.

Muijs, D. & Reynolds, D. (2001). Effective teaching: Evidence and practice. London,
Paul Chapman Publishing.

Murray, L.R. & Amott, J.L. (1993). Toward the simulation of emotion in synthetic
speech: A review of the literature of human vocal emotion. Journal of the
Acoustic Society of America, 93(2), 1097-1108.

245



BIBLIOGRAPHY

Murray, D. & Bevan, N. (1985). The social psychology of computer conversations. In
Shackel, B. (Ed.), Human-Computer Interaction — INTERACT 84. New York,

Elsevier Science.

Murray, T. (2003). Eon: Authoring tools for content, instructional strategy, student
model, and interface design. In T. Murray, S. Blessing & S. Ainsworth (Eds.),
Authoring Tools for Advanced Technology Learning Environments Toward cost-
effective adaptive, interactive, and intelligent educational software, 309-340,

Dordrecht, Kluwer Academic Publishers.

Mwanza, D. (2001). Changing Tools, Changing Attitudes: Effects of introducing a
CSCL system to promote learning at work. In Dillenbourg, P., Erelings, A. &
Hakkarainen, K. (Eds.), First European Conference on Computer-Supported
Collaborative Learning, Universiteit Maastricht, March 22-24, 470-486.

Myers, I.B. & McCaulley, M.H. (1985). Manual: A Guide to the Development and
Use of the Myers-Briggs Type Indicator. Palo Alto, CA, Consulting Psychologists

Press.

Nakahara, T. & Morita, H. (2009). Recommender System for Music CDs Using a
Graph Partitioning Method. In Proceedings of the 13th international Conference
on Knowledge-Based and intelligent information and Engineering Systems: Part
II. Velasquez, J.D., Rios, S.A., Howlett, R.J. & Jain, L.C. (Eds). Lecture Notes In
Artificial Intelligence, 5712. Springer-Verlag, Berlin, Heidelberg, 259-269.

Nardi, B. (1996). Context and Consciousness: Activity Theory and Human-Computer
Interaction. Cambridge, MA, MIT Press.

Neal Reilly, W.S. (1996). Believable Social and Emotional Agents. PhD Thesis,

Carnegie Melon University.

246



BIBLIOGRAPHY

Neumann, A.W. (2009). Recommender Systems for Information Providers: Designing

Customer Centric Paths to Information. Heidelberg, Physica-Verlag.

Nguyen, L. & Do, P. (2009). Combination of Bayesian Network and Overlay Model
in User Modeling. In Proceedings of the 9th international Conference on
Computational Science. Allen, G., Nabrzyski, J., Seidel, E., Albada, G.D.,
Dongarra, J. & Sloot, P.M. (Eds.), Lecture Notes In Computer Science, 5545.
Springer-Verlag, Berlin, Heidelberg.

Nguyen, N.T., Rakowski, M., Rusin, M., Sobecki, J. & Jain, L.C. (2007). Hybrid
filtering methods applied in web-based movie recommendation system. In
Proceedings of the 11th international Conference, KES 2007 and XVII Italian
Workshop on Neural Networks Conference on Knowledge-Based intelligent
information and Engineering Systems: Part I. Apolloni, B., Howlett, R.J. & Jain,
L. (Eds.), Lecture Notes In Computer Science. Springer-Verlag, Berlin,
Heidelberg, 206-213.

Nkambou, R. (2006) Towards Affective Intelligent Tutoring System, Workshop on
Motivational and Affective Issues in ITS. 8th International Conference on ITS, 5-
12.

Norman, D.A. (2002). Emotion and design: Attractive things work better. Interactions
Magazine, 9(4), 36-42.

Norman D.A. (1981). Twelve issues for cognitive science, In Norman D.A. (Ed.),

Perspectives on cognitive science, 265-295, Erlbaum, Hillsdale, NJ.

Norman, W.T. (1963). Toward an adequate taxonomy of personality attributes:
Replicated factor structure in peer nomination personality ratings. Journal of

Abnormal and Social Psychology, 66, 574-583.

247



BIBLIOGRAPHY

Northouse, P.G. (2001). Leadership: Theory and practice. Thousand Oaks, CA, Sage

Publications.

Nourbakhsh, 1., Bobenage, J., Grange, S., Lutz, R., Meyer, R. & Soto, A. (1999). An
affective mobile robot with a full-time job. Artificial Intelligence, 114(1-2), 95—
124.

Ochs, M., Niewiadomski, R., Pelachaud, C. & Sadek, D. (2005). Intelligent
Expressions of Emotions. In Proceedings of the 2005 Ist International
Conference on Affective Computing and Intelligent Interaction, 707-714. ACII,
Beijing, China.

Ogata, H., Liu, Y., Ochi, Y. & Yano, Y. (2001). Neclle: Network-based
communicative language-learning environment focusing on communicative gaps.

Computers & Education, 37, 225-240.

Ohlsson, S. (1994). Constraint-based student modeling. In Greer, J.E., McCalla, G.
(Eds): Student modeling: the key to individualized knowledge-based instruction,
167-189.

Oliver, R., Omari, A. & Knibb, K. (1997). Creating collaborative computer-based
learning environments with the World Wide Web. In R. Kevill, R. Oliver & R.
Phillips, (Eds.), What works and why: Proceedings of the 14th Annual Conference
of the Australian Society for Computers in Tertiary Education, 444-449. Perth,

WA: Academic Computing Services.

Or-Bach, R & Van Joolingen, W.R. (2004). Designing Adaptive Interventions for
Online Collaborative Modeling. Education and Information Technologies, 9(4),

355-375.

248



BIBLIOGRAPHY

Ortony, A., Clore, G.L. & Collins, A. (1988). The Cognitive Structure of Emotions.
Cambridge University Press, Cambridge, UK.

Oudeyer, P.Y. (2003). The production and recognition of emotions in speech:
Features and algorithms. International Journal of Human-Computer Studies,

59(1-2), 157-183.

Ounnas, A., Davis, H.C., & Millard, D.E. (2009). A Framework for Semantic Group
Formation in Education. Educational Technology & Society, 12 (4), 43-55.

Paiva, A, Dias, J., Sobral, D., Aylett, R., Sobreperez, P., Woods, S., Zoll, C. & Hall,
L. (2004). Caring for Agents and Agents that Care: Building Empathic Relations
with Synthetic Agents. In Proceedings of the Third international Joint Conference
on Autonomous Agents and Multiagent Systems - Volume 1, International
Conference on Autonomous Agents, 194-201. IEEE Computer Society,
Washington, DC.

Paiva, A., Andersson, G., Hook, K., Mourdo, D., Costa, M. & Martinho, C. (2002).
SenToy in FantasyA: Designing an Affective Sympathetic Interface to a Computer
Game. Personal and Ubiquitous Computing, 6, 378-389.

Paiva, A. & Self, J. (1994). TAGUS: A User and Learner Modeling System. In
Proceedings of the Fourth International Conference on User Modeling, Hyannis,

MA, 43-49.

Pantic, M., Sebe, N., Cohn, J. & Huang, T.S. (2005). Affective multimodal human-
computer interaction. In Proceedings of ACM International Conference on

Multimedia, 669-676.

Papanikolaou, K.A., Grigoriadou, M., Kornilakis, H. & Magoulas, G.D. (2003).

Personalizing the Interaction in a Web-Based Educational Hypermedia System:

249



BIBLIOGRAPHY

The Case of Inspire. User-Modeling and User-Adapted Interaction, 13 (3), 213-
267.

Papert, S. (1980). Mindstorms: Children, Computers and Powerful Ideas. Basic
Books, New York.

Paredes, P., Ortigosa, A. & Rodriguez, P. (2009). TOGETHER: an Authoring Tool
for Group Formation based on Learning Styles. 7th International Workshop on
Authoring of Adaptive and Adaptable Hypermedia at the Fourth European
Conference on Technology Enhanced Learning "Learning in the Synergy of

Multiple Disciplines”".

Park, M., Park, H. & Cho, S. (2008). Restaurant Recommendation for Group of
People in Mobile Environments Using Probabilistic Multi-criteria Decision
Making. In Proceedings of the 8th Asia-Pacific Conference on Computer-Human
interaction. Lee, S. Choo, H., Ha, S. & Shin, I.C. (Eds.), Lecture Notes In
Computer Science, 5068. Springer-Verlag, Berlin, Heidelberg, 114-122.

Pashler H., Mcdaniel M., Rohrer D. & Bjork R. (2009). Learning Styles: Concepts
and Evidence. Psychological Science in the Public Interest, 9(3), 105-119.

Pavlov, LP. (1906). The scientific investigation of physical faculties or processes in

the higher animals. Science, 24, 613-619.

Pavlovic, V.I., Sharma, R. & Huang, T.S. (1997). Visual interpretation of hand
gestures for human-computer interaction: A review, [EEE Trans. on PAMI, 19(7),
677-695.

Pearl, J. (1988). Probabilistic Reasoning in Intelligent Systems: Networks of Plausible

inference. Los Altos, CA, Morgan Kaufmann.

250



BIBLIOGRAPHY

Pefla, C.I., Marzo, J.L. & de la Rosa, J.L. (2002). Intelligent Agents in a Teaching and
Learning Environment on the Web. In Petrushin, V., Kommers, P., Kinshuk &
Galeev L. (Eds.), Proceedings of the International Conference on Advanced
Learning Technologies. Palmerston North, NZ, IEEE Learning Technology Task
Force, 21-27.

Pereira, D., Oliveira, E. & Moreira, N. (2006). Modelling emotional bdi agents. In
Workshop on formal approaches to multi-agent systems (FAMAS 2006), Riva del
Garda, Italy.

Perkins, D.N. (1991). Technology Meets Constructivism: Do They Make Marriage?.
Educational Technology, 31(5), 18-23.

Perrault, C.R., Allen, J.F. & Cohen, P.R. (1978). Speech Acts as a Basis for
Understanding Dialogue Coherence. Department of Computer Science,

University of Toronto, Canada, Report 78-5.

Petrushin, V.A. & Sinitsa, K.M. (1993). Using probabilistic reasoning techniques for
learner modeling. In Proceedings of the 1993 World Conference on Al and
Education, 426-432.

Piaget, J. (1980). The Constructivist approach. Geneva: Foundation Archives Jean

Piaget.

Piaget, J. & Inhelder, B. (1971). The Psychology of the Child. New York: Basic
Books.

Piaget, J. (1952). The Origins of Intelligence in Children. New York: International

Universities Press.

251



BIBLIOGRAPHY

Picard, R. (1998). Toward agents that recognize emotion. In Proceedings of

IMAGINA, 153-165, Monaco.

Picard, R. (1997). Affective computing. Cambridge, MA, MIT Press.

Picard, R. (1995). Affective Computing. Perceptual Computing Section Technical
Report No. 321, Cambridge, Massachusetts, M.I.T. Media Lab.

Picard, R., Papert, S., Bender, W., Blumberg, B., Breazeal, C., Cavallo, D., Machover,
T., Resnick, M., Roy, D. & Strohecker, C. (2004). Affective learning — A
manifesto. BT Technology Journal, 22(4), 253-269.

Picard, R. & Klein, J. (2002). Computers that recognize and respond to user emotion:
Theoretical and practical implications. Interacting with Computers, 14(2), 141-

169.

Piyawat, T. & Norcio, A.F. (2001). Practical Approaches to Fuzzy Object-Oriented
User Modelling. In Smith, M.J., Salvendy, G., Koubek, R.J., Harris, D. (Eds.),
Usability evaluation and interface design: cognitive engineering, intelligent

agents and virtual reality, 125-133.

Plutchik, R. (1980). Emotion: A psychoevolutionary synthesis. New York, Harper &

Row.

Poel, M., op den Akker, R., Heylen, D. & Nijholt, A. (2004). Emotion based agent
architectures for tutoring systems: The ines architecture. In Cybernetics and

Systems 2004. Workshop on Affective Computational Entities (ACE 2004).

Postle, G. (1993). Putting the heart back into learning. In Boud, D., Cohen, R. &
Walker, D. (Eds.), Using Experience for Learning, 33-45, SRHE & Open

University Press, Buckingham.

252



BIBLIOGRAPHY

Prasad, B. (2005). HYREC: A Hybrid Recommendation System for E-Commerce.
Case-Based Reasoning Research and Development, Springer, 408-420.

Prinz, J.J. (2002). Consciousness, computation, and emotion. In Moore, S.C. &
Oaksford, M. (Eds.), Emotional cognition: from brain to behaviour. John

Benjamins Publishing Company.

Quatrani, T. (2002). Visual Modeling with Rational Rose 2002 and UML. Addison-
Wesley Longman Publishing Co., Inc..

Rani, P., Sarkar, N. & Liu, C. (2005). Maintaining optimal challenge in computer
games through real-time physiological feedback. In Proceedings of the 1lth

International Conference on Human Computer Interaction, Lawrence Erlbaum.

Razek, M.A., Frasson, C. & Kaltenbach, M. (2002). Towards more cooperative
intelligent distance learning environments. SACHA 2002, Workshop at ITS 2002.

Reye, J. (2004). Student Modelling Based on Belief Networks. Int. J. Artif. Intell. Ed.,
14(1), 63-96.

Ricci, F. & Werthner, H. (2002). Case-Based Querying for Travel Planning
Recommendation. Information Technology and Tourism, 4(3—4), 215-226.

Rich, E. (1989), Stereotypes and user modeling. In Kobsa, A. & Wahlster, W. (Eds.),
User models in dialog systems. Springer-Verlag, Berlin, 35-51.

Rich, E. (1983). Users are individuals:- individualizing user models. Int. J. Man-
Machine Studies, 18, 199-214.

253



BIBLIOGRAPHY

Rich, E. (1979a), Building and Exploiting UserModels. Ph.D. Thesis, Department of
Computer Science, Carnegie-Mellon University, Pittsburgh, PA.

Rich, E. (1979b). User Modeling via Stereotypes. Cognitive Science 3, 329-354.

Richter, L.A. & Salvendy, G. (1995). Effects of Personality and Task Strength on
Performance in Computerized Tasks. Ergonomics, 38(2), 281-291.

Rick, J. & Gudzial, M. (2006). Situating CoWeb: A scholarship of application.
International Journal of Computer-Supported Collaborative Learning, 1(1), 89—
115,

Rojsattarat, E. & Soonthornphisaj, N. (2003). Hybrid recommendation: Combining
content-based prediction and collaborative filtering. In Intelligent Data

Engineering and Automated Learning, 337-344.

Rosatelli, M.C. & Self, J.LA. (2004). A Collaborative Case Study For Distance

Learning. International Journal of Artificial Intelligence in Education, 14, 1-29.

Roschelle, J. (1992). Learning by collaborating: Convergent conceptual change.
Journal of Learning Sciences, 2, 235-276.

Rothrock L., Koubek R., Fuchs F., Haas M. & Salvendy G. (2002). Review and
Reappraisal of Adaptive Interfaces:Toward Biologically-Inspired Paradigms.

Theoretical Issues in Ergonomic Science, 3(1), 47-84.

Rumbaugh, J., Jacobson, I. & Booch, G. (1999). The Unified Modelling Language
Reference Manual, Addison-Wesley.

254



BIBLIOGRAPHY

Russell, J.A. & Bullock, M. (1985). Multidimensional scaling of emotional facial
expression: similarity from preschoolers to adults. Journal of Personality and

Social Psychology, 48, 1290-1298.

Salovey, P. & Mayer, J.D. (1990). Emotional intelligence. Imagination, Cognition
and Personality, 9(3),185-211.

Salzberger-Wittenberg, 1. Henry, G. & Osborne, E. (1983). The emotional experience
of learning and teaching. London, Routledge and Kegan Paul.

Sanchez-Anguix, V., Esparcia, S., Argente, E. Garcia-Fornes, A. & Julian, V. (2010).
Collaborative Information Extraction for Adaptive Recommendations in a
Multiagent Tourism Recommender System. In Demazeau, Y., Dignum, F.
Corchado, J.M. & Bajo, J. (Eds.), Advances in Practical Applications of Agents
and Multiagent Systems, 8th International Conference on Practical Applications
of Agents and ultiagent Systems, PAAMS 2010, Salamanca, Spain. Advances in
Soft Computing, 70, Springer, 35-40.

Scardamalia, M. & Bereiter, C. (1996). Computer support for knowledge-building
communities. In T. Koschmann (Ed.), CSCL: Theory and practice of an emerging
paradigm, 249- 268. Hillsdale, NJ: Lawrence Erlbaum Associates.

Schachter, S. (1964). The Interaction of Cognitive and Physiological Determinants of
Emotional State. In Berkowitz, L. (Ed.), Advances in Experimental Psychology, 1,
49-80.

Schachter, S. & Singer, J. (1962). Cognitive, social, and physiological determinants of
emotional state. Psychological Review, 65, 379-399.

Schafer, J.B., Konstan, J. & Riedl, J. (1999). Recommender Systems in E-Commerce.
In Proceedings of the First ACM Conference on Electronic Commerce, EC ’99,

255



BIBLIOGRAPHY

158-166.

Scheff, T.J. (1997). Emotions, the social bond and human reality. Cambridge,
Cambridge University Press.

Scherer, K. (2005). What are emotions? And how can they be measured? Social
Science Information, 44(4), 695-729.

Scherer, K.R. (1999). Appraisal theory. In Dalgleish,T. & Power, M.J. (Eds.),
Handbook of cognition and emotion, 637-663. Chichester, England, John Wiley &
Sons Ltd.

Schwalbe, K. (2000). Information Technology Project Management. Course
Technology, Cambridge, MA.

Schwarz, N. & Bless, H. (1991). Happy and mindless, but sad and smart? The impact
of affective states on analytic reasoning. In Forgas, J.P. (Ed.), Emotion and social

Judgments, 55-720. New York, Pergamon.

Self, J.A. (1994). Formal approaches to student modelling. In Greer, J. and McCalla,
G. (Eds.), Student Modelling: the Key to Individualized Knowledge-Based
Instruction, Springer-Verlag, 295-352.

Shang, Y., Shi, H. & Chen, S.S. (2001). An Intelligent Distributed Environment for
Active Learning. ACM Journal of Educational Resources in Computing, 1(2), 1-

17.

Shapira, B., Shoval, P. & Hanani, U. (1997). Stereotypes in information filtering
systems. Information Processing and Management, 33(3), 273-287.

Sheremetov, L. & Arenas, A.G. (2002) EVA: an interactive Web-based collaborative

256



BIBLIOGRAPHY

learning environment. Computers & Education, 39(2), 161-182.

Siau, K. & Loo, P. (2006). Identifying difficulties in learning UML. Information
Systems Management, 23(3), 43-51.

Simon H.A. (1967). Motivational and emotional controls of cognition. In Models of
Thought, 29-38, Yale University Press, New Haven.

Simons, A. & Graham, I. (1999). 30 Things that go wrong in object modelling with
UML 1.3. In Kilov, H., Rumpe, B. & Simmonds, I. (Eds.), Behavioral
Specifications of Businesses and Systems, 237-257, Kluwer Academic Publishers.

Skinner, B.F. (1954). The science of learning and the art of teaching. Harvard
Educational Review, 24(2), 86-97.

Slavin, R.E. (1991). Student Team Learning: A Practical Guide to Cooperative

Learning. Washington, DC: National Education Association.

Slavin, R.E. (1990). Cooperative Learning: Theory, Research, and Practice.
Englewood Cliffs, NJ, Prentice-Hall.

Slavin, R. (1977). Classroom reward structure: An analytical and practical review.

Review of Educational Research, 47(4), 633-650.

Sleeman, D. (1987). PIXIE: A shell for developing intelligent tutoring systems. In R.
Lawler & M. Yazdani (Eds.), Artificial Intelligence in Education. New Jersey,
Ablex.

Sleeman, D.H. & Smith, M.J. (1981). Modelling students' problem solving. Artificial
Intelligence, 16, 171-187.

257



BIBLIOGRAPHY

Smith, B.L. & MacGregor, J.T. (1992). What is collaborative learning? In Goodsell,
A. S., Maher, M. R, and Tinto, V. (Eds.), Collaborative Learning: A Sourcebook
for Higher Education. National Center on Postsecondary Teaching, Learning, &

Assessment, Syracuse University.

Soh, L., Khandaker, N. & Jiang, H. (2006). Multiagent Coalition Formation for
Computer-Supported Cooperative Learning. In Proceedings of IAAI, 1844-1851.

Soller, A. (2001). Supporting social interaction in an intelligent collaborative learning

system. Internation Journal of Artificial Intelligence in Education, 12(1), 40-62.

Soller, A., Lesgold, A., Linton, F. & Goodman, B. (1999). What Makes Peer
Interaction Effective? Modeling Effective Communication in an Intelligent CSCL.
In Proceedings of the 1999 AAAI Fall Symposium: Psychological Models of
Communication in Collaborative Systems, Cape Cod, MA, 116-123.

Soloway, EMM. & Johnson, W.L. (1984). Remembrance of blunders past: a
retroperspective on the development of PROUST. In Proceedings of the 6th
Cognitive Science Society Conference, Boulder, CO, 57.

Stahl, G., Koschmann, T. & Suthers, D. (2006). Computer-supported collaborative
learning: An historical perspective. In R. K. Sawyer (Ed.), Cambridge handbook
of the learning sciences (pp. 409-426). Cambridge, UK: Cambridge University

Press.

Stahl, R.J. & VanSickle, R.L. (1992). Cooperative Learning in the Social Studies
Classroom: An Invitation to Social Study. Washington, DC: National Council for
the Social Studies.

Stash, N., Cristea, A. & de Bra, P. (2006). Adaptation to Learning Styles in
ELearning: Approach Evaluation. In T. Reeves & S. Yamashita (Eds.), In

258



BIBLIOGRAPHY

Proceedings of World Conference on E-Learning in Corporate, Government,

Healthcare, and Higher Education. Chesapeake, VA, AACE, 284-291.

Stathopoulou, 1.O., (2009). Emotion Perception and Recognition in Face Images with
Applications in Affective Human-Computer Interaction Systems, PhD Thesis,

University of Piraeus, Greece.

Stern, M.K., Steinberg, J., Lee, H.I, Padhye, J. & Kurose, J. (1997). Manic:
Multimedia Asynchronous Networked Individualized Courseware. In Proceedings
of the World Conference on Educational Multimedia/Hypermedia and World
Conference on Educational ~Telecommunications (Ed-Media/Ed-Telecom).

Calgary, Canada, 1002-1007.

Stogdill, R. (1974). Handbook of Leadership (Ist Ed.). Free Press, New York.

Streit, M., Batliner, A. & Portele, T. (2004). Cognitive-Model-Based Interpretation of
Emotions in a Multi-modal Dialog System. In: E. Andre, L. Dybkjaer, W. Minker,
P. Heisterkamp (Eds.), Affective Dialogue Systems: Tutorial and Research
Workshop, 65-76. ADS 2004, Kloster Irsee, Germany.

Surjono, H.D. & Maltby, J.R. (2003). Adaptive Educational Hypermedia Based on
Multiple Student Characteristics. Advances in Web-Based Learning - ICWL 2003,
442-449.

Suranna, L.J. & Moss, D.M. (1999). Describing preservice teachers’ conceptions of
the role of teacher leader. Paper presented at the annual meeting of the

Northeastern Educational Research Association, Ellenville, NY.

Sutton, R.E. & Wheatley, K.F. (2003) Teachers’ emotions and teaching: a review of
the literature and directions for future research. Educational Psychology Review,

15(4), 327-358.

259



BIBLIOGRAPHY

Sylwester, R. (1994). How emotions affect learning. Educational Leadership, 52(2),
60-65.

Tamura, Y. & Furukawa, S. (2007). CSCL environment for "six thinking hats"
discussion. In Proceedings of the 11th international Conference, KES 2007 and
XVII Italian Workshop on Neural Networks Conference on Knowledge-Based
intelligent information and Engineering Systems: Part III. Apolloni, B., Howlett,
RJ. & Jain, L. (Eds.), Lecture Notes In Artificial Intelligence. Springer-Verlag,
Berlin, Heidelberg, 583-589.

Tang, T. & McCalla, G. (2005). Smart Recommendation for an Evolving E-Learning
System: Architecture and Experiment. International Journal on E-Learning, 4(1),
105-129.

Tasman, A., Kay J. & Lieberman J.A. (1997). Psychiatry. Philadelphia, WB Saunders.

Teixeira, C., Labidi, S. & Nascimento, E. (2002) Modeling the cooperative learner
based on it’s actions and interactions within a teaching-learning session. In
Proceedings of the 32nd ASEE/IEEE Frontiers in Education Conference, Boston,
USA, 19-23.

Thomson, D., Mitrovic, A (2009) Towards a negotiable student model for constraint-
based ITSs. 17th International on Conference Computers in Education (ICCE
2009), Hong Kong, 83-90.

Thorndike, E. (1932). The Fundamentals of Learning. New York, Teachers College

Press.

Tolman, E.C. (1932). Purposive Behavior in Animals and Men. New York, Appleton-
Century-Crofts.

260



BIBLIOGRAPHY

Tomkins, S.S. (1984). Affect theory. In Scherer, K.R. & Ekman, P. (Eds.),
Approaches to emotion, 163-195. Hillsdale, NJ, Erlbaum.

Tomkins, S.S. (1963). Affect, imagery, consciousness: Vol. II. The negative affects.
New York, Springer Publishing.

Tomkins, S.S. (1962). Affect, imagery, consciousness: Vol. I. The positive affects.
New York, Springer Publishing.

Totten, S., Sills, T., Digby, A. & Russ, P. (1991). Cooperative learning: A Guide to
Research. New York: Garland.

Tudge, J. (1989). When collaboration leads to regression: Some negative
consequences of socio-cognitive conflict. European Journal of Social Psychology,

19, 123-138.

Turk, M. (2001). Gesture recognition. Stanney, K. (Ed.), Handbook of Virtual

Environment Technology.

Tyson, H. (1993). Who will teach the children? San Francisco, CA, Jossey-Bass.

Uribe, D., Klein J. & Sullivan, H. (2003). The effect of computer-mediated
collaborative learning on solving Ill-defined problems. Educational Technology
Research and Development, 51, 1, 5-19.

Van Breemen, A. & Bartneck, C. (2003). An emotional interface for a music
gathering application. In Proceedings of the 8th international Conference on

Intelligent User Interfaces, 307-309. ACM, New York, NY.

Van Dyke Parunak, H., Bisson, R., Brueckner, S., Matthews, R. & Sauter, J. (2006).

261



BIBLIOGRAPHY

A model of emotions for situated agents. In Proceedings of the Fifth International
Joint Conference on Autonomous Agents and Multiagent Systems (Hakodate,

Japan, May 08 - 12, 2006). AAMAS '06, 993-995. ACM, New York, NY.

VanLehn, K. (1988). Student Modeling. In Polson, M.C. & Richardson, J.J. (Eds.),

Foundations of intelligent tutoring systems, Routledge.

Vasu, M.L., Stewart, D.W. & Garson, G.D. (1998). Organizational Behavior and
Public Management (3rd Edition). Taylor & Francis, Inc.

Velasquez, J. (1998). When Robots Weep: Emotional Memories and Decision-
Making. In Proceedings of the Fifteenth National Conference on Artificial
Intelligence, Madison, Wisconsin, AAAI Press.

Velusamy, S., Gopal, L., Bhatnagar, S. & Varadarajan, S. (2008). An efficient ad
recommendation system for TV programs, Journal of Multimedia Systems, 14(2),

73-87.

Vergara, H. (1994). PROTUM: A Prolog Based Tool for User Modeling. WG
Knowledge-Based Information Systems, Department of Information Science,

University of Konstanz, Germany, WIS-Report 10.

Vesterinen, E. (2001). Affective Computing, Digital Media research seminar,
Finland, 111-590.

Villano, M. (1992). Probabilistic Student Models: Bayesian Belief Networks and
Knowledge Space Theory. In Frasson, C., Gauthier, C. & McCalla, G. (Eds.),
Proceedings of the Second International Conference, ITS’92, 491-498. Berlin,
Springer-Verlag.

Virvou, M. & Moundridou, M. (2001). Student and Instructor Models: Two Kinds of

262



BIBLIOGRAPHY

User Model and their Interaction in an ITS Authoring Tool. In Bauer, M.,
Gmytrasiewicz, P. & Vassileva, J. (Eds.), Proceedings of the 8th International
Conference on User Modeling UM2001, Lecture Notes in Artificial Intelligence
(Subseries of Lecture Notes in Computer Science), 2109, Springer, Berlin, 158-
167.

Virvou, M. & Tsiriga, V. (2001a). Student Modelling in a Web-based Algebra Tutor.
In Proceedings of TELEMATICA 2001 International Conference on Telematics
and Web-Based Education, 43-44.

Virvou, M. & Tsiriga, V. (2001b). Web Passive Voice Tutor: an Intelligent Computer
Assisted Language Learning System over the WWW. In T. Okamoto, R. Hartley,
Kinshuk, and J. Klus, (Eds), IEEE International Conference on Advanced
Learning Technologies: Issues, Achievements and Challenges, Los Alamitos, CA:

IEEE Computer Society Press, 131-134.

Virvou, M. & Moundridou, M. (2000). A Web-Based Authoring Tool for Algebra-
Related Intelligent Tutoring Systems. Educational Technology & Society, 3(2),
61-70.

Vizcaino, A., Contreras, J., Favela, J. & Prieto, M. (2000). An Adaptive,
Collaborative Environment to Develop Good Habits in Programming. In Gauthier,
G., Frasson, C. & VanLehn, K. (Eds.), /7S 2000, LNCS 1839, 262-271, Springer-
Verlag, Berlin Heidelberg.

Vroom, V.H. & Yetton, P.W. (1973). Leadership and decision-making. University of
Pittsburg Press, Pittsburg.

Vygotsky, L. (1994) The Problem of the Environment. In Vander Veer, R. &
Vlasiner, J. (Eds.), The Vygotsky Reader, 338-354. Cambridge, MA, Blackwell.

263



BIBLIOGRAPHY

Vygotsky, L. (1978). Mind in society: The development of higher psychological

processes. Cambridge: Harvard University Press.

Walbesser, H.H. (2002). A Brief Primer on Teaching: For New University Personnel.

iUniverse.

Wan, X., Anma, F., Ninomiya, T. & Okamoto, T. (2008). Collabo-eNOTE: A Hybrid
Recommender System for Group Learning Support. ZLJCSNS International Journal
of Computer Science and Network Security, 8(9), 166-171.

Wang, D.Y., Lin, S.S.J. & Sun, C.T. (2007). DIANA: A computer-supported
heterogeneous grouping system for teachers to conduct successful small learning

groups. Computers in human Behaviors, 23 (4), 1997-2010.

Wang, J.J.L. & Singh, S. (2003). Video analysis of human dynamics — A survey.
Real-Time Imaging, 9(5), 321-346.

Watson, D., Moore, A. & Rhodes, V. (1993). Case studies. In D. Watson (Ed.), The
Impact Report, 61-96, King's College London, London.

Watson, J.B. (1928). The ways of behaviorism. New York, Harper & Brothers.

Watson, J.B. (1924). Behaviorism. New York, People's Institute Publishing Company.

Webb, N.M. (1980). A process-outcome analysis of learning in group and individual
settings. Educational Psychologist, 15, 69-83.

Weber, M.D. & Karman, T.A. (1991). Student group approach to teaching using
Tuckman model of group development. American Journal of Physiology, 261(6),
S12-S16.

264



BIBLIOGRAPHY

Wei, F., Moritz, S.H., Parvez, SM. & Blank, G.D. (2005). A student model for
object-oriented design and programming. J. Comput. Small Coll., 20, 5, 260-273.

Whatley, J. & Bell, F. (2003). Discussion across borders: benefits for collaborative
learning. Educational Media International, 40, 1-2, 139-152.

Wilmore, E.L. (2007). Teacher leadership: improving teaching and learning from

inside the classroom. Thousand Oaks, CA, Sage.

Wolf, C. (2003). Towards 'Learning Style'-Based E-Learning in Computer Science
Education. In Proceedings of the Australasian Computing Education Conference.

Adelaide, Australia, 273-279.

Yang, M.H., Kriegman, D. & Ahuja, N. (2002). Detecting faces in images: A survey.
IEEE Trans. on PAMI, 24(1), 34-58.

Yeoh, H.K. & Mohamad Nor, M.I. (2009). An algorithm to form balanced and diverse

groups of students. Computer Applications in Engineering Education, Wiley.

York-Barr, J. & Duke, K. (2004). What do we know about teacher leadership?
Findings from two decades of scholarship. Review of Educational Research,

74(3), 255-316.

Young, P.T. (1973). Feeling and emotion. In Wolman, B.B. (Ed.), Handbook of
general psychology. Englewood Cliffs, New Jersey, Prentice-Hall.

Zadeh, L.A. (1965). Fuzzy sets. Information and Control, 8(3), 338-353.

Zaiane, O.R. (2002). Building a Recommender Agent for e-Learning Systems. In
Proceedings of the international Conference on Computers in Education, ICCE.

IEEE Computer Society, Washington, DC, 55.

265



BIBLIOGRAPHY

Zajonc, R.B. & Markus, H. (1988). Affect and cognition: the hard interface. Izard,
C.E., Kagan, J. & Zajonc, R.B. (Eds.), Emotions, cognition, and behavior, 73-102.
New York, Cambridge University Press.

Zapata-Rivera, J. & Greer, J. (2001) Inspecting and visualizing distributed Bayesian
student models. In Gauthier, G., Frasson, C. & VanLehn, K. (Eds.), Intelligent
Tutoring Systems, Proceedings of ITS2001, 544-553, Berlin Heidelberg, Springer
Verlag.

Zhao, W., Chellappa, R., Rosenfeld, A. & Phillips, J. (2003). Face recognition: A
literature survey. ACM Computing Surveys, 12, 399-458.

Zhou, Y. & Evens, M.W. (1999). A Practical Student Model in an Intelligent Tutoring
System. In Proceedings of the 11th IEEE international Conference on Tools with
Artificial intelligence (November 08 - 10, 1999). ICTAIL IEEE Computer Society,
Washington, DC, 13.

Zimmerman, B.J. (2000). Self-Efficacy: An Essential Motive to Learn. Contemporary
Educational Psychology, 25, 82-91.

Zong, Y., Dohi, H., & Ishizuka, M. (2000). Multimodal Presentation Markup
Language MPML With Emotion Expression Functions Attached. In Proceedings
of the 2000 International Conference on Microelectronic Systems Education.

MSE. IEEE Computer Society, Washington, DC, 359.

Zurita, G. & Nussbaum, M. (2004). Computer supported collaborative learning using
wirelessly interconnected handheld computers. Computers & Education, 42(3),
289-314.

266



PUBLICATIONS

Publications in International Journals After Full Review

1.

Tourtoglou, K. & Virvou, M. (2011). An Intelligent Recommender System for
Trainers and Trainees in a Collaborative Learning Environment for UML.
International Journal Of Intelligent Decision Technologies, Special Issue on
Multimedia/Multimodal ~Human-Computer Interaction in Knowledge-based
Environments, 5(1), 10S Press (to appear).

Chapters in Edited Books After Full Review

1

Tourtoglou, K. & Virvou, M. (2008). User Stereotypes for Student Modelling
in Collaborative Learning: Adaptive Advice to Trainers. In Knowledge-Based
Software Engineering, JCKBSE 2008, Frontiers in Artificial Intelligence and
Applications, Vol. 180, ISBN 978-1-58603-900-4, pp. 505-514.

Tourtoglou, K. & Virvou, M. (2008). User Stereotypes Concerning Cognitive,
Personality and Performance Issues in a Collaborative Learning Environment for
UML. In Intelligent Interactive Multimedia Systems and Services, Studies in
Computational Intelligence, Vol. 142, pp. 385-394, Springer-Verlag Berlin
Heidelberg.

Virvou, M. & Tourtoglou, K. (2006). Intelligent Help for Managing and
Training UML Software Engineering Teams. In Frontiers in Artificial Intelligence
and Applications, Vol. 140. “Knowledge-Based Software Engineering -
Proceedings of the Seventh Joint Conference on Knowledge-Based Software
Engineering”, Edited by Enn Tyugu, Takahira Yamaguchi, ISBN 1-58603-640-8,
pp. 11-20.

Proceedings in International Peer Reviewed Conferences

1.

Tourtoglou, K. & Virvou, M. (2010). Evaluating an Intelligent Collaborative
Learning Environment for UML. In Proceedings of the 5th International
Conference on Software and Data Technologies (ICSOFT 2010).

Tourtoglou, K. & Virvou, M. (2010). Simulated Annealing in Finding
Optimum Groups of Learners of UML. In Proceedings of the 2nd International
Symposium on Intelligent Decision Technologies (KES IDT 2010), 147-156.

Tourtoglou, K. & Virvou, M. (2008). User Modelling in a Collaborative
Learning Environment for UML. In Proceedings of the S5th International
Conference on Information Technology: New Generations (ITNG 2008), 1257-
1258.

267



PUBLICATIONS

Virvou, M. & Tourtoglou, K. (2007). AUTO-COLLEAGUE: A Collaborative
Learning Environment for UML. In Proceedings of the 2nd International
Conference on Software and Data Technologies (ICSOFT 2007), 35-39.

Virvou, M. & Tourtoglou, K. (2006). An Adaptive Training Environment for
UML. In Proceedings of IEEE International Conference on Advanced Learning
Technologies (ICALT 2006), 147-149.

Virvou, M., Manos, C., Katsionis, G. & Tourtoglou, K. (2002). Incorporating
the Culture of Virtual Reality Games into Educational Software via an Authoring
Tool. In Proceedings of the IEEE International Conference on Systems, Man and
Cybernetics (SMC 2002), 2, 326-331.

Virvou, M., Manos, C., Katsionis, G. & Tourtoglou, K. (2002). VR-
ENGAGE: A Virtual Reality Educational Game that Incorporates Intelligence. In
Proceedings of IEEE International Conference on Advanced Learning
Technologies.

Virvou, M., Manos, C., Katsionis, G. & Tourtoglou K. (2002). Multi-Tutor
Game: Electronic Game Worlds for Learning. In Proceedings of the ED-MEDIA
World ~ Conference  on  Educational — Multimedia, — Hypermedia  and
Telecommunications (ED-MEDIA 2002).

Virvou, M., Manos, K., Katsionis, G. & Tourtoglou, K. (2002). VR-
INTEGATE: A Knowledge-Based Authoring Tool for Virtual Reality Educational
Games. In Proceedings of ED-MEDIA 2002 World Conferences on Educational
Multimedia, Hypermedia and Telecommunications.

Virvou, M., Manos, K., Katsionis, G. & Tourtoglou, K. (2002). Evaluation of
a Virtual Reality Game for Education. In Proceedings of the International
Conference of Information Communication Technologies in Education (IN.E.AG
2002).

Proceedings in Panhellenic Peer Reviewed Conferences

L

Virvou, M., Moundridou, M., Tsiriga, V., Kabassi, K., Katsionis, G., Manos,
K., Tourtoglou, K. & Alepis, E. (2004). Adaptive Hypermedia Research at the
Department of Informatics, University of Piraeus. In Proceedings of the PAN-
HELLENIC Workshop with International Participation on Adaptive Educational
Hypermedia Systems (AEHS 2004) held in conjunction with the 4th Hellenic
Conference with International Participation "Information and Communication
Technologies in Education” ICTE 2004, Athens, Greece, New Technologies
Publications, pp. 511-513.

268



