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Abstract

The secure and privacy-oriented introduction of personalized health
services in the Internet of Things (IoT) is one of themost emerging top-
ics globally. Currently, a ϐield that is offered for great investigation is
the establishment of trust, conϐidentiality, accuracy, integrity, and in-
teroperability within the multidisciplinary domains and technologies
involved in the delivery of personalized health services. The thesis ex-
amines and evaluates several heterogeneous applications, towards the
successful provision of a higher level of privacy and security for the ap-
plications’ end-users within ubiquitous and smart environments.
Keywords: PersonalizedHealth, UbiquitousComputing, Internet ofThings,
Mobile Application Privacy



Abstract

Ένα αποʆ τα κυριʆαρχα θεʆματα παγκοσμιʆως αποτελειʆ η εισαγωγηʆ
ασφαλωʆ ν και με εʆμφαση στην ιδιωτικοʆ τητα, υπηρεσιωʆ ν υγειʆας στο
αναδυοʆ μενο περιβαʆ λλον του Διαδικτυʆ ου των Πραγμαʆ των. Σηʆ μερα
εʆνα εξαιρετικουʆ ενδιαφεʆροντος πεδιʆο εʆρευνας, που διατιʆθεται
για περαιτεʆρω διερευʆ νηση, ειʆναι η ενιʆσχυση της εμπιστοσυʆ νης,
της εμπιστευτικοʆ τητας, της ακριʆβειας, της ακεραιοʆ τητας, αλλαʆ
και της διαλειτουργικοʆ τητας μεταξυʆ των διαφορετικωʆ ν περιοχωʆ ν
εφαρμογηʆ ς και των τεχνολογιωʆ ν οι οποιʆες εμπλεʆκονται στην παροχηʆ
προσωποποιημεʆνων υπηρεσιωʆ ν υγειʆας. Η εργασιʆα εξεταʆ ζει και
αξιολογειʆ διαʆ φορες ετερογενειʆς εφαρμογεʆς στην κατευʆ θυνση της
επιτυχουʆ ς προσφοραʆ ς ασφαλωʆ ν και ιδιωτικωʆ ν υπηρεσιωʆ ν σε
τελικουʆ ς χρηʆ στες εφαρμογωʆ ν που εκμεταλλευʆ ονται τη διαʆ χυτη
υπολογιστικηʆ και τα χαρακτηριστικαʆ των εʆξυπνων περιβαλλοʆ ντων.
Λεξεις κλειδια: Προσωποποιημεʆνη Υγειʆα, Διαʆ χυτη Υπολογιστικηʆ ,
Διαδιʆκτυο των Πραγμαʆ των, Ιδιωτικοʆ τητα Κινητωʆ ν Εφαρμογωʆ ν
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Chapter 1

Introduction

Personalized Health Services are a major part of the new emerging smart environ-
ments, for example, smart cities and smart homes. These smart environments that
are included in themain focus of this work are considered part of thewider context
of the Internet of Things (IoT), a large variety of devices connected to the Internet
using mainly sensors. These devices to provide ubiquitous and context-aware ser-
vices to humans, may interact and exchange information using several protocols,
domains, and applications [14, 70].

Inmost of the cases, the use of the well-knownMachine toMachine (M2M) pro-
tocols and Wireless Sensors Networks (WSNs) is needed in order to leverage low-
power radios and multihop communication to cover large areas with small, inex-
pensive, autonomous sensor nodes and interconnection between machines with
automation characteristics [70]. In the IoT, the interconnected things can be vehi-
cles, smart devices (smartphones, wearables), trafϐic lights or evenbuildingswithin
a smart city.

This thesis examines how synchronous Personalized Health Serviceswithin the
IoT can affect privacy and could also be affected by privacy-related frameworks and
laws. The sensitivity in combinationwith the amount of the data they are collected,
processed and stored within services and systems, that someone can make use in
the Internet of Things, is demanding the introduction of special and robust security
and privacy mechanisms, that can ensure conϐidentiality, integrity, and availability.

The recent advances in ICT and the market trends have developed the base for
numerous proposed solutions that can be integrated into smart environments like

2



Smart Cities, where the health services provision is challenging and demanding.
While the health domain is still under investigation in Smart Cities, several cru-
cial services are missing. Thus, we, also, explore the proposal of innovative smart
cities’ services, as part of the Smart Health services initiative. By doing this exer-
cise it is expected that we could better understand this emerging area of research.
Afterwards, an in-depth examination, from a privacy perspective, is performed on
popular technologies that today citizens use to share, store and exchange personal
and sensitive data. All the above have been stressed in the previous months dur-
ing the rise of the pandemicwith theunprecedentedneed touse privacy-preserving
methods for handling very sensitive health and location data, e.g. COVID-19 contact
tracing applications, and nowwith the necessary processing of vaccination history
for the Digital Green Certiϐicate1.

1.1 Thesis structure

This thesis starts with an introduction focused on the emerging domain of the In-
ternet of Things (IoT) and the development of several smart environments, as sub-
domains, that are framing the IoT landscape over the latest years. Smart health,
smart cities and smart homes are just some of them, still important case studies
whenwe are investigating the transformation of the traditional e-health services to
the today’s ubiquitous and context-aware health applications based environment.

The next chapter examines smart health schemes and approaches for the pro-
vision of health services in Smart Cities that could lead to better health services to
citizens.

In Chapter 4, we investigate the social mechanisms that users can potentially
use to exchange data. Social Networks (SNs) are deϐinitely a powerful channel that
needs a careful examination regarding the way that should be implemented in syn-
chronous smart applications, like health applications. Multimedia is, as expected,
one of the main information that is stored and processed by SNs. This chapter pro-

1https://ec.europa.eu/info/live-work-travel-eu/coronavirus-response/safe-
covid-19-vaccines-europeans/covid-19-digital-green-certificates_en, (last accessed
on 18/04/2021)

3
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Figure 1.1: Thesis research topics.

vides an analysis of the security and privacy issues combined with their potential
countermeasures.

The Chapter 5 analyses the need for a new mechanism that will minimize the
risk of sharingmultimedia ϐiles by users on SNs evenwhen they are sharedbetween
different SNs. A cross-platformSNprivacymechanism is proposed. Themechanism
is based on watermarks and a framework of policies that could be used to provide
trust across multiple socia media.

In Chapter 6 an in-depth analysis is provided regarding the security and privacy
mechanisms that popular mhealth applications are base their functions responsi-
ble for the health-related services delivery. Also, a structural privacy-related eval-
uation is performed heavily based on GDPR requirements and the readiness of the
mhealth applications in this emerging domain. Furthermore, an investigation of
the way that the app developers respond to the security reports is included.

Chapter 7 presents the impact of privacy incidents to the market. More specif-
ically, it presents the results of the revelations of Snowden on the market from a

4



ϐinancial point of view, which are examined as the largest privacy incidents to for-
proϐit data-controlling entities in modern history.

Finally, Chapter 8 concludes this thesis, highlighting the open question and fu-
ture directions in this research line.

The dissertation ends with the bibliography of the publications and books used
as a background for this thesis.

1.2 Research projects

During my PhD research I participated in the following research and development
projects:

• OPERANDO Online Privacy Enforcement, Rights Assurance & Optimization
operando.eu. Supported by the European Commission under the Horizon
2020Programme(H2020), as part of theOPERANDOproject (GAno. 653704).

• IDEA-C http://idea-c.weebly.com/ Co-funded by the Europe for Citizens
Program of the European Union.

1.3 List of publications

Part of the ϐindings during my research for this thesis have been published in peer
reviewed journals and conferences. Moreprecisely, the followingpublicationswere
made in JCR indexed journals:

• Achilleas Papageorgiou, Michael Strigkos, Eugenia Politou, Efthimios Alepis,
Agusti Solanas, and Constantinos Patsakis. Security and privacy analysis of
mobile health applications: Thealarming state of practice. IEEEAccess, 2018.

• Constantinos Patsakis, Athanasios Charemis, Achilleas Papageorgiou, Dim-
itrios Mermigas, and Sotirios Pirounias. The market’s response toward pri-
vacy and mass surveillance: The snowden aftermath. Computers & Security,
73:194–206, 2018.
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• Constantinos Patsakis, Athanasios Zigomitros, Achilleas Papageorgiou, and
Edgar Galván-López. Distributing privacy policies over multimedia content
across multiple online social networks. Computer Networks, 75:531–543,
2014.

• Constantinos Patsakis, Athanasios Zigomitros, Achilleas Papageorgiou, and
Agusti Solanas. Privacy and security for multimedia content shared on osns:
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Chapter 2

Privacy in personalized health
services

2.1 Introduction

From the early years before the Internet became part of humans’ life, there was a
debate between the need for the respect of users’ privacy and surveillance. One
of the most famous phrases is the “nothing to hide argument“ that describes the
huge phenomenon that we are witnessing on the web. The phrase “I have nothing
to hide” often mislead the majority of people [140] who tend to expose themselves
to several privacy risks.

Privacy is a fundamental human right1.
E. Houghes in [73] deϐines privacy as follows:

“Privacy is not secrecy. A private matter is something one doesn’t want
the whole world to know, but a secret matter is something one doesn’t
want anybody to know. Privacy is the power to selectively reveal oneself
to the world.”

Moreover, privacy is one of the most serious –usually missing– characteristics
within a service. When we are evaluating a health-related service, then privacy
should be in the core that any application should guarantee to its users. Privacy

1Universal Declaration of Human Rights - Article 12 “No one shall be subjected to arbitrary inter-
ferencewith his privacy, family, home or correspondence, nor to attacks upon his honor and reputation.
Everyone has the right to the protection of the law against such interference or attacks.”
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through the years, the huge growth of the Internet, and personal data sharing have
been upgraded and transformed into a demanding fundamental feature that users
and also, the law requires in their online daily life..

But before the deep dive into privacy issues on personalized health services, a
brief historical review of some important milestones of this domain through the
years is deemed necessary and will be presented below.

The ϐirst milestone is the establishment of the Right to Privacy [163]. Samuel
D. Warren and Louis Brandeis argued in favour of the “right to be left alone”, using
the phrase as a deϐinition of privacy in 1890. In 1948 The Universal Declaration of
HumanRights is adopted, including the12th fundamental right; theRight toPrivacy
2. In 1967 a very important decisionwasmade, and the Freedomof InformationAct
(FOIA) came into effect in the US3. It was then that the public was granted the right
to request access to records from any federal agency. Several countries followed
this practice to provide advanced privacy rights to their citizens.

In 1980 the Organization for Economic Cooperation and Development (OECD)
introduced several guidelines to harmonize national privacy legislation among in-
ternational laws and ensure data protection4.

In 1981, the Council of Europe adopted the Data Protection Convention (Treaty
108)5 and introduced the right to privacy as a legal imperative. The Treaty was not
limited but highly focused on the automatic processing of personal data. Another
milestone on privacy and data protectionwas achieved in 1983 by the Federal Con-
stitutional Court of Germany. The courtmade a fundamental decision regarding the
census judgment, known as the 1983 Census Act. In 1995 the Directive 95/46/EC6,
a European Union directive which regulates the processing of personal data within
the European Union (EU), was adopted. The Directive was characterised as amajor
component of European citizens’ privacy and data protection.

2http://www.claiminghumanrights.org/udhr_article_12.html, last accessed on
18/04/2021.

3https://www.foia.gov/about.html, last accessed on 18/04/2021
4https://www.oecd.org/internet/ieconomy/oecdguidelinesontheprotectionofprivacyandtransborderflowsofpersonaldata.

htm, last accessed on 18/04/2021.
5https://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/108,

last accessed on 18/04/2021.
6https://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX%3A31995L0046, last

accessed on 18/04/2021.
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In 2002, the EU implemented the Privacy and Electronic Communications Di-
rective 2002/58/EC on Privacy and Electronic Communications7. The directive is
known as ePrivacy Directive (ePD) and it is highly focused on data protection and
privacy in thedigital age, including several important issues thatwereunderdebate
until then, like information conϐidentiality, spam communications, and cookies in-
stalled on devices by applications. In 2014, a ruling by the Court of Justice of the
EU concluded that users have the right to request by search engines like Google, to
remove results for queries that their personal data are included. This right that is
connected to the EU law is also known as “the right to be forgotten”. In 2016 the
European Commission adopted a new legal framework (Regulation EU 2016/679)
for protecting individuals’ personal data, the General Data Protection Regulation
(GDPR) which will replace the existing 1995’s Data Protection Directive8. GDPR
became applicable on 25May 2018, harmonizing this way the various national reg-
ulations across the European Economic Area (EEA).

2.2 Internet of Things (IoT) in healthcare

A massive hype around the emerging ubiquitous, context-aware communication
technologies that include interactions and interoperability between things has led
to the generationof Internet of Things (IoT) concept. IoT is deϐined9 as theproposed
development of the Internet in which everyday objects have network connectivity,
allowing them to send and receive data. The majority of users today, after the sec-
ond era of theweb,widely knownasWeb2.0,manage several socialmedia accounts
and generate rich content online. Thus, there is a demanding need for fast, efϐi-
cient, mobile and continuous network interaction. Moreover, the introduction of
smart devices and applications that users can easily make use for their daily needs
forced themarket and the global vendors to embed sensors and actuators,Machine-
to-Machine (M2M) communication interfaces and wireless protocols towards the

7https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX%3A32002L0058, last
accessed on 18/04/2021.

8https://eur-lex.europa.eu/eli/reg/2016/679/oj, last accessed on 18/04/2021.
9https://www.lexico.com/definition/internet_of_things, last accessed on

18/04/2021.
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scope of a highly interoperable Web of Things10 that operate autonomously over
the Internet as a major part of the IoT.

IoT, as a massive collection of devices connected to the Internet using mainly
sensors, develop a whole new ecosystem of interactions and services. The devices
to provide ubiquitous and context-aware services to humans may interact and ex-
change information using several protocols, domains, and applications [14, 70].
In most of the cases, the use of the well-known (Machine to Machine) M2M pro-
tocols and (Wireless Sensors Networks) WSNs is needed to leverage low-power
radios and multihop communication to cover large areas with small, inexpensive,
autonomous sensor nodes and interconnection between machines with automa-
tion characteristics [70]. The results of these interactions between humans, de-
vices, several things that through sensors are characterized as ‘smart’, and more
sophisticated devices that implement extensive architectures, when interacting al-
together, they collectively form a smart ecosystem that based on societal trends,
and their scope canbedistinguished and implement different features and services,
e.g. energy, industry, domotic, health, transport, mobility, entertainment, sports,
and lifestyle. Within IoT, the interconnected things can be vehicles, smart devices
(smartphones, wearables), trafϐic lights or even buildings within a smart city.

Today, these individual smart environments have developed several completely
alternative areas of research. More speciϐically, some of themajor IoT domains that
have been developed based on researchers and market forces are listed below:

• Smart Cities; Cities that utilize the IoT technology to automate and improve
city services and citizens’ quality of life. Within smart cities, someone can
ϐind many ‘smaller’ smart environments of smart ‘things’ (e.g. home appli-
ances, industrial machines/smart-grids, connected vehicles, wearables) that
interact to provide to citizens better-personalized services.

• Smart Health; The introduction of smart serviceswithin urban, suburban, ru-
ral, and exurban environments developed the need for a new generation of
health services. Smart Health (s-Health) is the provision of health services by
using the context-aware network and sensing infrastructure of smart cities
[137]. Additionally, the use of IoT and ubiquitous services by users using

10https://www.w3.org/WoT/, last accessed on 18/04/2021.
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their smartphones or wearable devices to track health-related issues could
lead to the provision of more efϐicient health services.

• Smart Homes; Homes can automate several functions and control services
like lighting, security, air temperature, energy management. Homeowners
can also use services based on mobile or web-based applications through
their smart devices (smartphones, wearables) to control smart home. Sev-
eral alerts that assist them in managing their smart homes better, are also
available to their devices.

• Smart Transport; From intelligent infrastructure to vehicles and roads (for
example trafϐic lights, road sensors, radars) to connected vehicles, the area
smart transportation aims to provide safer, intelligent, and faster transporta-
tions. Smart transportation is taking advantage of the adaption of ICT tech-
nologies (sensor networks, context-aware, and location-based services) to
provide the improvementof all thepassengers, drivers, andpedestrians’ qual-
ity of mobility.

• Smart Industry; Industrial manufacturing and the introduction of upgraded
production systems led to advanced connectivity, interoperability, and de-
centralized systems and services applied in the production cycle. Addition-
ally, data analytics and artiϐicial intelligence capabilities advanced several ar-
eas of production and ϐinally improved critical industrial procedures.

Personalizedhealthcare, precisionhealthcare, patient-centric healthcare, health
2.0, medicine 2.0, mhealth, or smart health, are terms that while they have differ-
ences mainly refer to or include patients in their center of interest and the advance
of information technologies for information sharing and health delivery. Mean-
while, in the age of big cities’ development, large populations gather there, and a
whole new domain of research has risen based on the need for more efϐicient, pro-
active, and cost-effective delivery of health services. Notably smaller societies like
villages and sub-urban areas could also be advanced by the use of personalized ser-
vices topredict a health-related situationor todeliver emergency response services
to health incidents. Technology can be used to better understand and respond to
situations where the transitional services could not.
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One key element for the success of personalized health services is the great fa-
miliarization of the citizens with synchronous technologies. It is fair to say that
SNs, web services, mobile applications, wearable technology and other newly in-
troduced sensors to smart devices or environments have already been integrated
to the majority of citizens lives. In fact, some of them play a crucial role in ev-
eryday life. Some examples of this familiarization can be considered the increase
of Facebook, Twitter and Linkedin (social media) usage and the growth of the e-
governmental and e-health services as a result of the growth of the web services.
Moreover, Android and iOS software and generally the use of mobile devices as
one major communication channel by citizens, in combination with the emerging
market of smartwatches or otherwearable devices, that aremostly known forwell-
ness and athletic/sport activities or clinical use by professionals to their patients
to better understand their condition, are included to the familiarization examples.
We are witnessing the continuous integration of smart sensors and services within
smart cities, smart hospitals, smart homes and more smart environments where
users can exploit a plethora of useful services based on their needs.

The concept of Smart Health (s-Health) that Solanas et al. [138] proposed, ex-
tends both Smart Cities and electronic health (e-Health) in exploiting urban sensors
and Smart City infrastructures to provide health care services, can be considered
as the next generation of Personalized Health Services in the era of Smart Cities.
The concept is based on the fact that systems with context-awareness can have
a great impact on citizens [117] and city management. The wide deployment of
sensors can provide citizens with vital information and novel services, while si-
multaneously facilitating the organization of the city to achieve its goals for smart
participation, sustainability, and more.

2.3 Smart Health services: Smart Cities should pro-
vide services for healthier citizens

The urbanization of modern cities is rapidly progressing. This signiϐicant change,
along with the population growth, is expected to increase current urban life prob-
lems and introduce new challenges. Smart Cities will possibly make our cities sus-
tainable and improve citizens’ lives. The major difference between regular cities
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and Smart Cities is the extensive use of Information and Communication Technolo-
gies (ICT) in their management and the deployment of sensor and communication
infrastructures to allow real-time data collection, communication with actuators,
and dynamic resource allocation.

We performed an investigation regarding anymissing, still demanding, services
that could deliver even more efϐicient and personalized health services to citizens,
andwe conclude to twomajor proposals. The ϐirst one is based on how a smart city
or community could centrally manage a transportation accident to provide better
emergency response services to its citizens. The case study is focused on motorcy-
cles and the technologies that could be used to support such an accurate and robust
emergency response system. The second proposed solution is based on how the
technology could be used to better feed with valuable data a smart city service that
could recommend routes to citizens that suffer from speciϐic symptoms or disease.
Below, there is a brief introduction to each smart health solution.

2.3.1 Smart Health and Emergency Response Systems

In this section, we study emergency response systems that could save riders’ lives
after an accident, andwepropose a solutionbasedona real-world scenario. By sim-
ulating several scenarios based on real routes that the ambulance could follow to
reach the motorcycle and then deliver the injured rider safely to the closest hospi-
tal, we illustrate the improvements that s-Health can bring to emergency response
systems.

Our research begins with the assumption that in big cities today, due to high
trafϐic congestion, the use of motorcycles is very frequent in urban environments,
especially in areas where there are few rainfalls. While motorcycle drivers signiϐi-
cantly reduce their commuting times, they are exposed to many risks as small hu-
man errors or even bumps on the road can lead to severe injuries or even casualties.
Deϐinitely, the response time to such events can be turning points from casualties
to saving citizens’ life.

Systems likeEventDataRecorders (EDR)also commonlyknownas “blackboxes”,
are being used in transportations for years. Their role is to keep a record of all the
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important information so that in the event of an accident, experts will be able to re-
construct and/or simulate the events that led to it. For example, in cars, an EDR can
store information such as vehicle and engine speed, the force of the impact, steer-
ing input, airbag deployment lapse, accelerator position, brake status, seatbelt sta-
tus, passenger’s airbag, etc. Additional advanced EDRs have been introduced in the
market by insurance companies that provide more features such as alert systems
on a crash.

On the contrary technologies like EDRs have not been installed in motorcycles
while there are more prone to accidents, and the driver is far more exposed. In
the bibliography, someone can ϐind proposals that are mostly based on wearables
devices [125, 101]. Unfortunately, wearables are more liable to faults and physical
damage, while their accuracy depends on the way the user will adopt them which
is also based on how well trained will be to ϐit it to the right position.

Even if computational systems have been by the years integrated to motorcy-
cles [15], the interaction that they have with the infrastructure is mainly related to
push notiϐications to the user, the arrangement of mechanical revisions, requests
for information, etc [96]. Based on our ϐindings, there is a missing link to systems
that are focused on accident reporting or their management.

Through the years, several cities are implementingmany features towards their
transformation to the so-called Smart Cities. Handling emergencies is not only a
crucial and very thorny issue but a demanding service for urban management to
decrease the number of accidents that result in deaths. Even small delays can lead
to casualties. Of course, delays can be caused by several issues, with the most im-
portant being trafϐic jams.

In this regard, we propose a novel scheme, that takes advantage of the s-Health
concept to report and respond to emergencies of motorcycle riders. Our proposed
scheme detects an emergency, reports it to the corresponding hospital and caters
for the safe delivery of the injured with the least possible latencies. Moreover, we
performed a number of simulations based on real data retrieved by Open Street
Map (OSM) data with a scope to collect data regarding the percentage of reduc-
tion of the response time to increase the accuracy of our scheme. We have stud-
ied the actual impact of prioritizing emergency vehicles on trafϐic lights. Contrary
to many current solutions, which allow emergency vehicles to bypass parts of the
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trafϐic through the use of tokens, we have gone one step further and rearrange the
trafϐic of the whole city to cater to the needs of the emergency vehicles.

Our solution is unique in that it introduces a novel emergency response system
formotorcycles, a vehicle that ismoreprone to accidents, and that highly automates
the procedure. The simulations indicate that our proposal reduces the response
time efϐiciently. Further research will consider the experimentation with real-time
trafϐic data so that the simulations will be more realistic. Also, we will evaluate the
cost of an average driver in terms of time and consumption.

2.3.2 Smart Cities and citizen-centric personalized health ser-
vices

Over the years, most mobile applications’ providers focus on the mass use of these
applications, which, consequently, have developed, their discretemarket with their
marketplaces. Furthermore, this trend has triggered the development of a vari-
ety of new applications that have improved citizens’ everyday lives. Most of these
applications are offered freely, and they monetize users’ preferences, their demo-
graphic characteristics, as well as the extent of their user database by mainly pro-
viding them to advertising companies. The extraordinary targeting abilities that
these applications offer to their providers have transformed them to become or be
part of successful business models, due to their targeted audience.

As themain challenge of themobility thatmodern devices provide to their users
is their satisfaction, dozens of applications are offered to them, aiming to serve as
informational agents to make their lives better. Within smart cities, some citizens
already usemobile applications to ϐind the exact time that the buswill pass and buy
their tickets11, the closest pharmacy to their location12 or even the shortest route
to their workplace13.

11https://play.google.com/store/apps/details?id=com.lothianbuses.lothianbuses,
last accessed on 18/04/2021.

12https://play.google.com/store/apps/details?id=com.guardianpharmacy.android&
hl=el&gl=US, last accessed on 18/04/2021.

13https://itunes.apple.com/us/app/inrix-xd-traffic-maps-routes/id324384027?
mt=8, last accessed on 18/04/2021, https://www.google.com/maps/about/#!/, last accessed
on 18/04/2021
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Following the extreme mobile usage of the latest years, wearable devices, are
becoming more and more accepted by modern users for their everyday life activ-
ities. In this regard, several applications are exploiting this new information to
provide new features, more accurate measurements, and even more personalized
applications. Nonetheless, the most famous applications is focused on sports and
healthcare asmost wearables canmeasure heartbeat rate, sweat andmotion [131].

In this section, we propose a concept that could provide a more targeted in-
formational channel to the existing information ϐlow that a smart health service
provides. The main scope is to exploit urban sensing with wearables to provide
novel functionalities andmore personalized user experience by introducing a novel
scheme for context-aware mobile applications based on services with ubiquitous
characteristics, as an s-Health solution, to citizens with stress or anxiety disorders.
The parts involved in our scheme are amobile app, one ormorewearable devices, a
platform that could collect, manage and aggregate information and the appropriate
city infrastructure that will collect environmental and urban data.

The unprecedented urbanization is pushing towards the realization of Smart
Cities. The vast deployment of sensors can provide a real-time overview of the
city and a wealth of information that researchers are trying to mine to extract new
knowledge. Nevertheless, urban life is quite complicated and more stressful than
life in the suburbs. As a result, many people feel trapped in a rat race from which
they cannot escape. In some cases, this feeling can lead to nervous breakdowns
and stress crises. In this work, we introduced a novel framework that offers amore
holistic approach to stressmanagement compared to the current state of the art, as
it incorporates many technologies and could provide more advanced intervention.

The realization of the framework faces many challenges, such as data accuracy;
sensors might not be properly calibrated or user-contributed data might not be ac-
curate, device interoperability, seamless user experience, user acceptance, and pri-
vacy just to name a few. These challenges consisted of the inspiration for the work
in Chapter 6. For device and protocol interoperability, platforms like Anypoint14
could facilitate the development while protocols such as Ardagna et al. [11] could
provide users with the needed security and privacy. However, it has the potential

14https://www.mulesoft.com/, last accessed on 18/04/2021.
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to make a signiϐicant impact in the lives of individuals and provide an insight into
how we should make our cities more sustainable and what are the key aspects in
designing a human-friendly urban environment.

2.4 Health information sharing andprivacy applica-
tions

Without any doubt, the most signiϐicant part of the shared information within the
above services belongs to the user-generated content. Also, most of their function-
alities are based on a user proϐile creation. The transformation or the user from
reader to writer, evaluator or manager of these services lead to an empowerment
of his proϐile and this is one of the main reasons that the latest years gave secu-
rity and privacy a great role that developers and businesses should re-evaluate and
establish as a fundamental characteristic of their applications and services.

European Union has tried to investigate and support for several years the intro-
duction of privacy-related mechanisms, guides and tools directions to developers
and integrators that are a key part of this emerging ecosystem to better secure their
users’ personal data. Without any doubt, the introduction of the General Data Pro-
tection Regulation (GDPR) [61] was one of the greatest milestones in the modern
history of privacy. GDPR was adopted on 14 April 2016 and became applicable on
25 May 2018. GDPR introduced several new requirements to controllers and pro-
cessors of personal data while introduces the Privacy by Default and by Design as
part of the Regulation. It also introduced speciϐic requirements for sensitive data
such as health andmedical-related data in the context of data that fall in the special
categories (Article 9) of personal data and should be only processed under speciϐic
conditions and purposes.

More speciϐically, the Article 9 of GDPR states that: “Processing of personal data
revealing racial or ethnic origin, political opinions, religious or philosophical beliefs,
or trade union membership, and the processing of genetic data, biometric data to
uniquely identify a natural person, data concerning health or data concerning a nat-
ural person’s sex life or sexual orientation shall be prohibited.”

As expected, based on the period of the research and writing of this thesis and
by 2016 that GDPR was announced to be adopted, a great focus was also given to
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research towards the directions and the readiness of the commonly used technolo-
gies by citizens for health services provisions like SNs and mobile applications.

2.5 Social networks in healthcare

During the last years, we witnessed the phenomenon where the digital persona of
users has moved from their personal websites or blogs to their SNs proϐiles. Deϐi-
nitely, a key factor in explaining this shift resides in the simplicity that SNs provide
to their users to manage their social lives. Users that created and manage social
proϐiles can easily share worldwide their personal information with others. At the
same time, they have several options to the uploaded content like the ability to edit
or delete it, at least in the majority of the cases.

The design and the development of new applications and services brought rad-
ical changes to the way that the users interact with each other, but at the same
time generated a whole new market of services that created the so-called second
generation of the Web (Web 2.0). In the healthcare domain, this movement was
represented by the terms Medicine 2.0 and Health 2.0 [156]. User-generated con-
tent, the use of social networking platforms, the networking betweenhealth profes-
sionals, the collaboration between patients and professionals are just a few of the
massively introduced characteristics of this notion. From the early years of SNs,
someone could ϐind several health-speciϐic SNs that provided their users the abil-
ity to connect with each other and exchange information that can be used for their
health beneϐit. Examples of health SNs can be considered patientslikeme.com, in-
spire.com, medhelp.org, dailystrength.org.

Over the last few years, social networking, not only became an essential part
of the digital strategy of health organizations but also brought an evolution in the
way of communication between all parties involved (patients, professionals, com-
panies). SNs like Facebook and Twitter are widely used, also, in health communi-
cation [65, 7, 52] and give a gateway for patients or professionals to seek support
if needed. As a result, users found a whole new way to communicate about health
issues without the need to change the platform they use. Undoubtedly SNs have es-
tablished a big market share of the Internet. Millions of users are using them daily
and their trafϐic, as well as their inϐluence, is continuously growing. While this is
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a beneϐit in terms of ϐlexibility and easiness for the user, we cannot say the same
thing for his privacy, and generally security [69, 112, 124, 147, 74].

2.5.1 Security and privacy in social networks

Since SNs are being used every day bymillions of users, but the exchanged informa-
tion is not limited to just messages between friends or typical small talk socialising
but as we said above as platforms to share their health data. Therefore, this emerg-
ing phenomenon leads to the need for the creation of new standards that should be
applied by vendors to protect their users’ personal and sensitive data.

Today we can ϐind malicious users that try to exploit software vulnerabilities
of SNs’ infrastructure or other non-technical advanced users still trying to bypass
privacymeasures and gain access to sensitive information. Although hacking is not
an easy practice on SNs, we often witnessed several attacks like identity theft and
impersonation.

The secure management of users’ health data and other proϐile data that can be
used to impersonate them to health or reputation related attacks to their personal
or professional environment is today a major privacy issue. Multimedia is also a
crucial part of the user information, but also medical information that can be used
(not limited) for the following reasons:

• to be identiϐied by his/her friends

• to share visual medical information (for example x-Rays or CT scan’s images)

• to share medical prescriptions or medical advice

Thus, the protection of such multimedia content can be considered a demand-
ing feature. This section is focused on the security and privacy risks and issues of
SNswhile particular research has been conducted based on themultimedia protec-
tion within SNs. Numerous studies have already highlighted many of these issues;
however, few of them are focused on the core of the shared information, the multi-
media content. An up-to-date categorisedmapping of security and privacy of these
risks is provided.
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2.5.2 Theneed foramore interoperableapproach to social net-
works’ security mechanisms

Security risks are increased by the years and users’ privacy is exposed in several
ways. Thus, a whole new approach for the secure management of multimedia con-
tent is demanding. This section includes a research proposal with a very speciϐic
authentication scheme that in case of the health-related SNs can provide data pro-
tection in several ways. Today, health professionals and patients usually maintain
multiple accounts on several SNs based on their professional and personal needs.
An attack scenario on SNs used for health-related multimedia sharing could be the
following.

Bob is a malicious user that wants to harm the professional fame of Alice based
on someprevious events between them. Bob is included in the friend list of Alice on
Facebook. Alice uses Facebookwithout considering that a sharedwith their friends
multimedia, could be considered as a potential privacy issue for her. Bob, on the
other hand, has started to plan his attack scenario to manipulate Alice’s profes-
sional fame. Bob already knows that someone can download and re-upload users’
photos to another proϐile or page within a SN without any limitation regarding the
ownership or authentication within the same SN. But, Bobwants to perform an im-
personation attack by creating a proϐile of Alice to a professional network and by
uploading some photos that Alices has shared to a close group of job ‘friends’ re-
garding some serious health symptoms she had. After some days that Bob worked
on his attack scenario, Alice has a fresh new proϐile on one of the most well-known
professional SNs that HR recruiters usually check before their decisions and as we
can easily understand she does not know about that and it would be very hard to
learn for that as there is any related mechanism, like the one presented on [176],
that could notify her for such an attack against her privacy. Alice could learn about
this attack only by chance.

The core privacy issue stems from the fact that the SN does not check which
multimedia are being uploaded and as a result, there is no privacy-relatedmanage-
ment on how any of the uploadedmultimedia are being shared and/or re-uploaded
by the SN’s users. Also, in this section we approach an additional issue; modern
SNs do not care about their users’ privacy out of their context and “borders”. From
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a marketing point of view, this could be something accepted, as each SN tries to en-
large its own users’ database. Nevertheless, this situation has developed a whole
new hacking scene where social engineering, impersonation and ID theft are more
than frequent.

A major issue is the authentication mechanism that could be implemented to
protect the published or privately shared health and medical images. Additionally,
the proposed authentication mechanism can also be used to protect the identity-
related multimedia for a user to be protected by ID theft. Multimedia content au-
thentication today in SNs is a signiϐicant privacy and security open issue, as apart of
the privacy settings that someone can apply based on the SN’s policy and privacy-
related features, there are several ways to bypass the security of those settings and
attack to the owner of the multimedia.

User’s multimedia content is not only prone to attacks from skilled malicious
users, but even reckless users, that can arbitrarily re-upload any image they have
access to. In [176], we proved how easy it is for not only a hacker but also for a
simple user to leak multimedia content outside the trusted zone of a user proϐile.
Furthermore, we experimentally tested several setups of multimedia and potential
protection mechanisms and resulted that ϐine-grained privacy policies can be im-
plemented using digital watermarks. This solution can be appliedwithout the need
to build a SN from scratch.

Deϐinitely watermarks as a protectionmechanism formedical-relatedmultime-
dia content are not something new [10]. This means that watermarks can be a ma-
tureway to protect datawhile their implementation of a secure scheme for the pro-
tection and authentication of health multimedia can be considered without doubt
innovative.

In this section, wemainly focused on achievingmore secure and private sharing
models and their feasibility within current structures, in terms of implementation
effort, processing needs, and economic constraints. Thus, a new scheme that en-
ables collaboration between SNs to enhance users’ privacy is proposed. The pro-
posed scheme uses no Trusted Third Parties (TTP) and introduces the new feature
of the shared ownership of multimedia. The goal of this work is to deliver a whole
new approach that will let cooperative authentication between different SNs that
can effectively and securelymanage the privacy of their users both in terms of their
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personal data protection, but also regarding their sensitive health/medical multi-
media information. Another important advantage of this solution is its implemen-
tation, as it does not require the redesign of a current SNs’ architecture on scratch.

2.6 Mobile health applications

Based on the special focus of this thesis to the health-related applications that could
be used by users to interact in several schemes, in this section, we study, and in-
depth analyze, the security and privacy protection that mobile health applications
can bring to their users. The emerging environment of sensors embedded on smart
devices, like smartphones, that can sense changes in environmental and human
body measurements, with the scope to provide useful and personalized alerts and
reports constitute a great severity to the risk that this informationmay have in case
of miss-protection. Smartphones, today, are also used for storing and processing
sensitive information as well, such as user’s location, lists of contacts and personal
multimedia ϐiles that associated with the health-related users’ information. Thus,
m-health apps depending on their features and settings have to deal with a great
amount of data, which are considered very sensitive and are highly protected by
national and international regulations such as the GDPR.

The new mobile interactive environment of devices creates several difϐiculties
to the security and privacy [143]. On the other hand, someone would expect that
whenwe are examiningm-health apps, then security and privacy should be at their
core principles. Nevertheless, there are many examples where applications (not
limited to health-related apps) failed to protect their users’ privacy due to either
inappropriate implementations or poor design choices [58, 124, 120, 39, 76].

An in-depth analysis of howm-health appsmanaging user’s personal and sensi-
tive data was performed in [107]. Android’s Operating System (OS) was selected as
the most popular OS the period this research was performed. More speciϐically, we
retrieved data and apps from Google Play, the ofϐicial apps store of Google. The ap-
plications were selected based on quality, popularity and content-related criteria.
Finally, 20 apps were selected and evaluated under a number of manual and auto-
mated analysis to study and understand the way each app manages and protects
users’ data security and privacy. Surprisingly, the majority of the analyzed apps
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do not meet the expected standards for security and privacy, leaving unprotected
personal and sensitive data to hackers or by sharing sensitive data to third parties
without any security protection andwithout the upfront user consent or even their
knowledge.

Our study is innovative andhas unique featureswith respect to previous articles
in this area. We provide an analysis of security and privacy concerns in m-health
apps through long term evaluation, monitoring and recording of the full life cycle of
the apps (from January 2016 to August 2017), assessing the quality of all communi-
cation channels. Moreover, we investigate the way that app developers responded
to the security reports we submitted them. Finally, we perform a GDPR compliance
auditing procedure to determine whether the reviewed apps conform to the new
EU legal requirements.

The results of our research were that most of themobile applications found not
to protect their users’ personal and sensitive data. Not only they did not apply se-
curitymechanisms and best practices that could protect data by attackers, but they
also were found to share their users’ data with third parties without their upfront
consent or any other notice.

In light of our ϐindings, security experts and privacy advocates raise the alarm
about the potential privacy harms that derive from m-health apps processing per-
sonal and sensitive data and the urge for suitable countermeasures. To build solid
foundations and easily implementable privacy standards for the development ofm-
health applications, and especially for fostering trust among their users, European
Commission issued in 2016 a draft “Code of Conduct on privacy for mobile health
applications” [38]. Although its ϐinal version is yet to be adopted, as it is subjected
to the implementation of Article 29 Data ProtectionWorking Party comments [64]
and to its conformance to the GDPR’s provisions, it is still a good reference point
for providing practical guidelines to app developers to build reliable applications
compliant with data protection standards and principles.
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Part II

Personalized Health Services
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Chapter 3

Smart Health services and Smart
Cities

3.1 Smart Health and Emergency Response Systems
for bikers within cities

The recent years we are coming across the phenomenon where cities are shifting
towards more smart and ϐlexible ICT-based solutions that can advance domains
like energy, health, environment/pollution, trafϐic, emergency response, and more.
Health care today is shifting towards more personalised services that better ϐit the
needs of each patient. In this section, we will explore some hybrid smart solutions
that could potentially be implemented within smart cities.

In this section, the main focus is the improvement of the emergency response
systems offered to motorcycle riders.

Big cities are suffering from high trafϐic congestion, a situation that not only
leads to several negative situations like delays daily, air pollution due to high trafϐic,
increased risks for the citizens’ health even their psychology.

As expectedanddue tohigh trafϐic congestion, theuseofmotorcycles iswidespread
in urban environments, especially in areas where there are few rainfalls. Even if
motorcycle drivers signiϐicantly reduce their commuting times, they are exposed
to many risks as small human errors or even bumps on the road can lead to severe
injuries or even casualties. For this reason, a city’s authorities must collaborate
on improving the response time to such events immediately as seconds can be, in
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many cases, turning points from casualties to saving citizens’ life.
For many years, cars have been using Event Data Recorders (EDR), commonly

known as “black boxes”. The role of such devices is crucial, as they are responsible
for recording of all the important information included in an accident. This gives
experts the ability to reconstruct and/or simulate the events and what led to it.
Example of the information that is stored in the case of a car accident:

• vehicle and engine speed

• the force of the impact

• steering input

• airbag deployment lapse

• accelerator position

• brake status

• seatbelt status

• passenger’s airbag

Unexpectedly and in contrast with the damage that bikes can lead to, as the
driver is far more exposed, technologies like EDRs have not been installed in mo-
torcycles. The time of the research solutions that found to exist in the market are
mostly based onwearables devices [125, 101], which aremore susceptible to faults
and physical damage. Even if some systems have been integrated into motorcycles
to made them more “computerised” [15], at the end are mostly limited to interac-
tionswith the infrastructure, providing push notiϐications to the user, arrangement
of mechanical revisions, requests for information, etc. [96].

EDRs are usually described in standards as responsible to store data in a well-
bounded interval, e.g. ϐive seconds before the crash and ϐive seconds after it. This
limitation is put in place to avert arbitrary driver monitoring and privacy invasion,
nevertheless, other measures have also been proposed [116].

Nevertheless, the computerised interaction systems do not give a complete so-
lution to an accident reporting or its management after that. That is the main mo-
tivation of the current work, where a novel scheme is introduced and which takes
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advantage of the s-Health concept. The scheme is aiming to support the detection
of an emergency, manage its reporting to the closest hospital, and take care of the
safest delivery of the injured biker without latencies. The simulations included in
our work prove that such a scheme can reduce the response time, increases the
accuracy of the reporting values, and further automate the accident management.

Below there is a summary of reasons that constitute the problem of the current
state:

• Technologies/mechanisms that are implemented in cars have not yet been
used in motorcycles even though the latter are more prone to accidents.

• Motorcyclesdonot comepre-equippedwith “blackboxes” (EventDataRecorders-
EDR).

• The total response time for the caters to deliver an injured rider has to be
signiϐicantly reduced.

• It is crucial to respond to such events immediately as minor delays can lead
to casualties.

The main contribution of our proposal is the introduction of a novel scheme
which takes advantage of the s-Health concept. Our scheme detects an emergency,
reports it to the corresponding hospital, dynamically regulates trafϐic lights, for the
ambulance to meet only green lights, so that to caters for the safe delivery of the
injured with the least possible latencies.

3.1.1 Related work

Emergency response systems have an important role in handling accidents and
more precisely when coming to road accident events. While the majority of such
systems are operated by phone call services, someone can ϐindmore automated so-
lutions specially designed for cars1. These systems exploit cars’ sensors to report
incidents that can include car damages, accidents, or theft attempts to the service

1Examples of emergency response systems on cars are OnStar (https://www.onstar.com/,
last accessed on 18/04/2021.) and AcuraLink (https://acuralink.acura.com/, last accessed
on 18/04/2021).
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provider. However, such systems are not widely used and are not designed to be
used by motorcycle riders.

Below, there is a summary of basic actions that are taken place after a bike ac-
cident and the estimated time that each action costs for an injured citizen until the
time that could receive treatment to the closest hospital.

• Time to contact emergency services: From the time that an accident happens
to the time that someone will call the emergency response call centre, there
is a wide range, and it depends on several conditions. First of all, a witness
should be in the place of the accident. In such cases, the time that a witness
needs to call the emergency response call centre can range from 30 seconds
to severalminutes, as inmost cases, peoplewill try to identifywhat happened
and if possible try to help the injured before reporting the incident.

• Time to answer the call: This is related to the time that the call centre of
emergency service needs to receive and successfully register the call. There
are some country-based examples of the time needed. For instance, in 2012-
2013 in Australia 90.90% of emergency calls were answered within 10 sec-
onds, while 98.02% of emergency calls were answered within 45 seconds2.

• Activation time: This is the timeneededby the operator to record the incident
and request the closest unit to go to the location of the accident.

• Response time: This is the time needed from the response unit to arrive at
the accident’s location.

Within the above actions, there is also a critical element that can affect the re-
quired time for an ambulance unit to reach the accident area; the trafϐic lights. Cur-
rently, there is a lot of research on how tomanage trafϐic lights with urban environ-
ments. Also, several algorithms have been proposed to optimise the use of trafϐic
lights by using machine learning [166], road-to-vehicle communication [160] or
vehicle-to-vehicle-to-trafϐic-light communication [63].

Today, also inmany countries, authorities try to install trafϐic signal preemption
systems as part of their current infrastructures aiming to succeed in the decrease of

2https://web.archive.org/web/20150419090916/http://www.ambulance.nsw.gov.au:
80/Our-performance/Response-Times.html, last accessed on 18/04/2021.
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emergency response time. This decrease ismostly basedon the function that allows
emergency vehicles, usually based on RFID tokens, to bypass the normal operation
of trafϐic lights by changing them to green the time the vehicle passes [165]. As
expected, the above methodology can reduce response times, but there are some
drawbacks. For example, one of the drawbacks is that for an emergency response
vehicle to pass a previously red light, the vehicle should approach the trafϐic light to
transmit the signal to the trafϐic light infrastructure successfully. This is not always
easy, for example, in case of a congestion situation. Additionally, this is not a global
solution that could support the synchronisation of the other trafϐic lights that the
vehicle should pass to approach the accident location. Moreover, security-wise it is
almost infeasible to restrict attacks, e.g. from other drivers to reduce waiting times
or other nefarious3 and sinister activities [62].

The above indicates the need for the introduction of advanced automation that
could manage such an incident. A notable improvement would be if the emergency
response systemswould not limit their operation functions to phone calls. Automa-
tionwouldminimise the time to contact emergency services and that to answer the
call under the barrier of a second. EU has already planned to fund projects aiming
to improve and extend the functionality of traditional “112” products4. A good idea
would be to couple such a solution with a recommender system, as it will be also
discussed in this section, towards the reduction of the response time.

3.1.2 Use case scenario

The scenario that can be used to evaluate the need for such a solution is the follow-
ing; Bob is riding hismotorcycle in a suburban road of his cityA. For an unspeciϐied
reason, Bob lost control of his motorcycle and fell in a given location (x, y). Bob is
now injured and not able to call for an ambulance. Only witnesses could help in his
situation. Similar to Bob’s accident, inmany accidents in suburban areas, where the
trafϐic is very low, theremight be nowitnesses. Also, even in cities’ centreswhen an
accident occurs very late, there will likely be nowitnesses. It is not rare that bikers,

3http://www.wired.com/2014/04/traffic-lights-hacking/, last accessed on
18/04/2021.

4http://ec.europa.eu/research/participants/portal/desktop/en/opportunities/
h2020/topics/1077-drs-19-2014.html, last accessed on 09/05/2015.
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to be left on the road heavily injured, either because they involved in the accident
driver’s panic or because they leave their victims for other reasons. As a result, it
is almost impossible to estimate the ϐinal time needed for an ambulance to receive
a signal to start moving to the accident location and pick the injured biker.

The most critical issue that this solution aims to address is that even if many
cities are equipped with trafϐic cameras it is almost impossible to 24/7 monitor
them in real-time to successfully report an accident in the ϐirst minutes this hap-
pens to save injured lives. Also, in case there are no witnesses in the accident loca-
tion when it occurred, the possibility to be immediately reported in case of heavy
injures is almost zero. But even there are witnesses, nothing can guarantee that
the accident will be automatically reported, letting injured drivers at great risk for
their lives.

3.1.3 The proposed scheme and architecture

In our proposed scheme, some basic assumptions are made. First, we assume that
a smart infrastructure dynamically canmanage trafϐic lights and that infrastructure
could be re-arranged depending on trafϐic [166] or other events. As a result, trafϐic
events and trafϐic lines could potentially be blocked or released, depending on each
speciϐic management needs.

Apart from the road infrastructure, the motorcycle should be equipped with
some special hardware to make our scenario work successfully. In our scheme’s
architecture, we propose the use of impact sensors, as presented in Figure 3.1. Im-
pact sensors are activated on an event that will cause a huge impact or when one
of the sides of the motorcycle hits the ground. Additionally, a weight sensor deter-
mines whether someone is on the motorcycle or not.

The use of a gyroscope sensor and its provided data can aggregate useful infor-
mation regarding the following events:

• The motorcycle has collided with another vehicle (sensors back and forth).

• The rider or the co-rider of the motorcycle has fallen (sudden loss of weight
while the motorcycle is on the move).
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• The motorcycle has fallen on one of its sides while moving (side sensors and
speedometer).

The above-mentioned sensors are connected to a mobile processing unitMwhich
process their measurements. The proposed sensors can give a highly accurate re-
port by a biker’s accident with a very low false-positive rate. The combination of
the information gathered by additional measurements like the high speed and the
long-distance crawl of the motorcycle can lead to estimate the severity of the acci-
dent.

3.1.4 Solution architecture

Everything starts after a motorcycle accident detection, something that can be de-
tected based on the sensors embedded on themotorcycle. After the accident detec-
tion, our service allows M to contact a predeϐined emergency service E to report
the incident. Immediately a number of reported data, like the ID of the rider, the
GPS coordinates of the event, and its exact time are reported to M. Additionally,
the embedded weight sensor can help with the estimation of the number of riders.

Tomakeour systemevenmore efϐicient andbasedon the locationdata, a recom-
mender systemR is used by E to better select and inform the closer to the accident
ambulances. At the same time, it can share metadata that could help the medical
staff. Moreover, the architecture takes advantage of A’s smart infrastructure and
synchronises the trafϐic lights so that the ambulancewill onlymeet lights which are
turned to greenwhile at the same time blocks other streets to reduce the trafϐic that
the ambulance has to face towards the accident location. The proposed systemwill
not only take care of the trafϐic lights towards the accident location but also while
the ambulance is turning back to the hospital, by sending a signal to E to rearrange
the trafϐic lights to deliver the injured biker in a much faster and safer way.

A recommender system will be responsible for approaching the accident ϐirst.
Additionally,R could also provide several smart services, as follows:

• Aggregate live observational data regarding the trafϐic and the road quality,

• Collect information regarding the accident, such as the speed of the vehicle
and/or the impact force,
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Figure 3.1: Proposed sensor positions [114].

• Collect sensors’ information regarding the number of riders and other similar
critical information that can help the corresponding ambulance to take the
best possible decisions to handle and prioritize the accident management,

• Collect possible available information regarding the event like gas leakage or
other metrics that can inϐluence decision making to better manage the re-
sponse to such an event. An example could be the need, not only of an ambu-
lance but, also of a ϐire brigade.

• An additional and very useful feature is the ability to send a backup of its EDR
measurements to guarantee that the data will not be lost.

Finally, to minimise the report of false positives, riders will have the ability to
cancel a report byusing a “break the glass” approach. Therefore, using their creden-
tials to authenticate themselves securely, they could inform that they are not hurt
and as a result ϐlag the automated report by a manual action the sooner possible.
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3.1.5 Simulation results

Towards the simulation of our approaches, we used the well-known SUMO road
trafϐic simulator [88]. For our simulation experiments, a highly dense urban area
was selected and more speciϐically, a place in the centre of Athens. Another useful
toolwe used to achieve our scopewas theOpenStreetMap5(OSM).Weused theOSM
to get the map of Athens, and we speciϐically used the location close to hospital
“Evaggelismos”6, that is a well-known public hospital in the city centre.

Ourmain scopewas to estimate the time that an ambulancewouldneed to reach
the location of the event and bring the patient to the hospital, with and without
any management of the trafϐic lights. Our experiments consisted of routes in the
area close to the hospital and included two journeys for each case study one with
standard trafϐic lights and one with all the trafϐic lights turning to green for the
experiment’s route. It is expected that the latter time to be signiϐicantly lower, but
the immediate question is; can we estimate the result and this result should be
studied in combinationwith the the response time from the calling centre, then the
ϐinal value and outcome of our scheme become apparent.

Some basic assumptions were made to facilitate our experiments. While we
picked a central hospital, we simulated trafϐic like the one that exists in such places
the night late hours. In our case that ϐitted well with cases where the accident hap-
pened far away of the selected for our simulations hospital. Nevertheless, in late-
night hours it is common practice that only some of the hospitals are open 24 hours
to deliver patients. On the other hand, our simulation situations and speciϐically the
amount of trafϐic used to performour experiments, are closely same to the situation
existed in suburban environments.

Below the parameters, we used to our experiments that were used for the vehi-
cle in our simulations that are typical for the simulation of a van in an urban envi-
ronment and are illustrated in Table 3.1.

First we set the accel parameter of the vehicle to 0.8 m/s2. Furthermore, the
decel parameter, which indicates the deceleration ability of the vehicle. The decel-
eration ability, decel, was set to 4.5m/s2. The sigma parameter, which indicates the

5www.openstreetmap.org/, last accessed on 18/04/2021.
6https://www.evaggelismos-hosp.gr/, last accessed on 18/04/2021.

34

www.openstreetmap.org/
https://www.evaggelismos-hosp.gr/


driver’s imperfection is set to 0.5, so it simulates the behaviour of less deterministic
behaviour for the driver.Additional inputs in our simulations were the inclusion of
a vehicle of ϐive meters long. We set the minGap parameter of this vehicles to 2.5.
TheminGap parameter is the space from the leaders back-bumper to the followers
front-bumper. We also set themaxSpeed, that is the vehicle’s maximum velocity, to
60 km/h. The maxSpeed parameter stands for the maximum speed of the vehicle.
The actual speed that it would have is regulated by themaximum speed allowed for
each vehicle by the edges of the map, which in our simulations are the actual speed
limits in this city.

Tobetter simulate our results, wemade several scenarioswherewe randomised
the timing and the states of those trafϐic lights. Nevertheless, in our random selec-
tion algorithm for the state of the trafϐic lights, we block impossible combinations,
e.g. in a junction of four roads all red, all green, or three of them green etc. The
number of vehicles used in our scenarios was 711 vehicles, which start and ϐinish
from random locations close to our hospital.

To achieve the most possible realistic results in our measurements, we created
ten completely different trips where our vehicle followed different routes from and
back to the hospital. In each scenario, the ambulance starts from the hospital and
ϐinishes at a randomly selected point, whichwould be the same for every repetition
of the simulation. In each experiment, 710 random vehicles were generated and
followed random routes better to simulate the trafϐic scenarios around our case’s
location.

The beneϐit on an average time derived by our proposed scheme was 42.54%
on average of the original time and varied in the range from 20% to 77%. Table 3.2
represents our experimental results. The results have shown that the adoption of
our approach could lead, to the reductionof the overall end-to-end time, evenbelow
the barrier of 50%. Additionally, compared to other recent attempts to improve the
ϐinal performance of an emergency response systemwhich not only do not improve
the current situation but lead to the exact opposite result7.

Motorcycles are vehicles that are more prone to accidents. As expected, our
unique solution introduces a novel emergency response system for motorcycles

7http://www.theguardian.com/society/2014/jan/31/ambulances-taking-longer-
reach-stroke-heart-attack-victims, last accessed on 18/04/2021.
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Parameter Value
accel 0.8
decel 4.5
sigma 0.5
length 5
minGap 2.5
maxSpeed 60

Table 3.1: SUMO parameters [114].

Scenario Current state Proposed
1 443.2 199.7
2 333.4 146.5
3 496.7 145.2
4 550.7 116.0
5 129.0 77.7
6 641.0 232.2
7 660.9 218.9
8 205.5 83.2
9 370.3 146.5
10 155.6 119.1

Table 3.2: Average time of the simulations [114].

that highly automates the procedure. As described above, even small delays can
lead to casualties. One crucial issue is the existence of trafϐic jams that lead to delays
in better accident management. In our scheme, we did not restrict our scenarios
to bypass parts of the trafϐic through the use of tokens, but we have gone one step
further and simulated the rearrangement of the trafϐic of the whole city and result
to more secure and friendly accident management for all the participant vehicles
to these scenarios.
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3.2 Citizen-centric Smart Health services

The recent years there is a noticeable growth of services and applications that of-
fer users the ability to track and manage their health conditions. This growth is
not limited to smartphones [78, 47, 18] only, but it is also captured on the wear-
able devices market [34, 167, 19]. As a result, a lot of interest has been arisen by
companies that led them to develop novel products related to health andwellbeing
with the use of user-friendly and user-oriented components such as smartwatches
or ϐitness tracking devices. Personalized and evidence-based medicine allows for
the provision of personalized treatments and, when properly applied, it could help
to reduce costs by enabling early release from hospitals, by fostering medication
adherence or, by reducing relapse rates. Information and communication technolo-
gies (ICT) and, more speciϐically, mobile ICT are fundamental enablers of this shift
towards personalized and evidence-based medicine.

The market today is mainly focused on the applications that a user can install
to exploit several useful features. In this section, our interest is based on the differ-
ent ways that a provider can deliver services to its users to help them minimize or
avoid stressful situations and events within crowded places. Before our approach
description, we performed research on the current situation on the mobile apps
that are focused on stress management or reduction.

According to Muaremi et al. [104], similar smartphone applications applica-
tions can be categorized into four main groups

1. Diaries refer to applications that can be used to collect and aggregate data
related to stressful situations.

2. Guides are applications that offer several tricks and tips on how a user can
handle stressful situations. Diaries and guides can be found to be combined
in a unique application for an application to be more informative and useful
for its users.

3. Relaxation applicationsprovide sets of relaxationexercises that canhelpusers
to manage their stress levels.
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4. Sensor measures are applications that offer a sensor-based solution to users
to track stress-related behaviors.

Several studies regarding theuseof smart devices that examine stress levels [22,
104, 129], or regarding the relationshipbetween stress anddaily habits or activities
of users that can affect their mood [102, 103, 35] have been published. In the latest
years, an additional link of information coming from the data collected bywearable
devices are under consideration to be included in the mass or personalized health
services offered tousers. Examples canbe considered theEEGheadsets or the torso
wearables. Their interoperability with smartphones seems to be their strongest
asset in today’s market.

More precisely, there is a lot of research on the chemical analysis of body ϐlu-
ids, either invasive [67, 20] or non-invasive through e.g. patches or biosensing tex-
tiles [128, 44, 32, 21]. Also, many companies embed sensors to their devices that
can measure galvanic skin response to monitor sweat changes and determine how
sweaty one is.

Consumer wearable devices constitute an emerging market and they are be-
coming ubiquitous and widely accepted by users [141, 170]8. Devices today in-
tegrate software able to measure, store and share users’ biophysical and activity
data including heartbeat rate, sleep efϐiciency, brain activity, physical activity, (e.g.,
steps walked, stairs climbed, calories burned, calories intake, etc.). In many cases,
health-related data are augmentedwith complementarymetadata such as location
information, measurements’ precision, ormeasurements’ interpolation policy; and
it can be shared in general-purpose and specialized social networks.

The EEG approach has also been used as stress indicators, for instance for chil-
dren with Asperger syndrome [154]. The experiments have shown that children
with Asperger syndrome seem to have a greater reaction to a stressful situation.
Even if EEG devices could be used in public as they might not be intrusive; still
they are not discreet enough. The results for the users could be to make them feel
more anxious, augmenting the negative impact that mobile devices can have such
as stress, sleep disturbances or symptoms of depression [153, 77].

8https://ec.europa.eu/digital-single-market/en/blog/what-about-future-
wearables, last accessed on 18/04/2021.
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3.2.1 Use-case scenarios

According to our research goals, wewillmake some scenarios to introduce stressful
situations in which our service is likely to improve the everyday life of people who
suffer from stress and anxiety disorders in big cities.

Based on [121], the urban way of life has a signiϐicant impact onmood and anx-
iety disorders compared with rural areas. Two use case scenarios were performed
to highlight the necessity of our proposed framework.

Bob as a very busy professional has to conduct several meetings across the city
he lives in. Unexpectedly, some changes in his life led him to become very anxious
andhave apanic crisis. Oneof his symptoms’ results, whenwalking in very crowded
andnoisyplaces,was that hehad to stopwalking, to calmdownand focus to retrieve
his body control. After he tried to identify the source of his symptoms, it turned out
that the cause of his bad health is the noisy urban environment [146].

On the ϐlip side, Alice is a teenager that lives in a less crowded place, but she
has to cross very crowded and noisy streets on her way to school or to take part in
sports activities, which usually make her feel anxious. This continuous stress that
crowded places bring to her can potentially damage her health.

It is considered that both cases can not move away from the city based on per-
sonal, economic, and social factors. Moreover, as these symptoms can be tempo-
rary, such solutions are not the best.

3.2.2 Conceptual approach

One of the basic problems in the current state of the art is that the applications do
not unlock the full potentials of the devices, nor do they provide advanced inter-
vention. Our conceptual approach, depicted in Figure 3.2 provides a more holistic
approach than the current state of the art. More precisely, the data is supplied by
three sources:

1. the user, via data input and wearables

2. urban sensors, for instance, pollution measurements, trafϐic and crowd sen-
sors, and
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Figure 3.2: A conceptual approach of the proposed scheme [108].

3. crowd sourced data.

To specify the design needs of such a service, we ϐirstly had to clarify all the
involved data resources. The idea is to use personal data to determine the user’s
sentimental condition and use additional data sources for prevention. For exam-
ple, the application can capture and determine via the user’s wearables if the user
is stressed according to the change in galvanic skin response, even if there is no ac-
tual change in his temperature or movement. The majority of applications have an
informational role. This iswhere our conceptual framework is aiming to contribute
the most.

In our approach, the application would suggest the reroute of the user, simi-
larly to the concept of [117]. The idea is that the application will propose different
routes to avoid stressful locations. Thus, the application would monitor a user’s
activity and routine to create knowledge and better learn the user’s routes. Know-
ing the most commonly visited routes of a user, the application would try to get
measurements like noise levels and crowdedness from the urban sensors. Then
the application will aggregate them to users. According to these measurements,
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the application will propose alternate routes to users. While the proposed routes
might be more lengthy, it is promising that will offer a less stressful experience for
the application’s users.

Social networking features could bring value to the application. For example, for
users that share their location, the application could notify their friends who are in
proximity or inform them of events or even stories onmedia to relax the user. Also,
the application could have the ability to change the music and its loudness for the
users that are wearing ear-pads and listening to music.

Another feature of the application will be the provision of additional informa-
tion between the users. Users, for example, will be able to share areas that made
them feel distressed to notify others. Additionally, special functionswill allowusers
to provide audio input to facilitate noise mapping or even images to indicate the
most or less crowded places. The crowd sensing approach has already been used
in psychological trials in projects like the “Track your Tinnitus”9 with serious in-
put for future research. Finally, the crowd sensing [60] aspect of the framework
complements the sensing and prevention features.

Sixmain components are responsible for the proposed service provision, as fol-
lows:

• TheMonitoring engine is running on the users’ device and keeps track of their
location, movement, routine, vital measurements, and preferences. Based on
input data, the platform will determine the stress level of a user and decide
whether an intervention is needed.

• The Data Aggregation engine is responsible for gathering the urban data col-
lected by the smart city’s sensors, aggregating them, and proving an insight
to the platform regarding probable issues and alternate routes.

• The Crowd Sensing engine provides input to the platform from other users.
Users, acting as ‘sensors’ would be able to provide useful insights into events
and locations that common sensors cannot. The result would be a collective
intelligence to the framework with valuable content for all participants.

9https://www.trackyourtinnitus.org, last accessed on 18/04/2021.
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• The Intervention engine is providing the platformwith proactivemechanisms
in situations when a user might face distress. Several proactive mechanisms,
such as music, social interaction, news, funny videos to games, or relaxing
exercises, would be offered to users.

• The Social Network engine collects information from SNs and enriches the
users’ feed with events, news, and interaction with other users as the result
of the intervention engine’s functions.

• Finally, the Anonymization engine is the responsible component that ensures
users’ privacy. It is responsible to hide real users’ identities in crowdsourced
data as well as other sensitive information, such as their medical condition,
their faces from images, or obfuscates users’ location.

For interoperability reasons, the platform should be able to support several
devices and protocols. While smartphones can consume and generate informa-
tion in many formats based on their processing power, on the other hand, sensors
have pretty limited computational resources. For these reasons, to make the plat-
form compliant with the IoT approach and support as many protocols, especially
lightweight ones, middlewares such as the Mule ESB10, would be involved to facili-
tate these tasks.

In this line, research and development of health-related applications in mobile
devices are becoming a hot topic. Being a very young research area, its primary
goal is to improve many aspects of mobile devices that are not yet up to clinical
standards, ranging from accuracy and reliability [25, 157] to security and privacy
[53, 83, 107].

10https://www.mulesoft.org/, last accessed on 18/04/2021.
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Part III

Social Networks Applications and
Health Information
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Chapter 4

Social Networks and Health
Information Privacy

4.1 Introduction

The huge acceptance of SNs, after theWeb 2.0 era, has transformed users from sim-
ple readers to writers and evaluators of online information. Users today can man-
age their social liveswhile they are able to share contentwith others and the public.
Additionally, they have the ability to edit or even delete the shared content online.
Nevertheless, the use of social media potentially can lead to security and privacy
threats for users’ data. It is not rare for malicious users to exploit software vulner-
abilities of the infrastructure to gain access to personal users’ information.

In [57] Boyd and Ellison deϐine online SNs as:

web-based services that allow individuals to:

1. construct a public or semi-public proϔile within a bounded system,

2. articulate a list of other users with whom they share a connection,
and

3. view and traverse their list of connections and thosemade by others
within the system. The nature and nomenclature of these connec-
tions may vary from site to site.

To highlight the dynamic nature of SNs, in [119] we provide an updated deϐini-
tion for SNs as follows:
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Online Social Networks are web services that provide their users with
mechanisms, subject to speciϔic context constraints to:

1. construct andmanage the content andvisibility of their proϔileswithin
their systems,

2. deϔine and organize the type of connection with other users,

3. interact with other users, sharing content and information or even
by altering their proϔiles.

This new deϐinition highlights some of the key ingredients of the online SNs, their
dynamic nature, the interaction, the shared content, and the context, which were
not highlighted in the previous one.

Today, SNs were not limited to desktop applications, but are becoming part of
ubiquitous computing. Users can easily exploit SNs features via their mobile or
evenwearable devices. With the recent years’ advances inmobile health (mhealth)
and Mobile Health Networks (MHNs), users fulϐil their need for context-aware so-
cial networking to share, exchange, and discuss health information with other pa-
tients or health professionals. Consisting of ubiquitouswearable devices like smart
wristwatches, bracelets, rings, and hair caps, heterogeneousmobile networks (e.g.,
cellular network, WiFi, and device-to-device [D2D] communications), and power-
ful computational servers (e.g. cloud servers), MHNs collect the health information
sensed by wearable devices, analyze/process for health monitoring and diagnosis,
and enable users’ social interactions [174].

The information that a user shares in an SN canbe targeted bymalicious entities
unrelated to the user. Additionally, the attacker might be in the user’s “neighbour-
hood”, making the need for more complex security measures and for customizable
privacy policies imminent, more essential than ever.

4.2 Health Social Networks

The latest years, Health Social Networks (HSNs) have been developed. HSNs was
the beginning of a journey where patients could be the focal point in more patient-
centred healthcare. Patients over the years were empowered through the usage
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of such SNs with several advantages for them, arisen by their collaboration with
other patientswithin online communities or directlywithhealthprofessionals [55].
Νonetheless, these advantages didn’t come without any concern. Some of the most
common concerns that users of such networks are facing are the miss-trust of the
shared information, the invasion of their privacy, potential security risks, andmore.

On the other hand, users seem to trust for their daily interactions themost com-
monly used SNs that are not focused on a speciϐic scope. General-use SNs like Face-
book or Twitter are, also, highly used by users for health-related content distribu-
tion and sharing. While the use of general-use SNs is something that has an added
value for users in terms of easiness and social engagement, at the same time these
networks usually have not taken all the appropriate measures to control and pro-
tect sensitive data. Also, special measures that will protect health-related informa-
tion and should be applied based on national or global data protection frameworks
and laws are usually missing.

When dealing with health data, the data transparency should be managed in a
special way to protect the identities of their data owners, as the main value that
could be arisen by the data analysis should be greatly focused on the anonymous
proϐiles and not to the real identities of their owners. Undoubtedly, images, in-
cluding the user’s proϐile photo, belong to the content that can easily expose users’
identities, especially when these images include personal information.

InHSNs, patients can share their health conditionwith others, provide feedback
about diseases and treatments to their doctors. Moreover, the feedback that users
(patients or professionals) have by these networks can affect the referral of patients
to other levels of health care or other vital processes in decision-making [97].

Based in [150] a HSN is a website where consumers may be able to ϐind health
resources at a number of different levels (meaning i. clinical trials access, ii. quan-
tiϐied self-tracking, iii. physician Q&A and iv. emotional support and information
sharing). Services may range from a basic tier of emotional support and informa-
tion sharing to Q&A with physicians to quantiϐied self-tracking to clinical trial ac-
cess.

There are many examples of HSNs that users can ϐind online. While they may
present some differences between them, like some special functionalities or dif-
ferent disease coverage among that their communities are focused on, in general,
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they all have the basic characteristics of an SN. Some popular examples of HSNs are
PatientsLikeMe1, MedHelp2, Inspire.com3, HealthUnlocked4.

Beyond the web-based HSNs, many ubiquitous devices and services have al-
ready provided new ways for users to interact and share their health conditions.
Already HSN or new mobile-based applications keep many of the already features
of SNs or integrate their features with well-known general-use SNs like Facebook,
Twitter. The new ingredient in the HSN market is mainly focused on devices like
smartphones and wearables. Moreover, Mobile Social Networks (MSNs) are a re-
ality for the health market, while patients and professionals are already exploiting
their context-aware features. Also, MSNs can enhance their services with functions
by the well-known SNs or integrations [122, 71].

In this section, a summary of the possible attacks, the privacy issues, and the
major security issues that exist to the recent HSNs, is presented. All of the section’s
content has amain focus onmultimedia protection, as one of themost valuable con-
tent existed in SNS, that at the same time can expose users’ identity. Additionally,
there is an examination of the impact that such security and privacy issues can lead
to and their possible countermeasures.

4.3 Attack vectors

In what follows, we report a list of the primary attack vectors that found to exist
in SN, giving a particular focus on HSN and attack vendors that can also affect the
multimedia shared on it.

Multimedia content : Asmultimedia ϐiles can contain sensitive and personal con-
tent and while this kind of content is between the most used and shared on
SNs, can be considered a threat to the users. Moreover, in health-related SNs
multimedia ϐiles can obviously contain very sensitive information, as they
can represent health or medical results. As expected, this kind of informa-
tion should be strictly protected by unauthorized access, alterations or other

1PatientsLikeMe, https://www.patientslikeme.com/, last accessed on 18/04/2021.
2MedHelp, https://www.medhelp.org/, last accessed on 18/04/2021.
3Inspire.com, https://www.inspire.com/, last accessed on 18/04/2021
4HealthUnlocked, https://healthunlocked.com/, last accessed on 18/04/2021.
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attacks. Even minor alterations to the content of a medical multimedia ϐile
could lead to several wrong assumptions or potentially change the diagnosis
results of a person. Thus the conϐidentiality, integrity and availability of the
multimedia hosted in anHSNaremore than critical, as they can cause real-life
health issues to their owners.

Malware : Malware, awell-knownway to perform attacks to users’ devices. Exam-
ples include keyloggers, rootkits, ransomware and other types of malicious
software may be used to exploit vulnerabilities of the user’s operating sys-
tem bypass any potential security measures and leak sensitive information
to the attackers. Malware is also a very popular attack to mobile apps, and
operating systems were attackers are exploiting their software design or se-
curity weaknesses to steal, damage or even encrypt users’ data through ran-
somware malware attacks.

Misplaced Trust : In interactions where humans are involving, trust will always
be an essential factor in exchanges involving risk [134]. Based on the lack of
veriϐication on the real identity, users are checking information measuring
as trust metrics digital elements such as proϐile picture, friends in common,
job descriptions or other elements that can raise some trust. Additionally,
within the IoT environment, it is usual for devices to get connected and ex-
change data automatically based on criteria that in the most cases have been
conϐigured either by the vendor company or their admin users. In this envi-
ronment, users are coming across with issues like the lack of ownership on
data [27], either because of the architecture and nature of the IoT systems or
even after an attack execution. So, trust within such an environment is such a
critical thing to succeed sustainability and trust. Focusing on SNs, when you
addanew friendonyour list you also, basedonyourprivacy settings, givehim
access to information and multimedia content that they could potentially be
used for malicious actions.

Phishing : Phishing, is one of the most well-known attacks on the web. On SNs,
phishing is included under the social engineering umbrella, as the attacker
is usually pretending to represent a legitimate and credible entity that the
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victim trusts. Popular results of a phishing attack can be the credentials of
users, for example to e-banking, emails or SNs accounts. But the latest years,
phishing is possible to lead tomore sophisticated attacks like ransomware at-
tacks. A typical example includes a scenario where the attacker sends a mes-
sage pretending to be a well-know trust sender or after highjacking a trusted
account and the victim downloads, for example, a zip ϐile that includes the
’useful’ for him ϐiles. When the victim tries to extract the zip ϐiles the mali-
cious ransomware software locks the operating system and encrypts all the
user’s data on his personal computer and only a screen can be reached with
some directions on how to pay the attacker (usually in bitcoins) in order to
unencrypt his ϐiles.

Hijacking : When talking about an account on SN then hijacking is when an at-
tacker breaks into the account and impersonates the owner usually to run a
scam or to harm his reputation. But in case of IoT devices and SNs in more
mobile environments, hijacking can potentially lead to several unwanted re-
sults as there are much more info and data that an attacker can use to cause
more signiϐicant damage to the victim. Data arisen by the ability to exploit
or extract additional info by the embedded sensors on a mobile phone, soy
by the use of its embedded camera, listen through the microphone or cap-
ture or/and share user’s location are just some of the attacks that can be per-
formed to a mobile device.

URL redirections : This category of attack is widespread on SNs and in summary,
is a short domain name followed by a short unique string that is linked to a
long URL. As the real destination is not visible to the user, therefore in case a
user trust this link or accidentally click on this short link he can easily become
a victim of scams, malicious sites, or other sites that the user did not intend
to visit.

Lack of Policies : Even if the current situation on the most famous and popular
SNs, like Facebook and Twitter, has been improved in terms of policies by
the years, due to the wide range of possible scenarios of human interactions,
their security can, still, be exploited by malicious users. Moreover, in most
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cases, the design of their integrated services are missing the best practices
of privacy by design and privacy by default, two mandatory requirements of
GDPR. Additionally, SNs that provide social features for special categories of
networking (like dating, hobby-wise) and the new wave of apps that offer
SN features for mobile users usually lack policies that would protect when
needed their users. An example is the lack of policies for content re-uploading
that is not handled by any SN policy, exposing users greatly to attacks like
impersonation attacks.

Software vulnerabilities : SNs are software-based platforms and apps. Due to
their very dynamic nature and rapid evolution, it not rare that several bugs
can be exploited by malicious users to gain access, bypassing users’ privacy
settings to steal personal data5. For this reason the majority of the big SNs,
maintain bug bounty programs to award hackers that ϐind and responsibly
reports bug for their applications.

Open access : Themajority of SNs is based on the “freemium”model that let users
create their account easily and free. Users’ authentication is mainly based on
their email address veriϐication or in some case to other also free services.
This tactic is not, as expected, as strict as it should restrict any potential mali-
cious user for taking access to an SN and start exploring attacks like the above
mentioned.

Misinformation: Based on [169] the term of misinformation in social media can
be used as an umbrella term to include all false or inaccurate information
usedon these channels of information. Attackers that are spreadingmisinfor-
mation are aiming to avoid being detected and frequently are targeting cer-
tain groups, ideas, or facts. The motivation of an attack can be differentiated.
Some example could be the following; i. spammy economical potential ben-
eϐits through manipulating information of other brands, ii. the spreading of
fake news between users, that is a very usual phenomenon on SNs, iii. trolling
among groups of users that are spreading inaccurate information to others,
iv. media competition can also be a source of misinformation and more.

5http://www.neowin.net/news/facebook-photo-exploit-allows-you-to-view-any-
albums-of-non-friends, last accessed on 18/04/2021.
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4.4 Privacy exposure categories

In many cases, SNs treat users like their products, as their primary income source
derives from selling users’ preferences to advertising companies. On the other
hand, SNs are usually bringing responsibility to the user by having a section where
they documented the end-user license agreement. So, SNs assume that users agree
to this policy, even if they have never read it or in some cases even saw it. Today
GDPR has brought several functional and non-functional requirements in order for
the SNs to document that users have been informedabout the context of the policies
that govern an SN.

In this section, a list of privacy exposure categories that can be found to health
SNs applications will be presented.

Figure 4.1: Privacy exposure categories.

4.4.1 Content and medical images exposure

It is well-known that users on SNs, even if they are trying to be careful about the
content they publish, in the end several personal related information can be leaked
to strangers or even publicly on the web. In case of health and medical-related
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content like texts that include conditions or prescriptions, the way that the SN is
developed and the ϐields where the user should ϐill in his sensitive information, is
critical from a data protection point of view. Additionally, health-related multime-
dia is one of the most sensitive content that users share or store within health SNs
and that in most cases there are not any special security measures to protect such
content by unauthorized access.

SNsusers caneasily becomea subject of proϐiling, something that canbeachieved
from the shared content and much sensitive information based on [79].

4.4.2 Medical identity theft

Medical identity theft consists of a crime that can have a signiϐicant impact on the
victim either ϐinancially or even by the harmof the data owner through other harm-
ful activities like false and erroneous entries in their medical ϐiles [54]. An attacker
targets data, like health insurance information or social security number to obtain
medical services or goods, or to obtain money through the malicious unauthorized
use of the victim’s data. This kind of attacks is a rising concernmainly in healthcare
institutions that, as expected, keep a large amount of data and also are responsible
for offering services to speciϐic persons based on their identity. Medical identity
theft based on the many different entities that are involved can be characterized a
complex crime. As a result, a collaborative effort among individual victims, health
informationmanagement technologists, institutional security ofϐicers, law enforce-
ment, healthcare providers and payers is required in order to collaborate and ex-
change information to ϐight and succeed the limitation of this phenomenon [95].

4.4.3 Metadata

Metadata aredata that areused todescribeotherdata, usually used tohelporganize
web resources, provide digital identiϐication, and archive and preserve resources.
Between the web professionals, “meta description tags“ are very well-known for
their ability present a brief summary for the search engines to include on their re-
sults when a user performs a search query about something relevant. As theirmain
goal is to provide content, it is expected that in case of sensitive information exis-
tence on an SNs, metadata can be used by malicious users to exploit information
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about their potential victims. Depending on the SN6, multimediametadata can also
present information regarding the location, the clinic, the health condition or other
sensitive information that follows a health-related multimedia ϐile.

4.4.4 Unauthorized content access

Content that is shared through an SN is accessible, usually, to a speciϐic group of
people, based on privacy settings that its uploader has given. Nevertheless, the
way each SN has applied its policies and security mechanisms, could let malicious
or in certain circumstances even advanced users, access content through tricks that
apply by using their browsers. From changing some URL parameters to study and
reproduce some speciϐic SN application’s behaviour, malicious users may expose
other users’ private content or even in some cases hijack accounts as security re-
searchers claim7.

4.4.5 Tagging - annotation

A feature that SNs bring to users in the latest years is the tagging of other users to
shared multimedia content. While this works ϐine for situations where friends are
tagging each other, still is a privacy issue when that happens from malicious users
that tagunsuspectingusers, usually to share a spammymessage aspart of a broader
phishing attack8. On the other hand, some users don’t want to get tagged by others,
even their friends, especially when this tag is taken place to a publicly accessible
content, as they don’t want to get crawled by search engines or their username to
become searchable inside the SN the other users worldwide.

6Example of how different each SN can manage multimedia metadata: http://www.
embeddedmetadata.org/social-media-test-results.php, last accessed on 18/04/2021.

7Facebook ϐlaw could have allowed an attacker to hijack accounts, https://nakedsecurity.
sophos.com/2019/02/19/facebook-flaw-could-have-allowed-an-attacker-to-hijack-
accounts/, last accessed on 18/04/2021.

8https://www.thesun.co.uk/money/9323475/facebook-scam-clearance-sales/, last ac-
cessed on 18/04/2021.
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4.4.6 Video conference

A popularway of communication among SN users, apart frommessages, is by using
video conference tools. While thismight allowmore interaction between users, pa-
tients, and doctors, the problem that arises is that more information can be leaked.
One security issue is that the video stream could be intercepted over the network.
Additionally, possible vulnerabilities in the protocol, or malware could allow the
attacker to arbitrarily access the camera andmicrophone of the victim without no-
tiϐications. Moreover, the conference call could be easily stored by one of the in-
volved parties to either extort the victim or to manipulate the content and present
it accordingly.

4.4.7 Multimedia shared ownership

While SNs can also be described as a multimedia sharing heaven, at the same time,
some complex legal issues have arisen. One of these issues is the shared ownership
of the multimedia content. For several reasons a multimedia ϐile may belong to
more than one users. Such a case is, for example, a family photo or a photo that
presents a couple. In the case of health and medical-related content, an example
case study could involve themultimedia shared by a doctor, including their patients
or even the opposite. However, inside an SN, at least for the majority of the SNs
today, the ownership is assigned to one user that is responsible for this content in
terms of privacy settings, tagging, sharing settings and more.

4.4.8 External applications

SNs have developed over the years special tools for a developer to exploit function-
alities through their own created apps, or through APIs that allows developers to
request data from an SN that can be used to external apps (for example websites,
mobile apps) based on the needs of each development project. Nevertheless, re-
searchers have proven that malicious applications can be developed [112]. Addi-
tionally, one of the greater privacy scandals in the history of SNs, named Cambridge
Analytica, was mostly based on the ability of the developer to exploit personal data
by the use of external apps inside on the bigger SN, the Facebook.
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The big issue is that in the case where data are transferred outside an SN, users’
privacy, can’t be retrieved and inmost of the cases (especially when user don’t have
clear information onwho govern his data) the user or even the SN itself has already
lost the control.

4.4.9 Exposure to the search engine results

The majority of SNs allow search engines like Google or Yandex to crawl their con-
tent (mostly their users’ uploaded content). While this tactic is essential for the
information and knowledge that is mined by the public through their queries to
search engines, on the other hand, it is usual that users that don’t have advanced
knowledge onhowor evenwhy to adjust themost private settings on their data, can
easily be exposed to the search engines results evenwithout creating an account to
the SN.

4.4.10 Right to be forgotten

One of the practices that SNs used but still can be found to exist (mostly on smaller
SNs) is the difϐiculty for a user to delete his account. Firstly, as expected, there is a
need for SNs to say that they maintain as biggest user database as they can, so it is
preferable for theιr proϐit model. More recently GDPR, introduced even more clear
and strict directions for the so-called “Right to be Forgotten“ for data processors
like SNs. So the deletion policy on an SN should be clear, the deletion progress easy
to be followed and should be part of the user’s rights. Not surprisingly some any
SNs either prohibit users from removing shared content, or they provide the facility
with some obstacles (time frames, for example a photo will not be immediately re-
moved, or users have to pay to remove content, as mentioned on MedHelp’s Terms
of Use9: “If you disregard this warning and post personal or conϐidential informa-
tion (yours or others) on theWebsite, which you later want removed, there is a fee
of up to $25 to remove each posting.“).

9https://www.medhelp.org/legal/terms_of_use, last accessed on 18/04/2021.

55

https://www.medhelp.org/legal/terms_of_use


4.4.11 Exposure to the infrastructure

Part of an SN in order to be functional is the infrastructure that maintains in order
to provide services to its users. Some SNs choose a renting model where maintain
third party infrastructure or host their applications based onwell-known cloud so-
lutions. Infrastructure as a Service (IaaS), Platform as a Service (PaaS) or Software
as a Service (SaaS) is some of the different available models that SNs can use to
deliver services to their users. Of course, there are cases that SNs choose to main-
tain their completely own infrastructure. The policies that a third-party hosting or
infrastructure provider applies are inϐluencing the ϐinal privacy and security com-
pliance of an SN. While SNs are proϐiling their users in order to become proϐitable
by serving to them personalized ads, they are a major target for hackers, cyber-
criminals or even for governmental spying. As expected, there are cases where the
infrastructure is responsible for several leakages and privacy incidents. Recent dis-
closures about the role of secret agencies in the Internet10, brought to light a series
of such spying incidents.

Moreover, the more service providers are used by an SN the most complicated
result may be delivered to the ϐinal policies that users should read, understand,
and ϐinally consent to, to use a service. For example, Google Plus, which was part of
the Google services and was terminated in the same period that was suffered by a
security-related incident11, informed its users about their multimedia ϐiles:

“When you upload or otherwise submit content to our Services, you give
Google (and those we work with) a worldwide license to use, host, store,
reproduce, modify, create derivative works (such as those resulting from
translations, adaptations or other changes wemake so that your content
works better with our Services), communicate, publish, publicly perform,
publicly display and distribute such content. The rights you grant in this
license are for the limited purpose of operating, promoting, and improv-
ing our Services, and to develop new ones. This license continues even if
you stop using our Services (for example, for a business listing you have

10http://www.theguardian.com/world/2013/jun/06/us-tech-giants-nsa-data, last ac-
cessed on 18/04/2021.

11https://www.wired.com/story/google-plus-bug-52-million-users-data-exposed/,
last accessed on 18/04/2021.
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added to Google Maps). Some Services may offer you ways to access and
remove content that has been provided to that Service. Also, in some of
our Services, there are terms or settings that narrow the scope of our use
of the content submitted in those Services. Make sure you have the neces-
sary rights to grant us this license for any content that you submit to our
Services.”

The result is that while the provider is trying to simplify its policies, users’ con-
tent can be processed and stored to somany third parties that at the end is not easy
(even for the provider) to knowwhere are his data in a particular time or howmany
different providers have taken part in their processing. Having GDPR inactivation,
the later is more than a demanding requirement to be feasible, as the user can re-
quest to be informed about the processors that process his data, or to edit, delete
and take a copy of them without delays.

4.5 Security issues

In this section, the results of the research regarding the possible security issues on
SNs is presented.

4.5.1 Unencrypted trafϐic

Someone would expect that years after many different campaigns and actions12 to-
wards the enforcement of HTTPS over the web, also the rise of many tools such as
Firesheep13 which proved how easily is for an attacker, not only to read everything
that is transmittedunencryptedbut evenhijack sessions on social or other personal
accounts, the majority of popular SNs upgraded their infrastructure to work only
over HTTPS. Nevertheless, as our research [107] ϐindings present is not unusual
for mobile apps to send or request personal data over HTTP. The sensitive nature

12The Electronic Frontier Foundation had already warned the Council of Europe for the lack of
SSL/TLS adoption from SNs and the impact to the privacy of their users, https://www.eff.org/
node/58437, last accessed on 18/04/2021.

13http://codebutler.github.io/firesheep/, last accessed on 18/04/2021.
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Figure 4.2: Security issues.

of the shared content that can be health conditions or medical exams in combina-
tion with the use of unencrypted trafϐic can lead to additional security and privacy
issues.

4.5.2 Static links

A major security issue is the way that web applications, and in our case SNs, are
hosting users’ multimedia. It is usual for attackers to study the way that an SN
works in order to expose the personal data that users host on their proϐile. His-
tory saw to us that even the biggest SNs had failed to ensure the privacy of their
users’ multimedia. For example Facebook and Google Plus use static links to host
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their users’ photost14. So, as expected, it is not difϐicult for an attacker to ϐind, send
outside or store the photos of their victims. In such cases, SN doesn’t provide the
expected security measures that users think that exists.

4.5.3 Sybil attack

In a Sybil attack, a user createsmultiple accounts tomanipulate andaffect a result as
desired byhim, andhis purpose [56]. Sybil attack is a node that claimsmultiple fake
identities, and that can be highly harmful to the real users of a health-related appli-
cation. Adversary attacks vary froma simple voting scenario to a de-anonymization
attack to users.

4.5.4 Flawed design/implementation

Application developers and/or publishers seem to keep repeating the same mis-
takes over every new software environment15. While they guarantee on their ap-
plications’ security and privacy that provide to their users (usually through their
policies included on the application content), common pitfalls in the application
side can lead to jeopardizing the privacy rights of millions of users.

In case of health-related SNs, where users are trusted SNs applications to share
their sensitive data with other patients, their doctors or even use them as agendas
to store data for their future reference to their doctors, the impact on user privacy
can be much more signiϐicant than in an SN that is used for social-only related in-
teractions. The difference is focused on the sensitivity of data and the impact that
can cause in case of a data breach. Of course, we can easily admit that a data breach
that includes a combination of social-related personal data combined with health-
related sensitive data can occur even more damage to users’ privacy.

14https://www.neowin.net/news/facebook-photo-exploit-allows-you-to-view-any-
albums-of-non-friends, last accessed on 18/04/2021.

15https://cryptacus.cs.ru.nl/slides/How%20private%20is%20your%20mobile%
20health%20advisor%20-%20Free%20popular%20m-Health%20apps%20under%20review.pdf,
last accessed on 18/04/2021.
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4.5.5 Transparency of stored media

As it was stated in the intro of this section, the majority of the social media that are
used for networking, like Facebook and Twitter, are heavily promote the power of
data sharing between people that is also the result of the transparency that these
networks bring to our lives. Nevertheless, when we are handling health or/and
medical-relatedmultimedia content, then the sensitivity of this content impose their
protection against unauthorized access. On the contrary, it is usual that SNs’ stored
multimedia contents are not encrypted. The result of this practice allows anyone
that has a direct link to them to be able to access this content without the use of any
credentials, bypassing any privacy or security policies set by the user with the use
of the SN.

Another issue is the transparency towards the service provider. While a big
company like Google or Facebookmight have the ability tomaintain their own data
centres, nevertheless, smaller ones do not have this luxury, so they resort to out-
sourcing their data centres using virtualization or cloud-based technologies. These
technologies might reduce scalability and maintenance costs. However, many con-
cerns arise regarding their provided security 16,17. This usual practice leads to
the phenomenon where the end-user might trust the SN, but not the cloud ser-
vice provider which has access to his data18. The issue becomes even more thorny
due to geospatial and political constraints. It is not unlikely that governments and
agencies may be granted arbitrary access to foreign citizens’ multimedia content
without their approval or any kind of notiϐication, as the data centres that host this
information do not belong to the same country or even continent.

4.5.6 Proϐile hijacking

This attack can be achieved in many ways such as brute force attacks, phishing or
social engineering. An attacker can use the information that the victim’s multime-

16https://cloudsecurityalliance.org/research/working-groups/top-threats/, last
accessed on 18/04/2021.

17http://www.enisa.europa.eu/activities/risk-management/files/deliverables/
cloud-computing-risk-assessment, last accessed on 18/04/2021.

18https://it.slashdot.org/story/13/09/11/1657228/the-windows-flaw-that-
cracks-amazon-web-services, last accessed on 18/04/2021.
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dia provide to him in several harmful ways. For example, someone can ϐind crafted
tools such as CUPP (Common User Passwords Proϐiler)19. By using these tools the
attacker can give some words related to the victim’s proϐile, and the tool will pro-
vide him with a curated dictionary for possible user passwords. Weak passwords
are one of the most usual to acquiring control over a victim’s proϐile.

4.5.7 Data breach and identity theft

Identity theft is an attack where a malicious user might aim to mislead other users
that he is another user by taking over the victim’s account. It is usual that this kind
of attack is a result of a data breach. The attacker usually targets to cause repu-
tational damage or to exploit the trust that other users have in his authority and
obtain money or credit. The nature of SNs can enable malicious users to automate
such attacks [26]. The attacker can also deduce a lot of information to use in their
attacks from the shared multimedia content. Moreover, since the shared multime-
dia contents are usually of high quality, they can be used to launch attacks in real-
life, e.g. print fake ID cards or company passes.

4.5.8 Impersonation

These attacks are about the creation of fake proϐiles with the scope of deception of
other SN’s users. Attackers are expecting other users to bemisled and connectwith
the malicious proϐile and start building some trust with them based on the fake in-
formation that the proϐile presents to them. These attacks can lead to an extensive
range of attacks. Spam and phishing attacks are some of the easily performed at-
tacks after building trustwith someusers based on a fake proϐile. Moreover, attacks
like these are used even for crimes, sometimes not limited to the online world, but
result in dangerous real-life crimes.

The protection of the user’s identity against several attacks that can lead to im-
personation attacks, aswell as the proϐile cloning andproϐile porting attacks should
be a priority in SNs. Proϐile cloning consists of the replication of the victim’s proϐile
in the same SN. Proϐile porting is the export of the personal data of the victim and

19http://www.remote-exploit.org/articles/misc_research__amp_code/index.html,
last accessed on 18/04/2021.
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the creation of a fake proϐile to another SN. Both proϐile cloning and proϐile porting
are including in the category of impersonation attacks [45].

4.5.9 Distortion of malleable content

As expected, multimedia content shared on SNs, can be malleable. A simple user
today can ϐind a wide range of powerful tools available for image or audio process-
ing. From tampering images maliciously to the production of high-resolution fake
images that can harm or derogate their real owners. Such tampering is more or
less expected for photos; however, new SNs such as Clubhouse20 could be an audio
source for attackers. Within the content and scope of health SNs, this content can
lead to really harm patients as it can potentially make them take wrong decisions
regarding their medication.

4.5.10 Shared multimedia links

Based on the need that users want to share links to internal or external to the SNs
content, it is not feasible to just disapprove such functionality. Additionally, it is
one of the most powerful ways for users to share sources of knowledge or news.
Nevertheless, there is a wide range of formats that can be vulnerable to attacks.
Examples of the formats that users share are PNG, JPEG or GIFs. Given that users
are redirected, with their will, outside SΝs, it is not difϐicult for attackers to trick
them into installing malicious software (i.e. using clickjacking techniques) or visit-
ing sites that performcross-site scripting (XSS) attackswhich attempt to steal client
cookies, highjack sessions etc. Furthermore, another feasible scenario is that users
could be redirected from their original link destination to another page that could
contain harmful content.

4.5.11 Steganography

Hiding information in other media not only to hide the content but even to hide
its existence is a pretty old practice on the web. The latest years, the advance of

20https://www.bloomberg.com/news/articles/2021-02-22/clubhouse-chats-are-
breached-raising-concerns-over-security, last accessed on 18/04/2021.
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technology made steganography a really well-known technique. That is why this
technique can also be found on SNs to cover malicious activities.

An example of steganography usage can be found on [158]. While the afore-
mentioned work is focused on providing users with more privacy, nevertheless it
indicates that it can be exploited by malicious users. As a result, embedded mes-
sages can range from terrorist messages to child pornography.

4.6 Impact

In this section, we summarise the possible impact of the attacks mentioned above
both for the general-use SNs like Facebook&Twitter that users still use to exchange
and discover health information [151, 24] and the health-related SNs.

Information leakage Amajor riskof SNs regardingprivacy is the information leak-
age inside and outside users’ network. While users may control information
exposure through their privacy settings that each SN provides, this is not al-
ways the case.
General-useSNs: Given the amountofmultimedia information that is shared,
a lot of sensitive information canbe inferredwith great accuracy [87] or through
data fusion with other users [90].
Health SNs: In case of health SNs images are expecting to be sensitive by
default as in theirmajority are connectedwith health ormedical information.
Thus, their protection through special mechanisms should be a priority by
SNs.

Location awareness In a worldwide connected mobile world, location is a piece
of information thatmay characterise users’ proϐiles. It can also be used to im-
prove user experience signiϐicantly or by advertisers to target their audiences
better.
General-use SNs: Location information on SNs like Facebook, is mostly re-
lated to information the user submits to his proϐile, and it is mainly an is-
sue of protection by malicious users that could exploit this information for
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criminals. For instance, location information can be used by buglars21. Nev-
ertheless, in the past few years, the advance of mobile technology brought
capabilities for automated processing of data, without, usually, user’s con-
cern. Applications and advertisers can easily exploit location by the GPS of
the user’s device mainly for proϐitable growth.
Health SNs: As expected on health-related SNs and especially in the mobile
era, users’ location can be combined with several other data that users pro-
vide or SNs automatically exploit through several mobile’s sensors. Espe-
cially Location-BasedSocialNetworks (LBSN)haveemerged, and researchers
have already focused on how they can advance on their knowledge regarding
the health behaviour of users [36]. Nonetheless, based on laws like GDPR,
users should provide an explicit consent to collection and analysis of their
location by SNs. Moreover, their third party processors should have taken
all the possible measures to protect users’ data against malicious practices
ormalicious advertisers that are trying to exploit location for their proϐitable
goals.

Reputation The amount of data shared by one user on SNs can be used by other
users to target him and harm his reputation.
General-use SNs: In general-use SNs the category of data shared it is to be
mostly general data related to behaviours or opinions that a user exchanges.
Nevertheless, there are plenty of incidentswhere userswere targeted in their
professional or other environments based on their content shared on SNs.
Health SNs: By default, health SNs is expected to require apart of personal
data, the sharing of health or and medical data that are characterised as sen-
sitive. Malicious users that will want to harm the reputation of a person it is
possible to use such data to perform attacks.

Account loss Some of the possible attacks on SNs, can lead to account lock or even
its loss.
General-use SNs: Account loss on a general-use SN like Facebook or Twitter
can be a great issue for the everyday activities of a user. Of course, it depends

21https://www.pleaserobme.com/, last accessed on 18/04/2021.
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on howmuch each usermakes use of the SN tomanage contacts and organise
his life (personal or professional).
Health SNs: In the case of health data a user can have a great impact by an
SN account loss, as this account could be the repository of data used as a per-
sonal health records application. In such cases, usersmay lose their historical
medical history, and that could potentially have a signiϐicant impact on their
health.

Loss of ownership/control of content It is almost impossible for someone topre-
dict how popular will the content that he publishes in an SN will be, as other
users (friends or friends of friends) can download, share in and out the SN.
Therefore, users shouldbe very rather cautious and responsible forwhat they
share.
General-use SNs: On SNs like Facebook, malicious users can perform sev-
eral attacks based on shared content like identity theft, social engineering
and more. Today SNs can, also, be used to authenticate users for example,
to other services through social login or to our network of contacts inside an
SN (friends, colleagues etc.). In such case multimedia protection from SNs
is more than critical and can if an SN can succeed it, its users will safely dis-
tribute more content without the risk of their privacy.
Health SNs: On health SNs and based on the level that a user or already pa-
tient count on it to store and share his health data with other patients or
his doctors, the control of such a sensitive content is something more than
critical. Thus, any alteration or loss of users’ data is a major security inci-
dent. Additionally, the debate on the ownership of data in such cases is huge
as many voices ϐight for the free anonymous sharing of health data towards
the advance of health research, but on the other side, several concerns ex-
ist on users’ privacy. Moreover, the ownership of data is still under debate
[126, 82].

Blackmailing/extortion Amalicious user that wants to perform blackmailing at-
tacks against users, it is expected that themost sensitive the content that will
gain access the most harmful will the attack be.
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General-use SNs: This trust makes them share a lot of sensitive or even em-
barrassing content, which, if leaked, can be used as a threat. The threats, de-
pending on the attacking nature, can impact his ϐinancial, sexual, professional
or social status.
Health SNs: The sensitivity of health data that users exchange or storewithin
a health SN is the main reason why health SNs are one of the main targets
of malicious users. The impact on these categories of networks is deϐinitely
more signiϐicant than in general-use SNs as the value of exchanged informa-
tion is directly connected to their users’ health, and it is expected to impact
their lives.

Cyberbullying Cyberbullying is the situation when a user is threatened, humili-
ated or harassed online by another user.
General-use SNs: The phenomenon of cyberbullying is most often and has
a greater impact on young ages. Also, there are several cases where children
have to lead to extreme acts of violence or other children to depression and
suicidal ideation [42]. Researchers have shown that the older the student, the
more likely he/she was to bully others or to both bully and be bullied online
than to be neither a bully nor victim [100].
Health SNs: Cyberbullying is mostly connected with teenagers and health-
related SNs and sources of content ismainly connected to adults than children
[127]. Nevertheless, the continuous intrusion of smart devices (like smart
toys, wearables) that provide connectivity to younger ages, it is expected to
bring to light health-related cyberbullying incidents the next years.

Cyberstalking Social media is the placewhere someone can ϐindwhat users share
globally and learn more about them and in most cases, about their daily ac-
tivities. As expected, the information shared on SNs could be used to stalk or
harass the victim in real-life attacks [124].
General-use SNs: On generic-use, SNs users share news and opinions, per-
sonal ϐiles and personal data. The user-generated content shared within SNs
can be categorised in a great range of information that includes, for example,
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social-economical, ϐinancial, personal, sexual, political, religious, even health-
related data. This large scale data sharing transform SNs to one of the most
powerful tools for cyberstalking by malicious user and criminals.
Health SNs: Despite the fact that health data can also be shared through
generic-use SNs, the powerful tools and ways that health SNs offer to their
users to organise their health and medical data with their use is an excellent
source for cyberstalkers when their subject of interest is focused on health-
related issues. The ϐindings can be related to the health condition of a user,
his symptoms or historical health events.

4.7 TowardsPrivacyEnhancedTechnologiesand tools

Thegoal to succeedprivacy-orienteddesignanddevelopmentwithin complexprojects
and systems like SNs or mobile apps that deliver content and data through several
different channels and networks led to the need of new modern tools which could
ensure principles like data anonymization, pseudonymization, data minimization,
user authentication and data encryption. The term Privacy Enhancing Technolo-
gies (PETs) is used to cover this wide range of technologies that are designed to
deliver and support privacy and data protection.

Searching for such solution on SNs, someone can ϐind several examples that
have been proposed by and delivered to the community, some of which are pre-
sented in the following paragraphs.

Persona [17], offered users the ability to encrypt their data and only exchange
a public key with authorized users. In this way, attribute-based encryption was of-
fered to users’ data, that also bring them more control over their privacy setting
among their shared data. EASiER [75] was a Persona-based extended idea, that
used the creation of decryption keys, associated with each user, allowing data ac-
cess, only when a user uses the appropriate key to content the proxy. FlyByNight
[92] was an encryption tool that proposed a trade-off between security and us-
ability in the interests of minimally affecting users’ workϐlow. Its main goal was
the use of public-key encryption algorithms to exchange users’ messages on Face-
book. There also browser-based paradigms thatwere proposed to enhance privacy
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through existed SNs. Scramble [23] is one of those solutions. It was a Firefox exten-
sion which allowed users to encrypt their previous uploaded to an SN data, storing
it either at a TinyLink server or the SN.

Another proposed SNs focused PET solution was the PrivacyJudge [86]. Priva-
cyJudge allowed users to manage who can access their shared content. To deliver
this service, it hosted users’ content or used a trusted third party server.

Towards the provision of privacy tools to users, someone can also found Lockr
[155] anaccess control systemandFacecloak’s [93]whichact asdatapseudoanonymiza-
tion tool for users’ proϐiles byproviding fake information to the SNs and storingper-
sonal information on an application server in encrypted form. Patsakis and Solanas
[115] also proposed a privacy solution for SN users. Their proposed service could
encrypt all of the users’ data, and by creating small encrypted keyword dictionar-
ies, the service will offer more control on the data that they are willing to share.
Sharing the dictionaries’ decryption keys with advertising companies, users allow
them to mine their data. In this way, only if advertisers ϐind a promising proϐile,
they can place a bid to access the full data.

Other solutions weremostly based on social trust and the connections between
users. An example can be found in [50], where the use of a private set intersection
(PSI) protocols to disclose only the common connections that two users have was
proposed. Another data minimization solution was proposed by Li et al. that intro-
duced a recommender system for SNs, which matches users with similar interests,
without disclosing their preferences [91].

Based on other privacy principles like the right to be forgotten and similar to
the right to restrict processing X-pire! [16] allowed users to set expiration dates
for their shared multimedia content to make them unavailable after that date. On
the other hand, unFriendly [152] proposed a solution to bring multi-party privacy
in published photos so that they could co-managed by the people who are depicted
in them.

Moreover, there are some completely decentralized SN architectures examples
like Diaspora22, Safebook [46], OneSocialWeb23 and NYOB [66]24 that based their

22Diaspora, https://joindiaspora.com, last accessed on 18/04/2021.
23OneSocialWeb, http://onesocialweb.org/about.html, last accessed on 21/12/2014.
24NYOB, https://noyb.eu/, last accessed on 18/04/2021.
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scope on the way they could decentralize data architectures to change the rules on
privacy and empower users’ role on data protection decision.

Finally, one project that delivers some interesting open-source tools for con-
sumers and businesses is the OPERANDO project25. The OPERANDO project aims
to implement and validate an innovative privacy enforcement framework that can
deliver; Privacy as a Service (PaS). OPERNADO includes a platform thatwill be used
by independent Privacy Service Providers (PSPs) to provide comprehensive user
privacy enforcement in the form of a Privacy Authority. The OPERANDO platform
will support ϐlexible and viable business models, including the targeting of individ-
ual market segments such as public administration, SNs and Internet of Things.

PlusPrivacy26 is a product that was delivered as part of the OPERANDO project
and provides the end-users with an anonymously used uniϐied dashboard for their
protection, against a variety of privacy threats. Part of its features is the easy con-
trol of the most privacy-related setting in SN accounts, the ability of a user to hide
his email identity and use alternative in the concept of pseudonymization, the ad-
block feature as well as the trackers and malware. Additionally, Privacy Plus offer
the prevention of unwanted apps and browser extensions from tracking users and
collecting private data.

4.8 Countermeasures

Recently and after 25thMay 2018, GDPR enforcement introduced several upgraded
requirements regarding the provided privacy and security that offers to their users.
GDPR demands by service providers to clearly deϐine their role and choose, based
on their responsibilities, whether they are the data controller, the data processor
or the joint controller. The main role of SNs is to act as data controllers and ensure
their compliance with the GDPR requirements. Nevertheless, the business models
that SNs have introduced by the years have created some complex schemes that
can lead an SN to act also as a data processor in some cases or as a joint controller.
Below some possible, technical and organizational measures that could potentially

25OPERANDO http://www.operando.eu/servizi/notizie/notizie_homepage.aspx, last ac-
cessed on 18/04/2021.

26PlusPrivacy https://plusprivacy.com/,last accessed on 18/04/2021.
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contribute to ensuring users’ privacy and security are summarized. A great focus is
given to themultimedia side as one of themost valuable information shared on SNs
that can authenticate a user. Additionally, table 4.3 presents the following counter-
measures for each already present security and privacy issue.

4.8.1 Encryption of transmitted media

As discussed in Section 4.5, several SNs are either not encrypting their trafϐic or are
partially using SSL/TLS. The need for using SSL/TLS encrypted trafϐic for all their
interactions is undeniable, as well as the use of secure cookies policies to provide
the minimum level of security and privacy to their users. This way, users have a
guarantee that when uploading or downloading multimedia content, this content
will not be intercepted.

4.8.2 Storage encryption

As discussed in Section 4.4 the multimedia content that users are sharing in many
cases can be stored in data centres which are not owned by the SN and geospatial
or political events may expose a lot of users to agencies without their will or any
type of notiϐication. The issue is critical, given that there are currently many health
and medical-related SNs, and the shared information is very sensitive. Therefore,
whether the user has to be protected from foreign agencies, malicious providers
or developers working for the providers, their data should be stored encrypted.
There are many cryptographic solutions, mainly based on public-key algorithms,
which can provide users of SNs with the required functionality to store and efϐi-
ciently recover their users’ ϐiles, without leaking any information to the cloud ser-
vice provider [161, 173, 110]. Additionally, proxy re-encryption based schemes
[13] can guarantee that the users’ information will not be leaked within the SN in-
frastructure.

Another approach, more focused onmultimedia, would be the encryption of the
multimedia content. While the previous methodology provides arbitrary encryp-
tion of data, there exist more focused solutions such as [133]. The advantage of
such solutions is that even if someone manages to get a direct link to the shared
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multimedia content, then the content will not be available unless the user holds
the proper decryption key.

4.8.3 Data anonymization

Anonymization is a great feature that protects users’ proϐiles from been identiϐied
after the time this countermeasure applied. While today the health digitalization
has resulted to the so-called big data with several challenges onboard, there are
many robust data anonymization algorithms [3, 175] that can anonymize results
efϐiciently and ϐinally protect personal and sensitive data that users do not longer
wish to be stored, for example by a service, or should not be kept as the law de-
mands that should be anonymized.

4.8.4 Data pseudonymisation

Separating the real data that a service wants to protect and associate them with
identiϐiers or aliases is a tactic that can provide an adequate level of protection in
several cases. Pseudonymization involves replacing part of or all the users’ data
withpseudonyms. Inmanycases like in the caseofGDPRenforcementpseudonymiza-
tion (or/and anonymization) is required to provide the best possible level of pri-
vacy when processing sensitive data like health and medical.

4.8.5 Steganalysis

Modern cameras and SNs enable users to upload high-resolution images, which are
large ϐiles without raising any suspicions. However, as previously discussed, they
can be used as cover objects to distribute malicious content. Therefore, the use
of steganalysis software using multimedia content is considered essential. Exper-
iments conducted by the authors indicate that such mechanisms do not seem to
exist currently in the bulk of major SNs, or at least their output is not reported to
the user. Many SNs, such as Facebook, may forbid users to use such methods in
their terms of service; however, they do not seem to block such actions, something
that can be exploited. A typical example of the latter is SecretBook27, a Chrome ex-

27https://mashable.com/2013/04/09/secret-message-facebook/?europe=true, last ac-
cessed on 18/04/2021.
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tension that allows users to exchange secret messages within Facebook, through
steganographic methods.

4.8.6 Watermarking

Digital watermarking is the process of embedding information into multimedia to
prove the ownership of the content. Watermarking can be visible or invisible. Vis-
ible watermarks can be used to mark a ϐile with usually with a piece of meaningful
information, for example, a logo of its creator. Invisible watermarks are used to
trace or authenticate a ϐile based on hidden information attached to it.

4.8.7 Co-ownership

To allow users to apply privacy settings, which are closer to their preferences and
real-life scenarios, SNs should apply co-ownershipmodels [144, 145]. Suchmodels
could allow more than one user to enforce their privacy policies on the co-owned
photos, videos, etc. so that the permissions and restrictions on media are not dic-
tated by the choices of one user, and the privacy of all involved users is respected.

4.8.8 Dynamic links to content

As highlighted in Section 4.5, the use of static links exposes users to many risks.
Given that the aforementioned solutions, which are based on encryption, might
be very demanding in terms of processing, dynamic links should be used to allow
users to accessmultimedia content. For instance, by creating dynamic links to pho-
tographs when they are requested, that are subject to the time of the request, the
IP and MAC of the user and his credentials, arbitrary access to content by users
within and beyond the SN could be minimized. The cost of such solutions can be
considered minimal as they involve encryption and decryption of small texts.

4.8.9 Metadata and background removal

While many SNs provide tools to embellish the shared photographs, from simple
cropping to applying ϐilters, theydonotprovideadditional functionalities that could
help in giving additional privacy to other people. Typical examples are photos from
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public demonstrations that are uploaded, disclosing the location and political or
even religious beliefs of many people. SNs could provide the functionality for au-
tomated detection and removal of faces through, e.g. blurring while keeping the
necessary information intact. The same functionality could be extended to blurring
objects in the background in case the user is interested in hiding some background
context.

Additionally, given that not all SNs follow the same policy towardsmetadata, all
uploadedmultimedia ϐiles should be stripped of the embedded data unless the user
indicates that some of it should be disclosed.

4.8.10 Digital oblivion

In an attempt to offer digital oblivion, several solutions havebeenproposed. Mayer-
Schönberger argues that the use of expiration dates is enough to enforce digital
forgetting [98]. Moreover, he proposes the implementation of storage devices that
can store informationwith a pre-determined limited lifetime, so that after the lapse
of that time frame, the information is automatically deleted.
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Chapter 5

A cross-platform SNs privacy
mechanism for multimedia
protection

This thesis is examining emerging IoT services in Healthcare domain, that, as men-
tioned in the previous chapters, this domain implements a plethora of the well-
known applications to succeed characteristics like interoperability, connectivity,
socialising, mobility for the provision of context-aware services to end-users. Non-
surprisingly, a plethora of users’ privacy risks are related, not limited, to authentica-
tion and data management mechanisms. The extremely fast-growing rhythms that
social andmobile applications are experiencing, due to the high acceptance and use
by users, lead to several poor implementations that in several cases aremissing ba-
sic reporting features that could protect users from malicious actions and attacks.
Today, multimedia data are one of the most valuable contents that are distributed
online between users and networks. When we are talking for users’ multimedia
content, and in case of re-uploading and re-publishing a user’s images, without any
form of notiϐication, that can result in to harm the original owner both socially and
economically.

In [176]we tried todetectwhether suchacts couldbe tracedand towhat extend.
The experimental results led us to propose that more ϐine-grained privacy policies
can be implemented using digital watermarks. Therefore SNs can become more
privacy-aware, without the need to build them from scratch.

Users expect that uploading their data like their personal photos on SNs, is a
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Figure 5.1: Watermarking scheme [176].
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secure procedure that can be controlled by them through privacy policies, allowing
access only to the users that they decide. Nevertheless, this is not entirely true as
there are several risks for their privacy coming either from SN infrastructure or the
malicious users inside the SN as we examined in the previous section.

5.1 Problem setting

The current situation on modern SNs normally does not offer a single account for
users to sign-in, like a Single- Sign-On (SSO) mechanism to provide them with the
ability to manage their content shared across multiple SNs. The only existed tech-
nology that offers users a single point of authentication, is the so-called Social login,
meaning the ability that some SNs provide and let their users register or login by
using their accounts on other services like their Google, Twitter or Facebook ac-
count and by considering these services as Trusted Third Parties (TTPs). Never-
theless, there are several concerns on security andmainly privacy issues that make
the social login vulnerable or non-functional in certain cases like when the social
networking sites are blocked in a local network like a school, hospital or even a
country (for example China’s Great Firewall blocks some of the most popular SNs
like Facebook). The current social login services, do not offer a function that could
let users take control and manage their content shared through multiple SNs from
a single point, with the ability to apply their preferable privacy settings.

Users today maintain multiple accounts on different SNs. In [176], we focused
on privacy issues that a user can have within a single SN. But the current research
extends our investigation to a more signiϐicant privacy issue that users today can
potentially and realistically experience.

A malicious user, today, can easily attack user privacy by downloading or copy
part of his content and create a new fake proϐile to another SN. Based on the cur-
rent situation, the attacker can use for example the user’s name, surname, proϐile
image ormore personal images and personal details, depending on the access level
that the victim authorised to the attacker (for example on Facebook someone can
restrict access by using content settings like public, friends of friends, or friend-
only accessible content) and then upload this content to a proϐile created to another
SN. Today there no mechanism that can automatically inform a victim user about
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this attack. In this section, we will heavily focus on the development of multimedia
sharing protectionmechanisms that can be used by different SNs to provide privacy
services to their users.

Our tests showed that a modern SN does not check what multimedia are being
uploaded, e.g. whether a photo has already been published, by whom, what are the
privacy policies, etc. On the contrary, the largest modern SNs treat themselves as a
separate entity and do not offer any privacymechanism to protect users’ datawhen
users are interacting with more than one of them. Even if the scope of each SN is
not always the same and different SNs offer different orientations like socializing,
health issues, professional or academic proϐiles, SNs do not tend to interact, in their
attemp to gather more users.

Speciϐically focusedonHealth SNs, networks canbeusedbypatients, also, through
mobile or evenwearable devices. Thus, it is expected thatmore than the traditional
functions and features are available to today’s users. Sensors based functions that
can track users’ biological conditions are today accessible through the advance of
mobile devices. It is a common practice for today’s health-related mobile applica-
tions to provide social networking features, to target users that are suffering by a
speciϐic health condition or relevant conditions. Nevertheless, it is expected that
users’ needs are not limited to one SN andmay suffer by additional health issues or
evenwant to socialisewith others that do not suffer by the samehealth condition or
even create proϐiles to several other SNs with different, other than health-related,
scope.

Bob suffers from diabetes and downloaded a mobile app that offers several
functions to help him monitor his symptoms and his medication. Bob create his
proϐile to this application by inserting his name, surname, email, location and pro-
ϐile image. Additionally, a chat section inside the application let him socialise with
others, by presenting his proϐile photo and his personal information to others. Ad-
ditionally, Bob can share image ϐiles with them, in a community-based environ-
ment, for others to better understand and discuss his symptoms. While this sec-
tion provides him with the ability to exchange information with other users that
suffer by a relevant health issue, Bob suffers, also, by anxiety-related symptoms.
For this reason, Bob decided to download another application that provides access
to a well-known SN that provides several stress relief techniques and a calendar to
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manage his anxiety-related symptoms. This application requires the creation of a
user proϐile by requiring, also, the uploading of a proϐile image. Additionally, it pro-
vides users with the ability to share symptoms on a calendar way and review other
symptoms that are also submitted through a calendar way. Each user can see how
other users manage their condition to better decisions for their future actions. As
expected based on the current practice on the web and mobile world, Bob should
create and maintain two completely different proϐiles on these two distinct appli-
cations. On the other hand, there is no interoperable mechanism between these
two applications that could notify him, in case a malicious user attempts to create
a fake proϐile of Bob to one of these two or other applications. This could result to
harm his proϐile to others or to use his ID to exploit any additional medical-related
offered services. In this section, we will highly focus on the multimedia protection
issue that is shared between different SNs and propose a mechanism to mitigate
the privacy risk of multimedia sharing between different SNs that could result to
unwanted situations like identity theft, unauthorised content sharing, distortion of
malleable content or other results that we extensively discussed on the previous
section.

The proposed mechanism of this section is based on the extension of the solu-
tion proposed on [176]. The main contribution of this extended solution is the in-
troduction of a novel distributed scheme, without TTP, which allows multiple SNs
to apply the privacy policies of their users among them, even if one user is reg-
istered to only one of them. The proposed scheme aims to automatically resolve
issues related to the ownership of the multimedia ϐiles in terms of privacy.

Twomajor business-wise concerns that should be discussed are the necessity of
such a solution and the feasibility, not limited to the technical side of the solution,
but also in terms of a robust business model that will be performed between the
participant companies to protect users’ multimedia ϐiles and their identity. First,
we can easily understand how important is such a solution, as globally the data
protection laws are becoming more strict and speciϐic regarding the measures that
data controllers or processors should take to protect their users’ data. General Data
Protection Regulation and the California Consumer Privacy Act are just some of the
latest examples. On the other hand, someone may argue that the current business
model does not allow for such integrations as big companies behind their SNs do
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not have the proper incentive to proceed with such solutions. They are just trying
to increase their market shares. Nevertheless, someone can ϐind examples of coop-
eration like in Schema.org1 in which some of the biggest companies on the web like
Google, Microsoft, Pinterest, and Yandex! are cooperating. Additionally, the recent
cooperation between Google and Apple regarding a COVID-19 related contact trac-
ing technology 2 is another example that collaborations can be a reality, especially
when all the participants are advanced by them. Laws like GDPR seems to make a
demanding ground for collaborations to provide the required user data protection
level. The recent deal between EU anti-monopoly authorities and Google3 signiϐies
that big players can be forced to play with more “open” rules. Thus, developing
a common privacy-aware framework for SNs under the pressure of regulatory au-
thorities4 is not a far-fetched plan.

Furthermore, while major SNs may not interact with each other have let other
services and SNs act like their authentication mechanisms. Therefore, the major-
ity of smaller SNs are not registering their users directly, but rather obtain user
authorisation through e.g. OAuth5 to use some of the information from bigger SNs.

5.2 Watermarking

Digital watermarking is the process of embedding information into media. It is a
well-knownmethod to prove the content’s integrity and validity of its information.
Today, watermarking has been proposed for a variety of applications andmainly for
copyright protection, authentication, and tamper detection, copy and device con-
trol, ϐingerprinting and metadata/feature tagging [43]. Watermarks are divided
into visible and invisible. An example of a visible watermark can be a logo of a

1Schema.org, https://www.schema.org, last accessed on 18/04/2021.
2https://www.apple.com/newsroom/2020/04/apple-and-google-partner-on-covid-

19-contact-tracing-technology/, last accessed on 18/04/2021.
3http://europa.eu/rapid/press-release_IP-14-116_en.htm, last accessed on

18/04/2021.
4https://edps.europa.eu/sites/default/files/publication/14-03-26_

competitition_law_big_data_en.pdf, last accessed on 18/04/2021.
5OAuth, https://www.oauth.net, last accessed on 18/04/2021.
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company embedded in a published image. One example of watermark usage by SN
is the dating site Badoo6.

Invisible watermarking techniques provide minimal possible distortion, while
the information is still embedded. Invisible watermarks can be robust, fragile or
semi-fragile. Robustwatermarks providemechanisms to retrieve information after
common signal processing or malicious attacks. Fragile watermarks are not robust
against signal processing and can not be authenticated. Semi-fragile watermarks
are somethingbetween the twoabovepresentedmethods, and they aremostly used
in tamper detection schemes [164].

The advantage of using image watermarks to authenticate user-related infor-
mation is their invisibility from attackers. Several different robustnesswatermarks
can be used to achieve the desired security level of the authentication functional-
ity. Fragile watermarks are used to check the integrity of multimedia information,
as the slightest modiϐication can break them, triggering an alert to the watermark-
ing system. Semi-Fragile watermark systems detect maliciousmodiϐications on the
host image, e.g. object insertion or cropping, while common image processing as
random noise and/or lossy compression does not trigger any alarm. Finally, ro-
bust watermarks are made to withstand a wide range of possible attacks as they
are mostly used for proofs of ownership. An attack from amalicious user would be
the removal of a watermark or to make it undetectable. However, this should not
be possible without the great degradation of the host image.

The capacity of the watermark refers to the maximum number of information
bits that can be embedded into a multimedia ϐile of a given size. Depending on the
application, the minimum capacity that is required can range from 1 bit, in a copy
control application, to a whole photograph. Additionally, two types of algorithms
exist. Non-blind algorithms compare the original with the watermarked image to
extract the information, while blind algorithms do not need access to the original
image.

Table 5.1, summarizes the needed properties for the aforementioned applica-
tions. For more on watermarking and possible attacks, the interested reader is re-
ferred to [164, 159].

6Meet People on Badoo, Make New Friends, Chat, Flirt, https://www.badoo.com, last accessed
on 18/04/2021.
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Application / Properties Invisibility Robustness Capacity Blind/Non-Blind

Copyright Both Robust * Both*
Auth. - Tamper Detection Invisible (semi-)Fragile * Both*
Copy control Invisible Robust Low Blind
Device Control Invisible Any* Low Blind
Fingerprinting Invisible Robust * Both*
Metadata - Feature Tagging Invisible Any* High Blind

Table 5.1: Summary of needed properties for application [118]. Note: *: Varies

5.3 Enforcing privacy policies within a single SN

The proposed solution by Zigomitros et al. [176] ti is not limited to deterring pri-
vacy leaks but also provides a notiϐication mechanism for users to become aware
of how their shared information is treated by others. While the proposed solu-
tion is mainly focused on images, can also be applied to audio and video ϐiles. Fur-
thermore, the proposed scheme has additional value when we examine their value
within health SNswhere themajority of shared information is sensitive that its pro-
tection is governed for example by article 9 of GDPR (Processing of special cate-
gories of personal data) or by special data protection laws like HIPAA in U.S. The
proposed scheme uses a dual watermarking scheme, a robust and a semi-fragile,
for users’ information storage.

Analysing the decision to propose a dual scheme, we can make a use case sce-
nario. We assume that user A uploads to an SN, one original health-related mul-
timedia that would also be shared with a group of users that suffers by the same
symptoms. The SN starts the embedding process and embeds a robust watermark,
associating the multimedia information with a unique identiϐier that at the same
time associates it with the uploader. Additionally, a semi-fragile watermark is em-
bedded in the multimedia ϐile at the same time or afterwards [81], since the robust
watermark can tolerate this kind of process. SN’s servers are responsible for stor-
ing the dualwatermark, and later, the result becomes available to other users based
on its owner’s privacy settings that originally uploaded. Robust watermark’s use is
related to the ability of the system to identify each multimedia owner even if their
processing, while the semi-fragile can detect alterations.

The scheme is illustrated in Figure 5.2.
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Figure 5.2: The scheme proposed in Zigomitros et al. [176].

5.4 Experiments

5.4.1 The process

To ensure our experiments included in [176] a series of experiments were per-
formed on general-use SNs. The original tests were made on three major SNs of
that period; Facebook7 and Google+8 and VK 9. So, we repeated our tests to those

7Facebook, https://facebook.com, last accessed on 18/04/2021.
8Google+, https://plus.google.com, last accessed on 18/01/2019. In Ocotber 2018, Google

announced the sunsetting of the consumer Google+ in August 2019. Nevertheless, in December
2018, Google decided to accelerate the sunsetting of consumer Google+ and its APIs because of the
signiϐicant challenges involved in maintaining a successful product that meets consumers’ expec-
tations, as well as the platform’s low usage, from August 2019 to April 2019. The announcement
also included information regarding a software bug that was conϐirmed to impacted approximately
52.5 million users in connection with a Google+ API and an investigation into the issue, https:
//blog.google/technology/safety-security/expediting-changes-google-plus/, last ac-
cessed on 18/04/2021

9VK, https://vk.com, last accessed on 18/04/2021.

83

https://facebook.com
https://plus.google.com
https://blog.google/technology/safety-security/expediting-changes-google-plus/
https://blog.google/technology/safety-security/expediting-changes-google-plus/
https://vk.com


networks. For our tests, we repeated our unique methodology that we ϐirst intro-
duced in [176].

Two groups of images were used named Test Set 1 and Test Set 2. Test Set 1 in-
cludes 40 computer generated and grayscale images from TESTIMAGES [12]. The
resolution of 20 of these images is 1200x1200 pixels, while the rest of them have
resolution 600x600 pixels. Test Set 2: also has 40 images but is closer to what
could be characterised as typical user images. This set consists of 20 images with
resolution greater than 1200x1200 pixels, which range from 2048x1536 pixels to
3648x2736 pixels. These images were taken from 4 different devices, 7 were taken
from the camera of an Apple iPhone 3GS, 6 from a Casio EX-Z1050 camera, 4 from
a LG KU 990i mobile and 3 with a Canon IXUS 130 camera. The rest of the im-
ages were taken again from TESTIMAGES, 10 images of 1200x1200 pixels and 10
of 600x600 pixels.

Additionally, two user accounts were used, userA andB. The scenario includes
a comparison of the images between the two user use cases. For this reason, the
test images uploaded both on the two accounts and then downloaded from each
users’ proϐile. First, we downloaded user A’s images and compared them against
their originals. Then, we compared user B’s images to the original. Afterwards,
we compared the downloaded images by both two users, trying to trace possible
differences. The same procedure was repeated for each SN, including different PCs
and different time frames. These steps allowed us to avoid computer ϐingerprinting
and exclude the time factor from our experiments.

The basic image characteristics that are reported in the experimental results
were conducted with Matlab.

5.4.2 Results

The results are different for each SN. For the Test Set 1, the comparison between
the downloaded users’ images showed that there was no difference in their size or
resolution for Google+.

Regarding the differences in ϐilesizes of the downloaded images compared to
the original ones in ϐigure 5.3 a histogram is presented for Test Set 1 case.
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As said above, no difference compared to the original ones in their ϐilesizewhen
they were uploaded on Google+.

Nevertheless, almost all of the images concludewith a reduction in their ϐilesize,
when they were uploaded on Facebook.

Figure 5.3: Test set 1, image ϐile sizes [118].

In the case of Test Set 2, changes in the downloaded images were identiϐied.
First, we conϐirmed the fact that SNs have thresholds on the image resolution that
can be shared. This is a rectangle of 2048x1536, in portrait or landscape orien-
tation. After these dimensions images are resized by both SNs to ϐit the optimal
rectangular. In Figure 5.4, we conϐirm that Google+ does not make any change in
the image size if the image dimensions are smaller than the width of 2048 pixels
and height of 1536 pixels. However, on Facebook, a big reduction in the ϐilesize is
observed in any case, meaning even if the image was smaller than the above rect-
angular’s limits. Table 5.2 presents and summarizes the results.

On the contrary to the two above SN, VK included three resolution thresholds
for uploaded images and that beyond these thresholds, images are resized to ϐit
these boundaries. Therefore, only 30 cases (20 for Test Set 1 and 10 for Test Set 2)
ϐit these boundaries and could be compared against the original ones, all of them
being identical. Testing the downloaded images from the proϐile of user A to the
respective from user B, showed again that they are identical, even in the case of
size reduction.
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Figure 5.4: Test set 2, image ϐile sizes [118].
Test Set 1 Test Set 2 Test Set 1 Test Set 2 Test Set 1 Test Set 2
Original
vs FB

Original
vs FB

Original
vs G+

Original
vs G+

Original
vs Vk

Original
vs Vk

Mean Square
Error 18,081 14,6884 0 0 4,6918 14,0569

Peak Signal to
Noise Ratio 42,2241 41,4557 ∞ ∞ 49,3408 41,8773
Normalized

Cross-Correlation 1,0013 0,9993 1 1 0,9986 0,9993
Structural Content 0,9975 1,0005 1 1 1,0027 1,0004
Average Difference -0,5513 -0,0441 0 0 0,0265 -0,0313
Maximum Difference 34,525 55,3333 0 0 18,55 55,6
Normalized Absolute

Error 0,0139 0,0259 0 0 0,008 0,0225

Table 5.2: Mean values of basic image characteristics [118]
The table refers to the images that had no change in their resolution.

5.5 Proposed solution

5.5.1 Overview of the solution

The need for a proposed solution that could provide a robust framework that will
be used by several SNs arises by several important facts.

• First, the privacy issue itself. A user that shares amultimedia ϐile on a speciϐic
SN will not be notiϐied in the case that another user download this image, re-
upload it to the same SN or even worse to another SN and, as a result, has no
control on his content after the time when another user decides to download
his property (for example his photo, medical image ϐiles).
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• Secondly, SNs themselves do not seem to worry or take some action regard-
ing this problem. On the contrary, the large SNs like Facebook mostly pro-
vide tools to their users or spread content without any special protection all
over their network, making their networks generally not suitable for health
or medical data sharing. Nevertheless, many users decide to open share data
and connect with other patients or even their doctors, also, through these
kinds of networks. So, the issue still exists and, if we accept that patients will
also make use of such SNs then the solution should also be provided to users
of such networks.

• Recentdataprotection lawsand frameworks, likeGDPR, introducemore strict
requirements also for such networks, and multimedia are considered to be
some of the most important types of data within SNs, for example on Face-
book, Instagram, Twitter, VK. Some of these requirements include the data
subjects’ rights to be able to rectiϐication, to restrict access, to object, to re-
quest their data portability, to erasure, to access and restrict processing to
their data, even these data were previously shared. So, as expected and espe-
cially based on the fact that in the content of this thesis we examine the case
of health and medical data sharing within SNs, serious privacy-related func-
tional measures should be developed to ensure the previously mentioned re-
quirements.

When trying to extend the watermarking scheme to more than one SNs, we
should decidewhich entitywill act as the trusted party that will generate and apply
the watermark. A TTP would sound a nice idea, but this would demand the gener-
ation of new data centers and additional communication costs. Towards a solution
without TTP, each SN could alter the applied watermark to the uploaded media.

Our case study includes n SNs that are participating under a common frame-
work of policies regarding multimedia, that share a common watermarking key
K10. An example could be the following: A user makes use of one or more SNs
that cooperate under our framework, and his userID allows each SN to determine
the owner of the media. Additionally, a mediaID ϐield notiϐies the SN that originally

10K is used to watermark each imagewith a dual watermark, a robust and a semi-fragile as in the
original Zigomitros et al.[176] scheme.
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hosts the multimedia ϐile. Also, a timestamp ϐield is indicating when the media was
watermarked. A publication license ID could also be mandatory for an SN to get
notiϐied for each user’s policy.

For the most possible security level protection, we assume that each SN has its
own private and public key pair (PrivSNi

, PubSNi
), i ∈ {1, ..., n} and a symmetric

key SymSNi
.

Let us assume that Alice uploads an image to SN1, then SN1 creates a vector v
as follows:

v =
(
ESymSN1

(UserID||rnd),MediaID, T imestamp,

PublicationLicense, EPubSNi
(SNm1Data), ..., EPubSNi

(SNmk
Data)

)
where:{m1, ...mk} ⊆ {1...n} and rnd a random value.

Now, if we encrypt the ϐirst ϐield with SymSN1 we can lately have SN1 recover
the UserID quickly. UserIDs can be salted with a random value to protect the orig-
inal UserID’s value. Salted UserIDs, is a safer way to protect users’ identity against
their potential tracing fromother users or even the other participated or not SNs as
only the original SN can ϐind the owner’s UserID value and the related to user’s pro-
ϐile multimedia. MediaID, Timestamp and PublicationLicense are not encrypted, so
that every application can retrieve this information for a speciϐic user. Any other
related information contains information that is connected and valuable to each
SN that participates to this framework and can be retrieved only by them. The vec-
tor is signed by SN1 so the information that is embedded in the watermark w is
w = v, EPrivSN1

(H(v)), whereH is a secure hash function. Finally, SN1 embeds in
the image the dual watermark usingK and publishes it.

In the case where another user somehow gains access to the previously pub-
lished image and tries to upload the same image to SN2, then SN2 will use K to
extract the watermark. By analysing the watermark information, SN2 will get the
vector w and verify weither this is a protected image that is authenticated as an-
other users’ image.

The publication license ID and the message that SN1 has encrypted for SN2,
will be the factor based on which SN2 will decide whether or not it will publish the
photo andwithwhat privacy settingswill apply, while it will notifySN1 about these
actions.
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5.5.2 User rights and framework’s contribution

Themain advantage of the proposed scheme is that the user’s privacy is greatly en-
hanced. Users can have full control over his shared content, and he can edit when-
ever he wants its privacy settings, meaning who can see, reshare and edit this con-
tent. User, also, has a full report of who is willing to gain access and use his mul-
timedia content, by keeping track of where his media ϐiles are being used. A great
beneϐit that this framework offers is the ability for users to revoke or grant access
to their content on real-time, independently of the SN that he is registered.

The proposed scheme allows SNs to respond to changes in the legal system au-
tomatically. While already many changes have started to become reality in the pri-
vacy laws in national and international level, these solutions can have severe im-
plications to SNs as they really will have to change the way they distribute content
to protect users’ rights. Based on the fact that major general-use SNs, like Face-
book or Twitter, are still letting their users’ exposed to many risks, to express the
free and open sharing of multimedia information, the proposed uniϐication, might
seem on ϐirst sight scary for some of the Health SNs, that already try to take the
most possible security measures to protect their users, based on their budget and
resources. Nevertheless, if we admit that the same user that maintains an account
to health SN, at the same timemay have one or more accounts to other general-use
SNs for socialising needs, even if there is a differentiation of the services that each
of SNprovides, this uniϐication can only enhance their status, as they can provide an
end-to-enddata protection to their users even to their outter environmentmeaning
the other particpated to the framework SNs. Users should have the ability to choose
if the content that they will share should be watermarked as personal-related data
that should be protected by SNs or could be distributed openly by the community
or each connected SN. The decentralised nature of the scheme enables the equal
treatment of all the participants, which is very crucial for its continuity, creating a
web of trust not only among the SNs, but among their subscribers as well.

Furthermore, the proposed solution could enable shared ownership schemes.
For example, if two users are mentioned as the owners of a multimedia ϐile, as they
declare this to the SN they are registered to, they can set their privacy preferences
independently, and the SN will enforce the intersection of their policies. Having in
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Figure 5.5: Managing media ϐiles in two Social Networks [118].

mind that health-related information is considered sensitive and should be highly
protected by SNs, each SN should enforce the most strict policies and privacy set-
tings among their users.

Even if the proposed scheme is aiming to establish trust between SNs and their
users, we should think what will happen, not only in case of a malicious user tries
to bypass its security, but what will happen in case of an attack coming from one of
the participatory SNs, even if it might decide not to play fairly or because of a soft-
ware bug or even an attack that alter how its functions work to take advantage by
users’ shared data. In the proposed scheme, the key is common for all SNs, there-
fore, malicious SNs can track where the watermark is stored and alter it, so that
it appears as the medium belongs to their users. As far as this is a possible sce-
nario, if SNs use a public watermarking scheme, the decision to have an embedding
key that is different from the extraction key can provide an extra layer of protec-
tion for our scheme’s protection. Additionally, this act can easily be traced, and
the misbehaving SN prosecuted not only by the users but from the other SNs who
have economic advantages to close down one of their competitors. It becomes ap-
parent that enforcing the scheme by some SNs may force others to act accordingly.
Finally, as already highlighted, according to the European Data Protection Supervi-
sor P. Hustinx11, “controllers will therefore also require them to think better about

11Peter Hustinx, European Data Protection Supervisor, Ensuring more effective data protection
in an age of big data, Contribution to European Voice online debate on big data and consent,
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the legitimacy of what they intend to do... the new framework will also provide for
strong sanctions - administrative ϐines of millions of euros - for the most serious
cases where these rules have not been respected.”. Therefore, regulatory author-
ities are expected to enforce such policies soon. In this context, misbehaving SNs
are expected to have serious law implications.

Finally, while SNs could use a publicwatermarking scheme, such as in [168], the
adoption of the dual watermarking scheme provides another layer of security that
can protect the common watermarking key k from unauthorised access.

5.6 Conclusions

The proposed framework scheme gives users the ability to set their privacy settings
on their multimedia content and control the way it will be shared across multiple
SNs. The major advantages of the proposed scheme can be summarised as follows:

• SNs users do not need to be registered to all SNs to allow this functionality.

• Users control the way their multimedia will be shared across the participa-
tory SNs. Also, the publication license ID can be crucial for users to apply
standard licenses such as Creative Commons12 or deϐine their custom, by se-
lecting or excluding speciϐic users thatwill have access to their content or SNs
from distributing the content.

• Users can be notiϐied of any attempts to violate their privacy.

• The scheme does not need any TTP; therefore, there is no further trust de-
pendency.

• SNs that participate in the proposed framework can have different policies,
without publicly disclosing them. SNs, depending on their scope, market-
ing goals, conϐlicts, and policies, may choose to cooperate under different
schemes, without exposing critical information to the rest of the SN partic-
ipants.

July 14, 2014, https://edps.europa.eu/sites/edp/files/publication/14-07-14_ph_for_
ev_online_en.pdf, (last accessed on 18/04/2021)

12Creative Commons, https://creativecommons.org/, last accessed on 18/04/2021.
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• Timestamp information in watermarks, let users also to control their shar-
ing settings based on time criteria. For example, a personal photo could be
shared for one month based on the scope that is shared for and then, based
on its owner’s settings, becomes inaccessible.

• Trust can be established across an ecosystem of SNs, no matter if these SNs
are exclusively health or medical speciϐic or are considered general-use for
networking, discussion, or even dating, that can also include sexual-health
related information shared between users.

• The proposed solution can convert SNs to Content Certiϐication Authorities
(CCAs), as they can authenticate and certify the original owner of a ϐile be-
tween the users of the afϐiliated SNs and also detect alterations based on the
dual watermarking mechanisms.

While in a scenario of users that are making use to share health information
through several different channels, both on general-use SNs and health only SNs,
is valid, the solution proposed in this section is more than demanding for users to
have the control of their multimedia data across several SNs (those that will par-
ticipate to such a framework), even if they have not registered such an account to
all of them. In a health SNs related scenario, Bob tries to upload a personal health
photo that indicates one of the health symptoms of Alice’s proϐile inSN1. Bob found
this photo in one of where her characteristics are quite clear into the health SN2,
where Alice is not registered. When Alice registered to the SN she wanted to regis-
ter an account, she took advantage of the cross-SN framework and applied private
settings to her uploaded photos and chose to watermark it with a non distribute
license. As a result, while Bob wants to perform an identity theft attack to Alice by
creating a fake account on SN2, that is the Health SNs blocks his malicious actions
by reading the embedded watermark.
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Part IV

Mobile Devices’ Applications; A
Vulnerable IoT Endpoint
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Chapter 6

Mobile health applications security
and privacy

6.1 Introduction

The intrusion of mobile devices in citizens everyday life, as a crucial part of their
daily activities, has demonstrated a completely new era of data sharing arena. Ad-
ditionally, this radicalmobilization accompanied by the advance of sensors that can
be embedded on a smartphone combined with their, advanced by the years, accu-
racy. Speciϐically, in the healthcare domain, health apps are one of themost popular
categories in the famous app stores today [1].

Mobile health (m-health) apps today have the capabilities of sensing environ-
mental changes, while they can collect human body measurements that gives the
potential to their users to assess their health status or conclude regarding their
health condition, generate alerts, store their historical health data or even con-
nect his appwith several external devices or services. Additionally, capabilities like
the geolocation are coming to provide added value to the collected information, as
users are able to dynamically monitor information regarding health-related data
that have collected to speciϐic places and as a result under different conditions. Ge-
olocation tracking services are also famous to wellness-related apps because, for
example, users can track their ϐitness activities on maps. Nevertheless, the above
technological advances are opening a big debate regarding privacy and also the se-
curity level of the provided apps.
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Despite the fact that the establishment of a secure and private environment for
the mobile end users is not an easy task [143], someone would expect that when
sensitive data are involved, m-health apps will be in place to protect their users’
data. Nevertheless, someone can ϐind popular apps not limited to m-health apps,
that while they process sensitive data fail to apply the appropriate security and
privacy practices for their users’ data protection [58, 124, 120, 39, 76].

To investigatewhether popularm-health apps are committed to their users’ pri-
vacy, as they operate sensitive personal data, we focused on the apps provided for
Android devices. We chose Android as it is themost popular Operating System (OS)
for mobile devices. A number of criteria were set to evaluate the selected apps.
These were based on quality, popularity and content-related criteria. Twenty pop-
ular m-health apps were selected. After the selection process, we proceeded with
the in-depth analysis to conclude on their provided data security and privacy. Un-
fortunately, we found that for themajority of apps, the level of the provided privacy
and security measures that could protect users’ data, were poorly implemented or
even not implemented at all.

The study we performed [107] has unique and innovative features with respect
to previous articles in this area. An analysis of security and privacy concerns in m-
health apps is providedby a long-termprocess that includes evaluation,monitoring
and recording of the full life cycle of the apps (from January 2016 to August 2017).
Additionally, a full capture and evaluation of the communications were performed
to map all connections to ϐirst or third parties and assess the quality of these com-
munications. Furthermore, we investigated howapp vendors are responding to the
privacy and security reports. Finally, we performed a GDPR compliance auditing to
evaluate the apps’ compliance with the EU legal requirements.

6.2 Background and related work

As also mentioned in previous chapters, a whole new software market of mobile
appshasbeenarisen,wherem-health apps are alreadya famous integral part. More-
over, there is an emerging shift towards the “connected health” model [139], where
the goal is to achieve ϐlexible, effective and affordable healthcare services by follow-
ing thenotionof the context-aware smart health (s-health) paradigm [137]. The lat-
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est technological trends and many devices (not limited to mobiles) are using com-
mon OS platforms, and their apps are frequently considered to be part of the IoT
ecosystem [85, 162]. Mobile apps are used in IoT environment to provide several
extra services like API connectivity, visualization of data gathering through sensors
by providing a user interface to the data collected by various sensors or wearable
devices, security, privacy and authentication services and more. That is why mo-
bile apps usage have been remained signiϐicant in IoT [105]. Undoubtedly, mobile
apps can provide health professionals with several beneϐits like convenience, bet-
ter clinical decisionmaking, improved accuracy, increased efϐiciency and enhanced
productivity [157]. Additionally and considering mobiles as a great wallet to col-
lect and store information to share with others, health professional have grown
their interest to maintain Personal Health Records (mPHRs) through their mobiles
for their patients [30].

There is a worldwide growth of interest regarding the provided security and
privacy by mobile devices (e.g., smartphones, wearables) and their apps. Both the
E.U. and U.S. have been enforce laws regarding the processing of personal data.
EU adopted in 1995 the Data Protection Directive [49] that became applicable the
next years among the EU member countries. On the other hand, US introduced in
1996 the national US standards of Health Insurance Portability and Accountability
Act (HIPAA) that deϐines policies, procedures and guidelines for maintaining the
privacy and security of individually identiϐiable health information. Nevertheless,
there references that even after years of HIPAA enforcement, m-health apps fail to
be aligned with the regulatory protection of the HIPAA [68].

Lately, the EU adopted in 2016 the General Data Protection Regulation (GDPR)
[61], which replaced the existing 1995’s Data Protection Directive. GDPR became
applicable to the European Economic Area (EEA) on May 25 2018 with the greater
goal to harmonize the various previous national applicable regulations of EU coun-
try members. Several upgraded requirements have introduced both for data con-
trollers and processors. Nevertheless, the GDPR came within a period and techno-
logical environment of great growth, and there is a lot of scepticism regarding its
applicability in the age of big data and the IoT [51], making even more challenging
its applicability. Additionally, mobile devices and their apps are falling to the IoT
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era, and there still several issues that experts are examining towards their GDPR
compliance.

Below there is a list of references to some of the latest reports and articles that
exclusively focus on the privacy and security of mobile apps.

1. A report of the European Commission about citizens’ data protection within
the28EUMembers States [2] afϐirms that overhalf of the respondents in16of
the surveyed countries stated that they were concerned about the recording
of their everyday activities via mobile phone use or mobile applications.

2. In [5] 20 apps both Android and iOS were evaluated regarding their level of
data protection while they listed possible risks and desirable features, based
on a list of eight analysis criteria that could help users choose themost secure
m-health app to use.

3. In [83] the authors provide a threat analysis regarding possible attack sce-
narios. Their results concluded to the security and privacy vulnerabilities of
154 selected diabetes and hypertension apps based a testingmethodology of
four axes: a static analysis applied to the 154 apps, a dynamic analysis per-
formed to the 72 most frequently downloaded apps, security evaluation of
web server’s security and, a privacy policy inspection applied to the 20 of the
154 selected apps.

4. Additionally, in [84] the authors summarized their ϐindings for the top 20
downloaded apps with a score based on the identiϐied privacy and security
issues.

5. in [106] 43 health and ϐitness apps both for iOS and Android were evaluated.
The results showed a high risk to user’s privacy arisen by 40% of the tested
apps. Moreover, 32% of the apps implies a medium to high risk, 28% of the
apps low to medium risk. Surprisingly, none of the apps found to have zero
privacy risks. Unencrypted trafϐic, embeddedadvertisements and third-party
analytics services are the threemajor security issues that exposeusers tohigh
privacy risks.
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6. In [68], the authors selected 160 m-health Android apps and evaluated their
security and privacy level based on a list of seven attack surfaces: the Inter-
net, third party services, Bluetooth, logging, SD card storage, exported com-
ponents and side channels. From their results, 63.6% of the apps used unen-
crypted channels to transmit data and 81.8% were using third party storage
and hosting services.

7. Another study [72] assessed the extent towhich certiϐiedm-health appswere
compliantwith thedataprotectionprinciplesmandatedby theUKNHSHealth
Apps Library. The analysis performed on a list of 79 apps, certiϐied by the UK
NHS as clinically safe and trustworthy, showed systematic gaps in compliance
with data protection principles, revealing thus security and privacy issues.

8. In [53] 24,405 health-related apps, 21,953 iOS and 2,452 Android devices
were assessed in terms of security and privacy based on a number of factor
like their access tomedical or other sensitive user information, their potential
damage through information leaks, informationmanipulation or information
loss, and their access to information valuable to third parties. At this number
of apps, researchers decided that the manual testing of all the apps would be
infeasible, and as a result, they focused on the presented information where
the apps are hosted. The results showed that 95.63% of the apps could lead
to at least some security and privacy infringements, whereas 11.67%of them
could lead to high privacy risks.

The work that we present in this article is an extension of the above-referenced
articles concerning the security and privacy assessment of m-health apps available
in onlinemarketplaces. In this respect, we investigate the privacy and security risks
in the 20 most popular m-health apps by focusing in the area of privacy and per-
sonal data protection when sharing sensitive health information with third-party
entities. In respect to the above-presentedworks, in this section, a special focuswill
be given on evaluating how the apps request, handle and disseminate the sensitive
personal information, the level of implementation of required countermeasures for
protecting users’ data, the level of GDPR readiness and howmobile apps companies
are responding to bugs reporting at the end.
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Figure 6.1: Steps of our apps assessment methodology.

6.3 Collection and assessment methodology

In this section, a presentation of mobiles apps collection criteria is included. More-
over, there is an analysis of the assessment methodology that was performed to
investigate the security and privacy features for the case of each app. The period of
the initial tests was from January to February 2016, and the selected apps were
downloaded from the ofϐicial Android marketplace (i.e., Google Play). After our
tests, an email notiϐicationwas sent to each app’s vendor to get informed regarding
the ϐindings. In response to the notiϐication, a re-evaluation of the apps was per-
formed from July to August 2017, based on dynamic analysis tests, to compare our
previous discovered ϐindings. Thatwas the part of themarket response experiment
that we included in the steps of our assessment methodology. Finally and based on
the time period of our second testing phase (that was somemonths before became
applicable) a GDPR assessment was performed to evaluate the apps’ compliance
with the upcoming data protection EU law.

6.3.1 Collection methodology

As for the ϐirst step, we collected a set of 1080 of the most popular apps from the
“Medical” and “Health and Fitness” sections of Google Play. We carefully analyzed
the scope and features of each one app, and we kept in our list only those that
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Criterion 1 The app must be free.
Criterion 2 The app’s content must be in English.
Criterion 3 The appmust require health and/or personal data input

in order to be functional and based on its description is
expected to transmit the users ́data to a remote host.

Criterion 4 The app must have at least 100.000 downloads and a
minimum rating of 3.5/5 stars on Google Play.

Table 6.1: Inclusion criteria

Downloads App. Number

100.000 - 500.000 II - IV - V - VI - X - XX
500.000 - 1.000.000 IX - XVI - XVII
1.000.000 - 5.000.000 I - III - VII - VIII - XII - XIII - XIV - XVIII - XIX
5.000.000 - 10.000.000 XI - XV

Table 6.2: Number of Downloads of the Analyzed Applications [107]

informed that they collected users’ biomedical data. We also decided to focus on
apps that provide m-health managing functionalities, exclude the ϐitness-only re-
lated apps and include only apps that collected data regarding health conditions or
speciϐic medical diseases.

The ϐinal inclusion criteria are listed in Table 6.1. Twenty apps were ϐinally se-
lected, categorized into three main areas: (i) pregnancy and baby growth, (ii) per-
sonal/familymembers’ health agendaand symptomsassistants/checkers, (iii) blood
pressure and diabetes support. Due to legal issues, we cannot disclose the names
(or other identiϐiers) of the analyzed apps. Hence, we refer to them as App. I, App.
II, . . . App. XX. Below, in Table 6.2, there is a summary of the number of downloads
(captured in 01/2016 on Google Play).

6.3.2 Assessment methodology

The assessmentmethodologywas designedbase on threemain research questions:

• Which parties have access to personal data from the app?
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• What exact data can each party access?

• How safe is each communication channel?

The following steps included an analysis of the technical way the assessment
was performed.

Privacy policies inspection Dynamic analysis (web debugging tool) SSL/TLS as-
sessment (ssllabs.com) Reporting and Re-evaluation Examination of critical GDPR
functional and non-functional requirements

1. First we carefully read the scope and objectives of each app and emulate a
typical user’s behaviour. To successfully test the selected apps we created
fake emails and/or Facebook accounts and fully emulated a typical user ϐlow.

2. By installing eachapplication,we collectedeachapppermissions and inspected
its privacy policies, if it existed on Google Play. A link to a privacy policy be-
came required action since early 2017 by Google for the apps that request or
handle sensitive user or device information.

3. As for the next step, we performed automated static code analysis. For this
reason, we used MobSF 1 to detect possible vulnerabilities.

4. Afterwards, we performed dynamic analysis for each app using Fiddler 2. The
testing ϐlow involved the installation of each app in a cleanroom environment
to achieve the most accurate results. Having collected all the communica-
tions between each app and third parties, we analyzed and documented all
the domains that the apps were communicating with, and we examined their
ownership status and their regulating authority. For each captured commu-
nication, we listed the type of transmitted data and we analyzed the kind of
each data exchange request in terms of its encryption (plaintext vs ciphertext)
and its method (e.g., GET vs POST).

1MobSF, https://github.com/MobSF/Mobile-Security-Framework-MobSF, last accessed on
18/04/2021.

2Fiddler, https://www.telerik.com/fiddler, last accessed on 18/04/2021.
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5. For each communication channel, we performed a web server conϐiguration
to evaluate the security level of the HTTPS data transmission. Our tests were
base on SSL Labs 3.

6. Next, we inspected each packet to determine the contents exchanged in each
message. The scope of this step was to identify and evaluate whether the
exchanged information was necessary for the intended application purpose,
and what kind of data third parties may have access to.

7. Based on our ϐindings, we communicated a report of issues to each app ven-
dor. A list that includes each response about its content, response time, and
attitude towards changes was maintained.

8. Finally, a number of checks regarding the GDPR compliance of the apps was
performed against the GDPR’s requirements.

Our work is heavily focused on coding style and development process. Within
our research procedure, we aim to provide useful feedback to developers in order
to better secure and protect their apps’ features and as a result, provide safer m-
health apps that will impact the lives of millions of users.

6.4 Results

Theevaluationmethodology thatwas followedgenerated several results that should
be examined to better understand the level of data protection the selected apps of-
fer to their users. Below we will go through the results we captured by the manual
and dynamic analysis.

6.4.1 Manual analysis
6.4.1.1 Privacy policies

Based on our methodology’s steps, we also examined the existence of a reference
link to a Privacy Policy and its relevancy of content with the apps’ functionalities.
Meanwhile, Google notiϐied by email the developers since early 2017 to provide a

3SSLlabs, https://www.ssllabs.com/ssltest/, last accessed on 18/04/2021.

102

https://www.ssllabs.com/ssltest/


Figure 6.2: Scheme of the Interception Setup [107].

valid privacy policy when they are requesting sensitive permissions or user data,
either their apps are at risk of removal from the Play Store onMarch 15, 2017. First,
this fact tells us that it is impossible to check everything automatically. Secondly,
there is a lot of interest of what happened after the deadline that Google gave to
app developers to include a link to their apps’ privacy policy. On February 2016we
examined each app on Google Play Store and concluded that 10% of the analyzed
apps didn’t have any reference to a privacy policy page. Furthermore, 5% of the
apps had a link to a URL that responded with a 404 error page. Finally, 5% of the
apps had a link to a privacy policy page that wasn’t translated into English, while
their in-app content was offered in English.

Moreover, some apps provided a non-valid content to their privacy policy, since
the quality of their content structure, their coverage and the relevance of their pol-
icy were not up to the required ones for protecting users from privacy issues. Sim-
ilar to [84] and [149], we also concluded that the problem of missing or invalid
privacy policies mainly affects the less popular apps.

6.4.1.2 Permissions analysis

Based on [8] there are several dangerous permissions, and thus we made a list of
“normal” and “dangerous” permissions requested per app in Figure 2. For this anal-
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1android.permission.get_accounts

1android.permission.receive_sms

1android.permission.send_sms

1android.permission.call_phone

2android.permission.record_audio

3android.permission.read_calendar

3android.permission.write_calendar

5android.permission.read_contacts

6android.permission.access_fine_location

6android.permission.read_phone_state

6android.permission.access_coarse_location

6android.permission.camera

10android.permission.read_external_storage

18android.permission.write_external_storage

0 2 4 6 8 10 12 14 16 18 20

Figure 6.3: Summary of dangerous permission requests [107]

ysis, we collected the permissions listed in the Manifest ϐiles of the apps ́APKs us-
ing python scripts. In several cases, we captured permissions requested by apps
while phenomenically were beyond applications’ scope. For example, two apps re-
quested access to themicrophone, but onemore appwas also requesting it without
any obvious reason. Additionally, even if none of the apps made use of Bluetooth
advantages, for example, connectivity, two applications requested this permission.
This permission requests could be connected to the requirements of ad libraries
which exploit Bluetooth devices to track user’s location [28, 29]. Since Marshmal-
low, Google required apps that performed scanning for hardware identiϐiers, like
via WiFi or Bluetooth, to request the location permission, leaving out though other
indirect approaches for obtaining location information [9]. Six of the app samples
requested permissions to access location and coarse location.

Moreover, we examined the calendar access request. While one app made use
of calendar, twomore asked for it and ϐive requested access to the contacts list (i.e.,
that is another popular ad library tactic). The most popural permission request
was the access request to the devices’ external storage. Below, there is a full list of
our ϐindings.
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Code Analysis Percentage

TheApp logs information. Sensitive information should never be
logged.

100

The App uses an insecure Random Number Generator. 95
Files may contain hardcoded sensitive informations like user
names, passwords, keys etc.

85

App uses SQLite Database. Sensitive Information should be en-
crypted.

85

App can read/write to External Storage. Any App can read data
written to External Storage.

85

This App may have root detection capabilities. 45
Insecure WebView Implementation. Execution of user con-
trolled code in WebView is a critical Security Hole.

30

Insecure Implementation of SSL. Trusting all the certiϐicates or
accepting self signed certiϐicates is a critical Security Hole.

30

Insecure WebView Implementation. WebView ignores SSL Cer-
tiϐicate Errors.

15

Remote WebView debugging is enabled. 10

Table 6.3: Results of the Static Code Analysis [107]

6.4.2 Static Code Analysis

Each app’s APK was evaluated independently with the use of MobSF. The results of
this analysis are brieϐly presented in Table 6.3.

As presented above the tests revealed several security issues. Despite the fact
that some of these issues, for example, the insecure random number generators, it
is was a found to be a popular issue, not all can be qualiϐied as signiϐicant as, most
of the times, the use of random number generators is not necessarily connected
to security or privacy infractions. On the other hand, many of the apps do not use
HTTPS for their connections andhave several issues concerningAndroidWebViews
components. Additionally, it worths mentioning that based on MobSF 45% of the
tested apps were trying to identify whether the device was rooted that based on
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our manual tests this was irrelevant to their scope.

6.4.3 Dynamic Analysis

Dynamic analysis was performed to determine whether an app transmitted per-
sonal or sensitive data over the network and to whom. For the data inspection, we
used Fiddler, a well-known debugging tool, that helped us made a full analysis of
data transmitted from and to the apps. Moreover, below, we discuss the ϐindings
per data category like health-related data, emails, multimedia and more.

6.4.3.1 Health-related data

To succeed the best possible study and analysis of the captured transmitted health
information while the user interacts with the app, we focus on keywords and/or
phrases related to the health status or themedical condition that found to be trans-
mitted. 80% of the apps tested, transmitted their users’ health-related data over
the internet, while the rest 20% stored them only on the mobile device. Only 50%
of those apps transmit health-related data over HTTPS connections for all of their
conections. To better understand the ϐindings, table 6.4 summarizes them. The
second column “Sent to Vendor” presents which apps sent the health-related data
they collected to the vendor’s domain, while the third column “Sent to vendor over
HTTP” presents wheither and which apps sent health-related data to the vendor’s
domain insecurelry (over HTTP). The fourth column “Share data with third party”
listed the apps that transmitted health-related data to at least one third party do-
main, whereas the ϐifth column “# 3rd party domains” indicates the number of third
party domains that each app sends data. Finally, the sixth column “# 3rd party do-
mains over HTTP” presents the number of third party domains that received health-
related data over HTTP. Moreover in ϐigure 6.4 we present an example of a JSON
response to a POST request over HTTP by one of the apps when we requested
when we used the appś back-up function in order to send data to our email ad-
dress. The numbers showed that 50% of our sample of apps send data to third
parties. Based on our analysis, we could categorize the third parties to the follow-
ing main categories: i. Marketing related platforms that provide mobile analytics
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App No. Sent to
Vendor

Sent to
Vendor
over HTTP

Share
data with
third party

# 3rd
party
domains

# 3rd party
domains
over HTTP

App. I X 0 0
App. II X X X 1 1
App. III X X 0 0
App. IV X 1 0
App. V X X X 1 1
App. VII X 0 0
App. IX X 0 0
App. X X X 0 0
App. XII X 1 0
App. XIII X 0 0
App. XV X 2 1
App. XVI X 0 0
App. XVII X 1 1
App. XVIII X 0 0
App. XIX X X X 1 1
App. XX X X X 1 1

Table 6.4: Health data transmission [107]

or performance-related data, and ii. Cloud-based back-end solutions used to con-
ϐigure applications’ functionalities. Strange enough, one of the tested apps found
to sent health-related data to an IP that was impossible to identify any authority
based on online resources. From that found to transmit data to remote hosts;

1. 7 of them transmit health-related data to their vendors using GET requests

2. 4 send data to third parties using GET requests

All the above-mentioned apps transfer their users’ health data as variables included
in URLs. This means that identiϐiers and sensitive users’ data can be visible to ev-
eryone having access to the URLs. In the plain HTTP case, the threats are obvious
and independent of GET/POST requests. In the case of HTTPS, while the URLs pa-
rameters are encrypted, the data is stored in the log ϐiles of the webserver. That
means that they could potentially be exposed to unauthorized entities.
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POST /apps/***/users/al***@gmail.com/backups
{
"database": {
"period": [],
"day_record": [
{
"symptoms": "20512",
"weight": "-1",
"intercourse": "1",
"_id": "9",
"headache": "1",
"mood": "1107427330",
"month": "0",
"pms": "1",
"year": "2016",
"day": "26",
"note": "Pain in stomach",
"temperature": "39.8"
}
]
},

Figure 6.4: Part of a JSON response to a POST request over HTTP containing health-
related data [107].

6.4.3.2 Multimedia data transmission

Multimedia content is one of the crucial content of an app. First, it contains all the
mandatory multimedia content the app needs to functionally presents the user in-
terface. Second, all multimedia content that users’ submit as part of their account
usage, for example, the proϐile photo. Finally, all the medical images that an app re-
quests by a user of amedical app based on its scope. The unencrypted transmission
of multimedia content could easily lead to the exposure of the scope of the app or
even the condition of the user. As an example, an eavesdropper could understand
the nature and the scope of each app and better organize his attack or associate
the user with the app’s health category. On the next two cases, the data are falling
under the category of sensitive personal data.
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App No. Sent to
Vendor

Sent to
Vendor
over HTTP

Share
data with
third party

# 3rd
party
domains

# 3rd party
domains
over HTTP

App. I X X 1 0
App. II X X X 1 0
App. VII X 0 0
App. VIII X 2 2
App. XVII X 1 1
App. XVIII X 0 0
App. XIX X X 0 0

Table 6.5: User’s location transmittion [107]

Our experiments showed that 20% of the apps ask users to submit personal
photos. The half of them used connection securely to send health-relatedmultime-
dia over HTTPS for all of their transmissions. Three of the examined apps transmit-
ted multimedia content (N=3) to third parties’ cloud-based solutions. Additionally,
the hosted multimedia could be retrieved by static links, which is a major privacy
issue [119].

6.4.3.3 Location privacy

Table 6.5 presents the results regarding the transmitted users’ location data. 35%
of the apps transmitted users’ geolocation information or their postal address ei-
ther to their vendors or to third parties. Moreover, 4 of the apps send their users’
location to 5 third party domains. 3 of them are transmitted over HTTP.

Moreover, 5 out of the 7 apps used GET request to transmit user’s location data.
One of the apps sent user’s location to 2 of its third party advertising services at a
rate of almost one request per 3 seconds over HTTP connections via GET requests.
Figure 6.5 shows an example of a GET request that leaked location information (lat-
itude, longitude) over HTTP. Additional identiϐiable information that the same re-
quest leaked is, (i.e.,mobile devicemodel, OS, device version, local IPv6 Aaddress).
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Figure 6.5: Location transmission via a GET request over HTTP to an Ad service
[107]

6.4.3.4 User’s registration and login security

Whenanapp requires auser log in, thenusers should register their account through
a form. 55% of the apps tested requested and transmitted users’ passwords. 27%
of the previous apps do not use HTTPS connection for the registration procedure.
45% of the apps that transmit users’ passwords used GET requests, not the best
possible option due to security concerns.

6.4.3.5 Email and Device Id. transmission

Based on our test results 75% of the apps were found to transmit at least to one
domain the user’s email address, 33% of these apps used HTTP (5/15) and 60% of
the same apps (5/15) of them sent it to a third party domain. One of them sent it
an unknown IP couldn’t be identiϐied based on online resources. Additionally, one
of these apps transmits the user’s email address to an IP that was unable to identify
its owner through online sources.

Special researchwas conducted regarding the unique IDs that can expose a spe-
ciϐic device’s identity. 45% (9/20) of the apps transmitted at least one of the de-
vice’s IDs (IMEI, GSF ID, Secure ID). 66% (6/9) of those apps usedHTTP to transmit
IDs while 89% (8/9) of those apps sent it to third parties.
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6.4.3.6 Users’ search query privacy and OS type

Search queries that users performed were found to be transmitted by 25% (5/20)
of the apps. Moreover, only one app transmitted the search queries over HTTPS.
80% (4/5) of these apps sent the searches to third parties while two of the apps
sent the health-related queries to 16 different 3rd party domains. Unfortunately,
all of the tested apps that found to transmit their users’ search queries used GET
requestswhich in combinationwith theHTTPusemake those searchqueries highly
exposed to eavesdroppers.

Furthermore, the OS typewas transmitted at least one time per app, and at least
one of the connections used was over HTTP. So, it is not impossible for an eaves-
dropper that tries to identify its victims within a speciϐic area, to be able to under-
stand who is using a speciϐic type of device.

6.4.3.7 Chat sessions transmission

Two apps were found to include chat functionalities to their users. While it was
not so frequent for an app to offer chat functionalities to their users, based on our
ϐindings, we were pleased to have the opportunity and test their level of privacy
and security compliance. Chat is the place where users discuss their health issues
and occasionally ask questions or help. As a result, someone would expect that
the apps will have taken all the possible affordable security measures to protect
their users. Unfortunately, our tests indicated that no encryptionwas implemented
to the chat sections leaving unprotected to eavesdroppers their users’ transmitted
messages and proϐiles information. Moreover, another phenomenon that is usual
whendevelopers are not focusing onbest practices is the insecure database queries
that can lead to unnecessary exposure of personal, sensitive and health data even
together in only one request. An example of our ϐindings is presented in Figure 6.6,
and more speciϐically, the ϐigure shows a part of a GET request’s response over an
insecure connection (HTTP). As presented, email addresses, health-related, images
and health-related questions are leaked through this way. For privacy reasons, the
users’ sensitive information included in the ϐigure have been blinded out.
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[{"post_id":"41313", "title":"confused", "body":"hi ladies I had a miscarriage
a week ago however I did not have the symptoms for it but
I bleed like a normal period but with plenty clot...",
"lastactivity":1453831350000, "links":"none", "groupid":6,
"groupname":"***", "posttype":0, "childposts":21,
"thumbpath": "https://graph.facebook.com/102079*****/picture?type=square",
"name":"Slim ***", "datecreated":"1453480820000", "likes":"4", "posts":"0",
"poststext":[{"post_id":52752,"title":"none" ,
"body":"I spotted for four days and passed clot for two" ,
"datecreated":1453831350000,"lastactivity":1453831350000,
"expiresat":null, "groupid":6, "published":1, "languageid":1,
"postedby":12566,"adminapproved":1,"parent_post_id":41313,"pinned":0,
"closed":0, "links":"none" , "spamreport":0, "posttype":0,"child_posts":0,
"idusers":12566, "name":"Slim***" , "email":"chris****@gmail.com" ,
"password":"1020*****" ,
"thumbpath":"https://graph.facebook.com/1020796***/picture?type=square" ,
"isbanned":0,"applicationid":6,"gender":"female" , "dob":"01011970"},
{"post_id":52751,"title":"none" ,
"body":"you may have passed some old tissue you should go to..."

Figure 6.6: Part of a transmission of private information of users chatting over
HTTP [107]

6.4.4 SSL web server conϐiguration

As for the next step of the followed methodology, we studied the web server con-
ϐiguration to determine the security level regarding the connections that were sent
data back and forth the apps. All the connections made by each app were captured
and their domains evaluated by the use of SSL Server Test service from Qualys SSL
Labs. Each domain was evaluated and took a letter grade scale (A, B, C, D, E, F, M, T)
that this service use to categorize the level of secured conϐiguration. Tests include
i. the assessment of the certiϐicate, ii. the server conϐiguration in three categories:
a. protocol support, b. key exchange support and c. cipher support.

We splitted our ϐindings to domains owned by the apps’ vendors and domains
ownedby thirdparty servers. Table 6.6 presents the the tests results and the results
include only those apps that made at least one request over HTTPS.

In Table 6.7 the number of HTTPS connections to third parties for each app per
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Grade
App No. A B C D E F T
App No. I 1 0 0 0 0 0 0
App No. II 0 1 0 0 0 0 0
App No. VII 1 0 0 0 0 0 0
App No. IX 1 0 0 0 0 0 0
App No. XIII 0 0 0 0 0 0 2
App No. XVI 0 2 0 0 0 0 0
App No. XVIII 0 0 1 0 0 0 0
App No. XIX 1 0 0 0 0 0 0
App No. XX 1 0 0 0 0 0 0
N 5 3 1 0 0 0 2

Table 6.6: Number of HTTPS connections to Vendors’ domains per SSL grade result
[107]

SSL grade result is presented. Additionally, the number of HTTPS connections for
each data category per SSL grade result is presented in Table 6.8.

6.4.5 Market response to our security and privacy reporting

One of themost interesting steps of our methodology was to provide each app ven-
dor with a report of our ϐindings. The reports were sent to the email that the app’s
vendor-provided publicly to the Google Play. Meanwhile, between the date periods,
we re-evaluate the apps, one of them was unpublished from the Google Play, and
we excluded it to from our future test and results.

6.4.5.1 Privacy policy

Based on the evaluation methodology we designed and followed, we reported all
the issues found to exist to the apps’ vendors. One category of issues was related
to the privacy policies that some of the apps did not maintain or found to include
but still have issues like irrelevant content. Meanwhile, in 2017 and after almost
one year from our initial experiments, Google notiϐied by email the developers that
they should provide a valid privacy policy in case their apps are requesting sensi-
tive permissions or user data. If they would not comply with this, then their apps
would have the risk of removal from the Play Store on March 15 2017. The result
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Grade
App No. A B C D E F T
App No. I 4 5 0 0 0 0 0
App No. II 1 2 0 0 0 0 0
App No. III 0 4 0 0 0 0 0
App No. IV 0 1 0 0 0 0 0
App No. V 0 2 0 0 0 0 0
App No. VI 0 2 0 0 0 0 0
App No. VII 6 4 0 0 0 0 1
App No. VIII 0 2 0 0 0 0 0
App No. IX 0 1 0 0 0 1 0
App No. X 0 2 0 0 0 0 0
App No. XI 0 5 0 0 0 0 0
App No. XII 0 1 0 0 0 0 0
App No. XIII 0 5 0 0 0 0 0
App No. XIV 0 1 0 0 0 0 1
App No. XV 1 0 0 0 0 0 0
App No. XVI 0 1 0 0 0 0 0
App No. XVII 7 9 3 0 0 0 1
App No. XVIII 2 2 0 0 0 1 0
App No. XIX 7 8 4 0 0 2 0
App No. XX 5 8 3 0 0 2 0
N 33 65 10 0 0 6 3

Table 6.7: Number of HTTPS connections to third party domains per SSL grade re-
sult [107]

that someonewould expectwill be that by the 5th of July 2017 (i.e., the datewe per-
formed our re-evaluation process regarding the existence of a privacy policy link on
Google Play) all the apps would ϐinally add a valid link to a proper privacy policy.
But the results showed that there were still apps that have not comply with that
order. More speciϐically, one of the apps kept missing a privacy policy, another app
provided a link to an error page and, another app kept having a link to a privacy
policy page not translated in English. It seems that is not possible to check every-
thing automatically even if you hold the position of one of the biggest multinational
technology companies in the world.
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Health Search Unique
Grade Email Password Location data queries ID
A 3 2 1 4 0 0
B 7 5 2 2 2 2
C 1 1 0 1 0 0
F 2 0 0 0 0 2
T 0 1 1 1 0 1

Table 6.8: Total number of HTTPS connections for each data category per SSL grade
[107]

6.4.5.2 Secure transmission of user data

A re-evaluation of the apps by running a dynamic analysis on their updated APKs
was performed. To better organize and present our ϐindings, we categorized them
into minor and major issues, and we analyzed them in numbers per category. Ex-
amples of what we characterize as minor and what as a major issue can be found
in Table 6.9.

In ϐigure 6.7 we present the number of major issues found before and after we
notiϐied the app vendors. While we capture some improvement on major issues
based on our reporting, only 5 out of the 12 apps with minor issues have partially
or completely solved the reported problems.

6.4.6 GDPR-readiness assessment

During our re-evaluation process and based on the fact that our experiments took
place a small period before the GDPR was about to become applicable, we per-
formed an additional evaluation of the apps against a number of functional and
non-functional requirements of that GDPR introduced for data controllers.

Below, the results of our evaluation for the 19 remaining on the Google Play
apps is presented.
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Example of major and minor issues Major Minor

Transmission of Device IDs
or Personal or Health
data (in any way) to 3rd parties X
Transmission of Device IDs
or Personal or Health data
insecurely to Vendor (i.e. over HTTP
via GET or POST request) X
Transmission of Device IDs
or Personal or Health data
to Vendor via GET request over HTTPS X
Transmission of anonymous behavioral
data to 3rd parties X

Table 6.9: Example cases of major or minor issues [107]

6.4.6.1 Functional requirements

• Consent (I): 11 (58%) out of the 19 apps provide, at least, a piece of intro-
ductory information regarding their privacy policy or/and term of use before
the user’s registration process or as part of it.

• Consent (II):Only one of the apps requestedbyusers to consent upfront each
time the app required additional information by them.

• Consent (III): None of the apps required users to answer speciϐic questions,
in a electronic form, about their willingness to participate.

• Right to withdraw consent: 7 (37%) out of the 19 apps of the apps provide
a mechanism to the user to withdraw its consent and allow the erasure of
any previously consented information. Nevertheless, in 1 out of the 7 apps
providing this option, the deletion functionality didn’t work during our tests.
3 (25%) of 12 apps informed their users that their data could be deleted only
by an email request to the app vendor. 2 out of these 12 apps offer users
functionality to delete their submitted data individually, one at a time, and
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Figure 6.7: Number of major issues per app before and after our reportings [107]

not all at once. Moreover, one app stated that: “Sometimes we were asked
about deleting all records, to start a new series of measurement. But there is no
reason to do this. The time range can be changed to view only the wanted part
of all records. So old readings can stay”, and in this way, it refused its users’
data deletion.

• Right todataportability. 7 (37%)out of the19appsprovide amechanism to
send, upon request, the personal data to another entity in amachine-readable
format (e.g., XML or CSV format). 2 of these apps offered this function via a
web-based platform. Some apps found to advertise this functionality in its
paid version.

6.4.6.2 Non-functional requirements

• Data Protection Ofϐicer: None of the apps found to provide any contact de-
tails to such a role. Despite that, 12 (63%) out of the 19 apps offer some point
of contact for security and/or privacy-related requests.
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Figure 6.8: Number of minor issues per app before and after our reportings [107]

• Proϐiling andmarketing: 11 (58%) out of the 19 apps provided information
on the collection and processing of user data for proϐiling, that was found
mainly as part of their privacy policy section.

• Transfer to third countries: 8 (42%) out of the 19 apps of apps notiϐies
their users in advance, even before their registration, that they are sharing
data with third parties. Only 4 of them (21%) of apps in a functional manner,
for example, in a pop up with a checkbox.

6.5 Conclusions

Mobile health (m-Health) apps are gaining by the years even more market as there
are not only limited to the mobile devices but in many cases are compatible with
other devices like smartwatches, as devices like these are based on the same OS
system. Additionally, many different smart applications and medical devices, in-
cluding IoT installations, are communicating with mobile apps to provide a user-
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friendly interface to their users to better control their functions ubiquitously.
This section provides the ϐindings of an extended study that conclude to sev-

eral security and privacy-related gaps and pitfalls mobile apps may include. For
instance, the way some of the apps are violating users’ privacy by revealing sensi-
tive information like health conditions, medical symptoms, photos, location, emails
and passwords to several third-party domains. Moreover, a big issue is the insecure
way that the apps use to transmit their users’ sensitive information, for example via
HTTP and/or by using GET instead of POST requests, both to apps’ vendors’ servers
or even to third parties.

The results indicate that very sensitive data are vulnerable to simple snifϐing at-
tacks, while most of the detected vulnerabilities have very simple solutions that in
their majority do not require much effort to ϐix, but only a few of the apps’ vendors
ϐinally ϐixed them promptly. One very serious ϐinding is that users can be victims of
user proϐiling, blackmailing, stalking, defamation, and even identity theft for eco-
nomical or reputation attacks, only because they chose to download and use an
insecure app that was intended for different uses.

Simple insecure software decisions by app developers/publishers are still an
issue and they seem to keep repeating the same mistakes over every new software
environment. Even some period before the enforcement of privacy laws like GDPR,
the major question regarding the security and privacy provided to their users is
open. Additionally, based on the fact that we are in the IoT era and already wear-
ables are part of thismarket and inmost cases are sharing apps by the samemarket
app stores, will this market achieve to become secure and privacy ready to better
protect their users?
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Part V

The Market’s Response on Privacy
Related Incidents
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Chapter 7

The Market’s Response on Privacy
Related Incidents

7.1 Privacy Incidents: From Data Breaches to Pri-
vacy Revelations

In this Chapter, going a step further from considering the impact of data leakages
on a single individual, we are examing the case of the market impact to the com-
pany that made this leak possible. A special focus is given to privacy incidents
and their impact. In Chapters 4 and 6, we mainly focused on the security and pri-
vacy issues that exist to SNs and mobile applications, that are representing a huge
market share. This problem has been already researched by other scholars in the
literature[4, 172, 142, 61] and researchers have concluded that in all cases the com-
panies involved in data breaches suffered also a negative market impact. Addition-
ally, results regarding the impact that Snowden’s revelations had on the involved
companies[113] are shared. Having in mind that the Ubiquitous Computing Ser-
vices, similar to the Smart Health services presented in Chapter 3, could bring so-
lutions tomajor issueswithin the context of Smart cities and that they are expecting
to become even more integral for citizens, the Snowden revelations and their im-
pact can act as an alarming state for the future communities and the emerging need
for privacy by design.

The Department of Homeland Security (DHS) deϐines1 the ‘privacy incident’ as
1Privacy Incident Handling Guidance, DHS Instruction Guide 047-01-008, Published by

the U.S. DHS Privacy Ofϐice, December 4, 2017, https://www.dhs.gov/sites/default/
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follows:
“The loss of control, compromise, unauthorized disclosure, unauthorized acqui-

sition, or any similar occurrencewhere (1) a person other than the authorized user
accesses or potentially accesses [PII]2 or (2) an authorized user accesses or poten-
tially accesses [PII] for an unauthorized purpose. The term encompasses both sus-
pected and conϐirmed incidents involving PII, whether intentional or inadvertent,
which raises a reasonable risk of harm.

Moreover in U.S. DHS’ guidance, the terms “privacy incident” and “breach” are
used interchangeably, as the privacy incident occurs when someone actually or
imminently jeopardizes, without lawful authority, the integrity, conϐidentiality, or
availability of information or an information system. It constitutes a violation or
imminent threat of violation of the law, security policies, security procedures, or
acceptable use policies3.

In the latest years and after GDPR enforcement in 2018, data breacheswere one
of themost popular news on the globalmedia4 as the new regulationwas very clear
and very strict regarding their disclosures and the related penalties in case of data
privacy compliance failures. The GDPR deϐines [61] the ‘personal data breach’ as
a ”breach of security leading to the accidental or unlawful destruction, loss, alter-
ation, unauthorised disclosure of, or access to, personal data transmitted, stored or
otherwise processed”.

Reading carefully the abovedeϐinitions fordatabreaches,we can identify a closely
common framework on how to deϐine a privacy incident that occurred by a data
breach. Unlawful and unauthorized acts and users can lead to privacy incidents
and data breaches. Also, in both deϐinitions, we read that even a breach is occurred
inadvertent (U.S. DHS) or accidentally (GDPR), we still have a data breach that can
lawfully harm the data owner.
files/publications/047-01-008%20PIHG%20FINAL%2012-4-2017_0.pdf, last accessed on
18/04/2021.

2PII is the used for the Personal Identiϐiable Information, https://www.dol.gov/general/
ppii, last accessed on 18/04/2021.

344 U.S.C. § 3552(b)(2), https://www.govinfo.gov/content/pkg/USCODE-2014-title44/
pdf/USCODE-2014-title44-chap35-subchapII-sec3552.pdf, last accessed on 18/04/2021.

4https://www.forbes.com/sites/bernardmarr/2018/06/11/gdpr-the-biggest-data-
breaches-and-the-shocking-fines-that-would-have-been/, last accessed on 18/04/2021,
https://www.theguardian.com/technology/2018/jun/26/european-regulators-report-
sharp-rise-in-complaints-after-gdpr, last accessed on 18/04/2021.
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By using the term ‘privacy incidents’ we are, usually, referring to events that are
associated with the exposure, loss, or damage of personal or/and sensitive data.
One would expect that a privacy incident would affect negatively not only the data
owners by also the data controllers and processors involved in their management.

Nevertheless, the ϐindings of the previous chapter presents that the risk of the
impact is not always very well-estimated by software companies, as in many cases
reported security issues, even if they are categorized as easy-to-ϐix issues, are not
ϐixed promptly.

One of the maybe, ϐirst most comprehensive study [4], was focused on the mar-
ket reaction to privacy breaches. The study included 79 breaches that also involved
unauthorized access to sensitive data and were reported from 2000 to 2006. The
analysiswas performed using CAPMand a t-statistic for the statistical analysis. The
outcome of the study was that there was a negative stock market reaction hypoth-
esis for the event windows that included either the event day or both the event day
and the day after, based on pieces of evidence. Adding some limitations to their
study, the authors, reported that due to the small sample of breaches, the possibil-
ity of generalization of the ϐindings is constrained.

In another study [172], their authors examined a sample of 123 security breach
announcements for a large period, from 1994 to 2006. The announcements were
founded from search engines’ results and the Lexis-Nexis business news database
for listed companies in NYSE, AMEX, and NASDAQ. The authors also based their
analysis of the negative impact coming from breaches on CAPM and a t-statistic.
One of their results was that the impact was bigger on e-commerce and technology
ϐirms. Another outcome was that more recent events have a smaller impact than
former events.

In [142], a thorough literature review of 45 event studies was conducted fol-
lowing the application of the event analysis methodology. The study reported the
highly critical aspect of information security incidents to stock prices. Their results
showed that 75.6% of the studies included in their research, report the statistical
signiϐicance of the impact of security events on the stock prices of the involved com-
panies.

Some years ago and before the GDPR enforcement, on June 5, 2013, when the
Guardian newspaper published a secret court orderwhich directed Verizon to hand
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over all its telephone data to the NSA on daily basis, one of the most popular news
(not only in cybersecurity) in the world was Snowden’s revelations. One of the
highest interests for the context of these revelations was that many of them were
connected to hugewell-known companies that even the average user ismaking use
of.

We would expect that the shock of the news would affect users and make them
change their consumer behaviors. Additionally, the impact of these revelations
could damage the reputation of these companies in away that the companieswould
have a great loss on markets and users’ loyalty.

7.2 The ImpactofPrivacyRelatedRevelationsonMar-
kets; The Snowden Case Study

Mass surveillance is one of the most greater risks that citizens may encounter in
a future fully interconnected world. Snowden, a former National Security Agency
(NSA) employee, revealed a series of top-secret documents to the public, revealing
many NSA actions but also others like the British and the Australian intelligence
services. These revelations are just some of the most recent shreds of evidence
that large-scale surveillance programs can be real and can potentially harm a big
number of users worldwide. Highly accepted technologies, that users toady use to
effectively connect with others by sharing their news, opinions, schedules, photos,
and videos using devices like mobiles, wearables, devices embedded with sensors
and any other communication technologies implies the risk of mass surveillance
in which either secret agencies or even big tech companies, under special circum-
stances, are involved in.

The Snowden case can be characterized as a very unique case, as for the ϐirst
time we had somany revelations regardingmass exposure of data not by for exam-
ple hackers or accidentally, but by leakages driven by governments. This series of
revelations could occur on big companies in terms of economic costs for the com-
panies involved. Snowden revelations were expected to cause big changes for the
companies and general the markets as it was on the top of the news for a long pe-
riod.
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Public authorities and organizations are still battling over them, but as data
analysis reveals, they do not have any impact on the equity returns. In [113] there
was an extended research regarding the impact that Snowden’s revelations had.
In this study, there were included negative events based on Snowden’s revelations
that concern technology and ICT listed companies in NYSE and NASDAQ. A critical
step of our study was to determine the event window. We reported the day of each
revelation based on the ofϐicial announcement and report it as “day zero”. More-
over, with the term “day zero date” we referred to the date of the ϐirst closing price
after the revelation occurred. The ”Day zero” is, actually, the day that the event is
publicly announced and not the date that the incident occurred, no matter when
the event took place, as there no information of the exact time when was the event
took place.

7.3 Methodology

To analyze the data collected through our study, we applied a methodology well-
known methodology of event study aiming to evaluate the potential costs of secu-
rity breaches. Event study has become a great tool used by researchers to evalu-
ate the impact of technological and security-related events in conjunction with the
value of a ϐirm. Famar in [59] introduced an efϐicient market hypothesis; The stock
price of an included ϐirm should illustrate the true value of that ϐirm. So, based on
Fama, the weak form of efϐiciency should include the set of information based on
historical prices, the semi-strong form of efϐiciency includes all the publicly avail-
able information to all market participants [94] and the strong form of efϐiciency
includes both all private and public information.

For market participants, the event study analysis constitutes an effective tool
for evaluating the information context of events. More frequently, reactions of eq-
uities under the occurrence of information breaches on the event day and the days
surrounding the incident, usually have a predictable expected pattern. Thatmeans,
that in a case that media news is positive for a ϐirm, the economic participants’ re-
action is expected to be, also, positive. Additionally, in the case of a negative event
for a ϐirm, a downside reaction is expected.
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Α crucial step for the event study process was to set the event window. Our
methodology was to report the day of the ofϐicial revelation’s announcement and
report it as “day zero”. The “day zero” consists of the actual date of each revela-
tion, while the “day zero date” represents the date of the ϐirst closing price after the
revelation. As expected, the two previously mentioned days can be different days
and concern the active trading hours after the ofϐicial announcement of a revela-
tion when the market reacts to this new information. Additionally, for events that
happened to took place during a weekend or before a bank holiday, we deϐined the
ϐirst working day as the ϐirst day of the privacy-related event.

Moreover, based on a well-known practice for not publicly noticeable security
breaches, we assumed that day zero is the day that the event is publicly announced
and not the date that the incident occurred, no matter when the event took place.

Finally, the sample size of our study, compared to the period we chose to in-
vestigate, is solid in comparison to other studies, such as in [172] where the study
refers to a much longer period of 12 years, with a sample of 123 events.

7.4 Collection methodology

The sample of the events included in this study was retrieved by media resources
like Bloomberg and Reuters. Also, the original leaked documents as archived in the
Snowden Digital Surveillance Archive5 were used to cross-check our ϐinal results.
The events were analyzed and only companies that publicly traded on any US stock
exchange were ϐinally included in our sample.

The empirical analysis, the equity daily prices and the benchmark were based
on Thomson Reuters Datastream. Moreover, the Fama–French factors were based
on the Kenneth R. French website 6. Finally, the risk-free rate of return was based
on the monthly 3-month Treasury Bill, adjusted on a daily basis to become suitable
for the event study analysis.

To collect our sample, a keyword/phrase strategywasdeveloped todeϐine strate-
gical best search terms to be used on search engines, with a great focus on Google

5https://snowdenarchive.cjfe.org/greenstone/cgi-bin/library.cgi, last accessed on
18/04/2021

6French K.R. Personal Website, http://mba.tuck.dartmouth.edu/pages/faculty/ken.
french/, last accessed on 18/04/2021.
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Companies

Activision Blizzard 1 Google 6 Seagate 1
AOL 4 Facebook 16 Twitter 3
Apple 6 Level3 1 Verizon 4
AT&T 2 Mastercard 1 Visa 1
Blackberry 2 Microsoft 13 Western Digital 1
Cisco 1 Oracle 1 Yahoo 16

Table 7.1: List of the affected companies included in the sample. Note that AOLwas
delisted on 23/06/15 [113].

and Bing. We did not use academic search engines for this step because the sample
of our research was publications on the press that include data leakages by com-
panies of ICT and Internet-related sectors. Each publication consists of one event
of our sample. The second step was to use the well-structured Snowden digital
surveillance archive and validate our ϐindings and the archive’s sources to include
any relevant event we may miss on the ϐirst step. To get the most relevant to the
U.S. market results a VPN service was used, with an exit node in the USA.

Another step was to exclude any general news or general comments for leaks
by companies that were not well-documented and keep only facts and revelations
where the companies involved was a documented fact, with or without their con-
sent. Additionally, based on the results of the same search engines we determined
whether one of the events was confounded or not with other major ϐirm-speciϐic
events. During the period of the eventwindow, therewas no event that confounded
with one of the examined events.

7.5 Results

Our dataset included 80 events and 19 companies, after excluding all events of com-
panies, which are not listed in any exchange other than the US (for example UK,
Germany etc). A number of well-known ϐirms included as shown in Table 7.1. The
ϐirst event is on June 6, 2013 and the last event is on September 25, 2015.

As shown in this study the insigniϐicant (zero) impact of day 0 seems to turn
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into a positive statistically signiϐicant CAR the day after (using FF-model) and the
next 3 days (using CAPM). The outcomes are aligned with other ϐindings in privacy
in the post-Snowden era.

Snowden revelations, due to their content, were expected to cause “noise” in
the markets and the broadcast news. Their impact is so large that public authori-
ties and organizations are still battling over them, but as data analysis reveals, they
do not have any impact on the equity returns. On the contrary, the insigniϐicant
(zero) impact of day 0 seems to turn into a positive statistically signiϐicant CAR the
day after (using FF-model) and the next 3 days (using CAPM). While some surveys
indicate that there are some changes for the individuals [132], as they have started
using or at least considered using more secure and private technologies, few new
users have embraced privacy-enhancing technologies [123].

The response of the market against these revelations can be considered scep-
tical, as we could not locate any impact on the stock prices. Undoubtedly the mar-
ket today is mature enough to understand andmanage the results of cybersecurity
events, compared to the past. The risk someone would easily identify in this case
is that today, privacy is not highly regarded in our society, by both individuals and
the market. As a result, the outcome of this historical privacy incidents can only
be weighted in a macroeconomic fashion, and maybe is very soon now to under-
stand what economic changes were triggered by them. Maybe the neutral ϐindings
of our study can be further justiϐied by the fact that the study is performed in the
USA market, considering the in EU there is a more strict law regarding privacy, as
it is considered a fundamental right. Nevertheless, the result is raising an alarming
situation for future societies.

7.6 Conclusions

The neutral response can not underestimate footage of security breaches. First the
ϐindings can be further justiϐied by the fact that the study is performed in the USA
market. In general, the European culture is considerably more ϐixed on privacy,
something that is reϐlected by the fact that privacy is protected as a “fundamental
right” in the EU. Therefore, the impact of the U.S. market examined in our study, it
was expected to be signiϐicantly dicreased.
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Another possible fair explanation is that this kind of breaches, regardless of
their size, does not affect directly the value of the affected ϐirms as they are a result
of voluntary action, including in some cases also the consent of those companies
and the cooperation of the government agencies. In that direction, the Snowden
revelations seem not to be evaluated by the market as security breaches with their
traditional form, but as the exposed cooperation of ϐirmswith government agencies
into large surveillance programs.

Based on our results, we could explain the neutral response by the assumption
that the markets consider this cooperation as compulsory for the involved compa-
nies, and as a result, they do not penalize them immediately for exposing sensitive
data to government agencies. That means that the actual impact of these reve-
lations should be re-evaluated in a macro economical context in the next coming
years.

Moreover, ubiquitous computing is expected to become evenmore embedded in
all aspects of citizens’ lives. This could beneϐit peoples’ lives, but on the other hand,
the tolerance on behalf of the markets to privacy incidents like Snowden’s reve-
lations should generate great concerns. More speciϐically, the future global chal-
lenges such as the current one, the COVID-19 pandemic, may still concern govern-
ments. In such a scenario, well-known everyday users’ tools like SNs and mobile-
based sensors may be used, with the risk of the creation of a huge panopticon envi-
ronment [40]7 for the citizens’ lives trying to control themovements and behavior.

7Thomas McMullan, What does the panopticon mean in the age of digital surveillance?, 23
July 2015, https://www.theguardian.com/technology/2015/jul/23/panopticon-digital-
surveillance-jeremy-bentham, last accessed on 18/04/2021.
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Part VI

Closure
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Chapter 8

Open Questions and Future
Directions

8.1 Open Questions

This thesis investigated privacy technologies in current and emerging smart health
environments, exploring a series of different tools that users utilise to collect, man-
age, and share information. First, we explored the novel capabilities that new smart
services can bring to smart cities and contributed by proposing additional services
that could bridge some gaps between citizens and healthcare services. Moreover,
while social networking is still a great and popular tool that empowers patients’
communication, we studied the privacy and security issues which are still open,
their impact, and potential countermeasures in the context of metadata. Addition-
ally, we introduced a new scheme for multimedia protection that could bring bet-
ter and robust control of the multimedia shared by users across different social
networks. The IoT and ubiquitous computing era bring forth the need for effec-
tive heterogeneous and interoperable solutions that current platforms could em-
bed without the need to be developed from scratch, as users utilise even more dif-
ferent tools and services by creatingmultiple accounts to social networks. Further-
more,weevaluated the level of personal and sensitive data protection thatm-health
apps provide to their users and how mobile applications’ vendors are responding
to security and privacy bug reports. Moreover, we evaluated the GDPR readiness of
popular m-health apps to understand better the level of compliance with demand-
ing privacy regulations, like GDPR.
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The distribution of m-health and medical applications, is rather alarming re-
quiring the enforcement of more strict data protection rules. The examples are
numerous [135, 130] and the rise of the pandemic with the need for various mo-
bile health apps highlighted this gap. The contact tracing apps are a ϐine exam-
ple of the issue as they involve sensitive personal information, usually combined
with location data, while other apps may also require data from body-embedded
sensors. Also, healthcare is shifting towards more personalized services, to better
support each patient’s special needs. This kind of healthcare service delivery has
additional beneϐits as it can ϐit evidence-based medicine better, allowing the provi-
sion of personalized treatments and reduce costs by enabling a better scheme for
patients management from medical clinics. Therefore, patients can greatly bene-
ϐit from this personalized patient-centric model. Of course, still, there are many
aspects of mobile devices that are not yet up to clinical standards, ranging from ac-
curacy and reliability [25, 157] to security and privacy [53, 83, 107]. Nevertheless,
millions of users today trust mobile apps, even the apps which are not certiϐied by
ofϐicial governmental bodies for their reliability and accuracy and share their data.
So, the extent of the problem is rather big and diverse.

Despite the criticality of security andprivacy technologies, they areusuallymiss-
ing from health applications, something which has become apparent with, e.g. the
devastating effects of ransomware and other cyber attacks to health institutions.
Moreover, as IoT is gettingmore integrated into citizens’ lives, consumerwearables
constitute an emergingmarket, becoming ubiquitous andwidely accepted by users
[141, 170]. The high tech functionalities and ability to connect to external services
allow them to act as IoT nodes but at the same time convert them to special tar-
gets for hackers. Hackers often exploit vulnerabilities that are based on the poor
software implementations or even to their architecture that in most cases lacks
the security and privacy design. However, in the case of s-health personalized ser-
vices the risk and the impact of such attacks are notably greater and in most cases
connect to the victim’s health and clinical state. Therefore, the need for enhanced
privacy and security safeguards is critical. The latter stems from the sensitivity of
health data and the emerging threats that smart environments contain due to their
high connectivity.
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Another major issue of s-health and IoT-based services is that many of them,
especially those that they are offered by well-known big tech companies, are the
most popular targets, as they impact even more users and exploit larger databases
containing personal and sensitive data. It is usual for health andmedical databases
to include personal data that identify certain people. Moreover, in the case of paid
services, databases may include patients’ ϐinancial data. These kinds of data are
some of the most valuable data for cybercriminals in our days [41, 148].

The danger of an interconnected society where citizens will not change their
consumer behaviors, based on the evidence that their preferred ’trusted’ parties,
that are used to store, share, and exchange personal and sensitive data, are com-
promising their privacy by sharing their data with no-governmental agencies for
further un-authorized processing, is illustrating the dangerous situation of a great
mass-surveillance interconnected world. It seems as EU has moved drastically, to-
wards the delimitation of this phenomenon, by introducing laws and legislations
like GDPR and NIS Directive, requiring data controllers and processors to comply
with several strict security and privacy-related requirements. The latter is maybe
one of the most critical and demanding research direction which comes out of the
context of this thesis: the development of robust and ϐlexible, easy to adapt security
and privacy frameworks and legislations, across jurisdictions, without technolog-
ical restrictions to easy plug and play in any new emerging ubiquitous and inter-
connected environment.

8.2 Future Directions

Inarguably, to impove the security and privacy, despite raising the user awareness,
the development practicies have to be signiϐicantly improved. To this end, DevSec-
Ops, an extension of the well-known and widely used paradigm of development
lifecycle DevOps is a perfect candidate. The interweaving security tightly in the
security in the design, development, and deployment of software solutions, along
with automated tests guarantees that aminimum set of security controls will be in-
tegrated in the software fromearly stages and that bypassing thesemeasureswould
be far more difϐicult for an adversary. Given that the concept of DevSecOps is quite
new and not many automated security tools exist, a whole new ϐield for research
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is open. This includes topics including, but not limited to automated vulnerability
detection, self-healing software, binary armouring, and automated fuzzing to name
a few.

Despite the changes that GDPR may require [89], it is necessary to strenghten
the controls and audits to software solutions. Notably, even if several big players,
e.g. social networks, have been repeatedly found to violate GDPR or sensitive data
have been leaked, the corresponding measures have not been applied and are ei-
ther debaded or no signiϐicant changes have been introduced in the platforms to
mitigate them. In fact, the dependence on social networks andmedia has been aug-
mented, especially during the recent lockdowns, showcasing their critical role in
our everyday lives. In this regard, user-centric approaches to notify the user of the
privacy exposure towards online users, assess the aggregated information that on-
line entities may have for individuals, and privacy-preserving methods to collect,
process, and share content are in the research spotlight.

During the COVID-19 pandemic, it became apparent that the use of contact trac-
ing apps can serve as a means to timely notify users and help in containing its
spread [111, 48, 31, 80]. Despite the numerous apps that have been introduced
and the sensitivity of the underlying data, not all of them have the high privacy
standards and serious privacy issues emerge regarding towhomhas access towhat
information and what can be infered from the exchanged information [6, 37]. With
the introduction of vaccinations against COVID-19 and the upcoming use of the
Digital Green Certiϐicate to facilitate citizens traveling, the same privacy issues are
shifted from contact tracing apps to the use of Digital Green Certiϐicate.

Finally, with the rise of personalized medicine, the use of recommender sys-
tems and artiϐicial intelligence algorithms introduce a set of privacy and ethical
issues. For instance, and machine learning algorithms are known to have biases
[99, 136, 171] and they are very relevant for healthcare [33, 109]. Many of these
biases stem from imbalanced datasets used for training, however, due to the sig-
niϐicant impact that these may have in the well-being of citizens, a more focused
research in this ϐield is necessary. Moreover, further research on whether sensi-
tive information of individuals can be extracted from trained models is necessary
to assess the exposure to such risks and possible identiϐication.
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[123] Sören Preibusch. Privacy behaviors after snowden. Communications of the
ACM, 58(5):48–55, 2015.

[124] Guojun Qin, Constantinos Patsakis, and Mélanie Bouroche. Playing hide and
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