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Abstract

The unprecedented rate of trajectory data generation that has been observed
during the recent years, caused by the proliferation of GPS-enabled devices,
poses new challenges in terms of storage, querying, analytics and knowledge
extraction from mobility data.

One of these challenges is cluster analysis, which aims at identifying clusters
of moving objects according to the similarity degree of their movement.
Discovering clusters of moving objects is an important operation when
trying to extract knowledge out of mobility data, since by doing so, the
underlying hidden patterns of collective behavior can be unveiled. What is
even more challenging is treating knowledge discovery techniques, such as
cluster analysis, as an integral part of a real DMBS, which can turn out to
be practical and useful in real-world application scenarios, where issues like
the ease of use (e.g., via a simple SQL interface) are taken into consideration.
Furthermore, the support of incremental and progressive cluster analysis
in the context of dynamic applications is of great interest, where (i) new
trajectories arrive at frequent rates, and (ii) the analysis is performed over
different portions of the dataset, and this might be repeated several times
per analysis task. However, performing such “expensive” operations over
immense volumes of data in a centralized way is far from straightforward,
which in turn calls for parallel and distributed algorithms to address the
scalability requirements posed by the Big Data era. The bottleneck of
performing “expensive” operations, such as cluster analysis, is the underlying
join query. Joining trajectory datasets is not only the cornerstone of various
trajectory cluster analysis methods, but it is also a significant operation in
mobility data analytics with a wide range of applications, such as carpooling,
suspicious movement discovery, etc. In this thesis, we aim to address the
above challenges.

Towards this direction, we propose a novel in-DBMS Sampling-based Sub
Trajectory Clustering algorithm, namely S%T-Clustering, which is incor-
porated in a real MOD engine over an extensible DBMS (PostgreSQL in
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our prototype implementation) and turns out to solve the problem more
effectively than state-of-the-art techniques. Moreover, we introduce the
temporally-constrained subtrajectory cluster analysis problem. To address
it, we propose ReTraTree, an indexing scheme which organizes trajectories
by using an effective spatio-temporal partitioning technique. Partitions in
ReTraTree correspond to groupings of subtrajectories, which are incremen-
tally maintained and represented via a hierarchical organization of a small
(thus, light-weight in-memory) set of ‘representative’ subtrajectories. Given
this, the problem in hand can be efficiently solved as a query operator on
ReTraTree, coined QuT-Clustering. Our approach further contributes to
the mobility data management and mining domain for the additional rea-
son that it has been designed and implemented in a MOD engine. Such
functionality enables the application users to perform progressive cluster
analysis via simple SQL in a real extensible DBMS. Furthermore, we propose
an efficient in-DBMS architecture for progressive time-aware subtrajectory
cluster analysis, by utilizing the aforementioned in-DBMS solutions along
with a Visual Analytics (VA) tool to facilitate real world analysis.

Towards addressing the challenges posed by the Big Data era, we introduce
the Distributed Subtrajectory Join query, an important operation in the
spatiotemporal data management domain, where very large datasets of
moving object trajectories are processed for analytic purposes. To address this
problem in a scalable manner, we follow the MapReduce programming model.
Finally, we address the problem of Distributed Subtrajectory Clustering by
building upon the Distributed Subtrajectory Join query, in order to tackle
the problem in an efficient manner. We propose two alternative trajectory
segmentation algorithms and a distributed clustering algorithm where the
clusters are identified in a parallel manner.
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ITeptAndn

O mpwtogavic pudude mopoywyYne Bedouévwy TEOoYLEE TOL TopuTNEElTOL To
TeheuTalor Ypovia xou TEOXAHUNXE and TOV TOANATAACLAOUS TWV GUCKEVWY UE
ouvatotnta GPS, dnuovpyel véeg mpoxhrioelc 6cov agopd tnv amodrixeuon,
Vv avalATnoy, Ty avdAuon xou TNy eEaywyT| YVoong and dedouéva xivnomng.

Mo and autéc T TpoxAfoelg efvar 1 avdAUCT CLUCTASWY, 1) ontola GToyEVEL
GTOV EVIOTUOUO GUCTAOWY XWVOUUEVGY OVTIXEWWEVWY CUUPVA UE ToV Badud
opoldtTnTag NG xivnong toug. H avoxdhudrn cuotddwy xvoluevwy avtixel-
pévwyv elvon puor onpovTixny) Aettoupyio xotd TV mpoondieia e€aywyhHS YVOONG
and dedopéva xlvnong, OLOTL UE TOV TPOTO QUTO UTOEOUV Vo AmOXAALPYOLY
ToL UTOXELUEVA XPUUPEVA TTEOTUTIL GUANOYIXC CUUTERLPORAS. AuTtéd Tou elvan
oxoUn To BUOXOAO ElVAL 1] AVTIIETOTION TWV TEYVIXMV oVordALPNG Yvhong,
OTWC 1) AVAAUCT) CUCTABWY, WS EVOL AVATOOTIAGTO XOUUATL EVOC TEAYUATIXO0)
DMBS, 1o onolo umopel va amodety el TeoxTixd XL YeHoWO O CEVAQLAL EQO-
HOYOV TRaYHATIX0U X60UoL, 6ntou hauBdvovtar unddn Héuata Omwe 1 euxoiia
xerone (m.y. péow wag amifc denagphc SQL). Emniéov, n unootiplln e
O TAOLIXHG XU TEOOBEUTIXAG AVAAUCTC CUCTAOWY GTO TAUOLO TWV BUVOULXEDY
EQOPUOYOV Topouotdlel HeYdho evdlagpépov, 6mou (i)ol véeg TpoyLéc pidvouv
ue ouyvéd pudud xou (ii)n avdhuon mpaypatomoleiton oe SLAPOPETIXG TURUITA
TOU GUVOAOU BEDOUEVKY %ol oUTH UTOPEl Vo emavaAn@Uel TOAAES Qopég avd
epyaota avdhuong. 201600, 1 eXTEREST) TETOLWY ‘DATAVNEWY’ AELTOVEYLOY GE
TEPAC TIOUG OYXOUS DEBOUEVWV UE XEVIPIXOTIONUEVO TEOTO Bev elvan xaddiou
€0XONT, TEA YU TTOU UE T1) OELRA TOU amouTel TUPSAANAOUS X0l XUTAVEUTULEVOUS
oaAYOELIOUC YO TNV AVTIUETOTION TV ATUTHOEWY Tou VETEL 1 ETMOYY| TV
Meydhowv Aedouévwy. To onueio cuppodenone tne extéleong TETOWWY ‘damo-
VROV AELTOLVEYLOY, OTWE N AVAAUGT) CUCTABWY, EIVOL TO UTOXEUEVO EPWTNHA
‘olvoeonc’. H ‘olvdeon’ cuvohwy dedouevwy Tpoylds dev anotehel uovo tov
axpoywviato AMdo twv dlapdpwy Yedddwy avIAUCTE GUCTASWY TEOYLOY, oA
elvan enlong wia onuovtixny Aettovpyia oe avahloelg dedouévwy xivnong ue éva
£LEV PACUA EPUARUOY WV, OTIWE O GUVETBATIOUOS, 1) ovadALPT UTOTTWY XVHoE-
WV XAT. Xe auth| TN SlTelPr, 0TOYEVOUUE VAL AVTWETOTICOUUE TIG TOQATAVE
TEOXANOELS.
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Mepirngn

ITpog auth Ty xatedduvor, npotelvouue évay véo in-DBMS oy odprduo cucto-
domnoinone urotpoyiwy Baciloyevo otr derypoatolewia, o onoloc ovoudleton
S2T-Clusteringxot eivor evowpatwpévoc oe éva mpaypatind MOD péow evéc
enextdoiwov DBMS (tng PostgreSQL oty mpwtdtunn vlomoinon poc), mou
emhleL To TEOBANUA O AMOTEAECUATIXG omd TNV Teheutala AEEN TNE TEYVO-
hoylog. EmnAéov, eilodyouue to mpdfinua tne xpovikd mepiopiopuévn avdlvon
ovotddwy vrotpoxiy. llpoxeiévou va To avTWETOTICOUUE, TEOTEVOLUE TO
ReTraTree, éva oymfjuo €UPETNEIOU TIOL OPYUVVEL TEOYIES YPTOLLOTOLIVTISG
KL ATOTEAECHATIXY TEY VXY Yweoyeovixnc Owuépone. Ou dopeploeic oto Re-
TraTree, avTIGTOLYOLY GE OUABES UTOTEOYLOYV, OL OTOIEC BLATNEOVVTOL O TAOLO-
X3 HOU OVTLITPOOWTEVOVTAL UECHL ULAC LEPUPYIXTC 0pYdvwone wiog uxphc (xo-
T8 GUVETELX ‘EAAPELAC’ OGOV aPOpd TN UVAUT) OUEBOC KAVTLTPOCMTELTIXOVY
unotpoyldy. Aedopévou autol, To UG UEeAETN TEOBANUa umopel va Aule-
{ amoteheopatind we éva epwtnua oto RelraTree, o onolo to ovoudlouye
QuT-Clustering. H npocéyyiot pac cuuBdAlel nepoutépw oToV ToUEN dLoryelpl-
ong xou €€6puing Yvoong dedouévey xivnong Yot Tov TedcVeTo AOYo OTL €xEl
oyedaotel xou epappootel oe éva MOD. Auth n AettoupyxoTntar EMLTEETEL
OTOUC YPNOTES TNG EQAUPUOYNS VA EXTEAODY TEOOBEUTIXY| AVAAUCT) CUCTADWY
péow anine SQLoe npaypatixd enextdowa DBMS. EmnAéov, tpoteivouye wa
anoteleopatiny apyltextovixy) in-DBMS vyl tnv npoodeutix avdiuon cu-
OTABWY UTOTROYLMY, YENOWOTOLOVTIS TG tpoavagepieioec in-DBMS A)oeic,
oe ouvduaou6 e eva epyolelo Ontixic Avdhvone (VA) yio tn dieuxdiuvon
NG AVAAUCTG OTOV TRAYUATIXO XOGUO.

ITpoc avtetdToN TwV TEOXAHoEWY Tou YE€TelL 1 emoyn Twv Meydhwv Ae-
douévwy, mapouctdloupe to gpwtnua e Kataveunuévng Yivoeons Ynotpo-
X100V, QoL ONUOVTIXY AELTOURY(ol OTOV TOUEN TWV YWROYPOVLXWY OEDOUEVWLY,
OTOU TOAD PEYIAX GUVORA BEDOUEVHV TEOYLWDY XWVOUUEVKY UVTIXELEVKDY E-
ne€epydlovton yior avohutixole oxomole. [ va avTeTwnioovye autd To
TEOPBANUA YE ATMOTEAEOUATIXG TEOTO, YENOWOTOLACOUE TO UOVTEAO TROYEO-
patiopob MapReduce. Téhog, avtipetwnilovpe to mpdfinua tne Kataveun-
névns Yvoradomoinons Trotpoyidv ue Bdon to epdtnua tng Kataveunuévng
YUrdeons Tmotpoxicy, TEOXEWEVOU VA AVTWUETWTICOVUE ATOTEAECUATIXG TO
TEOBANua. XN cuvéyela, tpotelvaue BV0 evahhoxTxoVg ohyoplduoug Tunuo-
TOTOINONG TEOYLAC o VOV XATAVEUNUEVO ohydpLduo ouadonoinong, 6mou ot
CUCTAOEC TAUTOTOLOUVTAL UE EVOY TOURAAANAO TEOTO.

iv



Contents

Abstract (English/EAAnvixd) i
List of Figures ix
List of Tables xiii
Part I Setting the Scene 1
1 Introduction 3
1.1 Motivation . . .. ... .. ... o 3
1.2 Application Scenarios . . . . ... ... ... ... .. 5
1.3 Challenges . . . . . . . . .. o 6
1.4 Contributions . . . . . . . . ... L 7
1.5 Datasets . . . . . . . .. L 8
1.5.1 Synthetic Datasets . . . . ... ... ... ...... 8

1.5.2 Real Datasets . . . . ... ... ... ... ... .. 10

1.6 Thesis Organization . . . ... .. .. ... ... .. ..... 11

2 Background 13
2.1 Fundamentals . . . . . . ... ... L oL 13
2.1.1 About Mobility Data . . . . . . ... ... ...... 13

2.1.2 Modeling Mobility Data . . . . . .. ... ... ... 14

2.2 Mobility Data Management . . . .. .. .. ... ...... 15
2.2.1 Querying Mobility Data . . . . ... ... ... ... 16

2.2.2 Indexing Mobility Data . . . . ... ... ... ... 17

2.2.3 In-DBMS Mobility Data Management . . . .. . .. 18

2.3 Joining Trajectories. . . . . . . . . . .. ..., 19
2.3.1 Distance Join . . . ... ... L. 19

232 kmnJoin ... ... o oo 20

2.3.3  Similarity Join . . ... ... 00000 20

2.3.4 Spatial & Multidimensional Joins . . . . . . . ... .. 21



Contents

2.4 Mining Mobility Data . . . . .. .. ... ... .......
2.4.1 Co-movement Pattern Discovery . . .. .. .. ...
2.4.2 Trajectory Clustering . . . ... ... ........
2.4.3 Sequential Pattern Discovery . . .. .. .. .. ...
2.4.4 Data-driven predictive analytics. . . . . . . ... ..

Part II In-DBMS Centralized Algorithms and
Techniques

3

vi

In-DBMS Sampling-based Subtrajectory Clustering
3.1 Introduction . . . . . . . .. .. ...
3.2 Problem Formulation . . . . ... ... ... .. .......
3.3 The S?T-Clustering Algorithm . . . . ... ... ... ...
3.3.1 NaTS: Neighborhood-aware Trajectory Segmentation
3.3.2  SaCO: Sampling, Clustering, and Outlier detection .
3.4 S?T-Clustering In-DBMS . . . ... ... ... .......
341 NaTSin-DBMS. ... .. ... ... .. .......
342 SaCOin-DBMS. ... ... ... ... ........
3.5 Experimental Study . . .. ... .. ... L.
3.5.1 Datasets . . . . . ... Lo
3.5.2  Quality of Clustering Analysis . . .. ... ... ..
3.5.3 Efficiency and Scalability . .. ... ... ......
3.6 Summary . . .. ...

Temporal-constrained Subtrajectory Cluster Analysis
4.1 Introduction . . . . .. . .. ... ..
4.2 Problem Setting . . ... .. ... ... .. .. ...,
4.3 The ReTraTree Indexing Scheme . . . . .. ... ... ...
4.3.1 ReTraTree Overview . . . . . . .. ... ... ....
4.3.2 Hierarchical Temporal Partitioning . . . . . . . . ..
4.3.3 Sampling-based Subtrajectory Clustering . . . . ..
4.3.4 ReTraTree Maintenance . . . . . ... ... ... ..
4.4 ReTraTree in Action . . . . . . . .. ... ... ... ....
4.41 QuT-Clustering . . . . . . ... ... ... ... ...
4.4.2 Architectural Aspects . . . . ... ... L.
4.4.3 Complexity Analysis . . . . ... ... ... .....
4.5 Experimental Study . . . .. ... ... o L.
4.5.1 Parameter Settings . . . . . . ... ...
4.5.2 Baseline Solution . . . . . . ... ...

22
22
23
27
27

29

31
31
35
37
38
39
42
42
45
47
48
49
53
95

57
o8
60
64
64
67
68
70
72
73
75
76
79
80



Contents

4.5.3
4.5.4

4.5.5
4.5.6
4.5.7
4.5.8
4.5.9

Datasets . . . . . . . ...
Quality of Clustering Analysis in Synthetic Datasets
Including Ground Truth . . . . .. .. .. ... ...
Sensitivity Analysis with Respect to Various Parameters
Quality of Clustering Analysis in Real Datasets . . .
ReTraTree Maintenance . . . . . . . ... ... ....
I/O Performance . . . .. ... ... .........
Efficiency of QuT-clustering versus S?T-Clustering .

4.6 Summary . . o. ... e e

5 Time-Aware Subtrajectory Clustering in
Hermes@PostgreSQL
5.1 Introduction . . . . . . . .. . ... ... .
5.2  Major Modules and System Architecture . . . . . . . .. ..

5.2.1
5.2.2
5.2.3

S?T-Clustering . . . . . . . ..o v
QuT-Clustering . . . . . . .. ... ... ... ...
System Architecture . . . . .. .. ... ... ....

5.3 Demonstration of Results . . . . . ... ... ... .....

5.4 Summary . ... ..

Part III Distributed Algorithms and Techniques

6 Distributed Subtrajectory Join on Massive Datasets

6.1 Introduction . . . . . . . . . . ... ...
6.2 Problem Statement . . . . . . ... ... oL

6.2.1
6.2.2
6.2.3

A Closer Look at the Subtrajectory Join Problem . .
Properties of Subtrajectory Join . . . ... ... ..
Distributed Subtrajectory Join . . . . .. .. .. ..

6.3 The Basic Subtrajectory Join Algorithm . . . ... ... ..

6.3.1
6.3.2

Preliminaries . . . . . . . . ... ... ... ...
The DTJb Algorithm . . . ... ... ... .....

6.4 Subtrajectory Join with Repartitioning . . . . . . .. .. ..

6.4.1
6.4.2

Repartitioning . . . ... ...
The DTJr Algorithm . . . . . .. ... ... .....

6.5 Index-based Subtrajectory Join with Repartitioning

6.5.1
6.5.2

Indexing Scheme . . . . .. ... ... ... .....
The DTJi Algorithm . . . . . ... ... ... ....

6.6 Experimental Study . . . ... ... .. ... ... ... ..

6.6.1

Scalability . . . . . ... ... o 0oL

82
88
90
91
94
94
96

99

99
102
102
103
103
104
108

109

111
112
116
117
119
120
122
122
123
132
132
135
136
136
138
140
142

vii



Contents

6.6.2 Repartitioning and Load Balancing . . . . . . .. .. 144

6.6.3 Comparative Evaluation . . . . . ... ... ... .. 145

6.6.4 Sensitivity Analysis . . . . ... ... ... ... 146

6.6.5 Indexing . .. .. .. .. .. ... ... .. 148

6.7 Summary . . .. ... 149
Scalable Distributed Subtrajectory Clustering 151
7.1 Introduction . . . . . . .. ... ... L o 151
7.2 Problem Formulation . . . . .. ... ... ... ... .... 154
7.2.1 Similarity between (sub)trajectories . . . ... ... 154

7.2.2 A Closer Look to the Subtrajectory Clustering Problem 156

7.2.3 Distributed Subtrajectory Clustering . . . . . . . .. 158

7.3 Problem Solution . . . .. .. ... ... 0 oL 159
7.3.1 Overview . . . .. .. . ..o 159

7.3.2 Distributed Subtrajectory Join . . . .. .. ... ... 161

7.3.3 Distributed Trajectory Segmentation . . . . . . . . .. 161

7.3.4 Distributed Clustering . . . . . ... ... ... ... 166

7.4 Complexity Analysis . . . . . ... ... ... ... ..., 169
7.5 Experimental Study . . ... ... ... ... 170
7.5.1 Parameter Setting . . . ... ... ... ... 171

7.5.2 Comparison with related work . . . . ... ... .. 172

7.5.3 Performance and Scalability . . . . . ... ... ... 174

7.5.4 Sensitivity Analysis . . . ... ... 175

7.6 Summary . . ... e 177
Part IV Outlook 179
8 Conclusions 181
9 Ideas for Future Work 183
Bibliographical References 185
Curriculum Vitae 195

viii



List of Figures

1.1

2.1

2.2

2.3

2.4

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

4.1

The 2-D map of (a) SMOD and (b) CrossSection . . . . . .

(a) An example of a raw trajectory and (b) an example of
linear interpolation. . . . . . ... ... o oL,
(Examples of timeslice, spatiotemporal range and nearest-
neighbor queries [71]. . . . . . ... ... L L
An example of T-OPTICS result [56]: The algorithm is able
to separate four clusters (in black, green, blue, purple) as well
as detect a few outliers (in grey). . . . . . . ... ... ...
Overview of TRACLUS [71]. . .. .. ... ... ... ...

(a) a set of 4 trajectories; (b) the set split in 2 clusters (in red
and blue) and 5 outliers (in black). . . . . .. ... ... ..
The Trajectory Buffer T'By, (i.e. the sequence of the blue
MBBs) of a trajectory Tg. . . . . . . . oo o oo
The effect on (a) QMeasure, (b) SRD, (c) the discovered
number of clusters, when varying s_ buffer parameter around
its default value. . . . ... ... L L oo
Visualization of the clusters’ representatives provided by: ST-
Clustering in (a) 2D and (b) 3D, (¢) TRACLUS, when applied
to a subset of SMOD consisting of 2 patterns. . . . . . . . ..
Visualization of the clusters’ representatives provided by: ST-
Clustering in (a) 2D and (b) 3D, (¢) TRACLUS, when applied
to the entire SMOD consisting of 8 patterns. . . . .. . ..
Quality of S?T-Clustering w.r.t. number of clusters.
Comparing the performance of baseline solutions: (a) Baseline-
I; (b) Baseline-IL. . . . ... ... ... ... ... ...
Step-by-step execution time of S?T-Clustering: (a) voting over
IMISy; (b) segmentation/sampling/clustering over IMIS;; (c)
overall over IMISy; (d) voting over GeoLife. . . . ... . ..

Six trajectories, spanning in 2 days, split into daily chunks.

15

17

24
26

33

44

50

51

52

93

54

o6

65

ix



List of Figures

4.2
4.3

4.4
4.5
4.6
4.7

4.8

4.9
4.10

4.11

4.12

4.13
4.14
4.15
4.16

4.17

5.1

Overview of the ReTraTree indexing scheme. . . . . .. ..
Representatives of a chunk with two sub-chunks (dashed vs.
continuous polylines) organized in a temporal priority queue
of two groups (blue vs. red polylines). . . ... ... .. ..
Architectural aspects of ReTraTree.. . . . . . . . . ... ..
The representatives of the four sub-chunks. . . .. ... ..
QuT-Clustering results with W=[0, 100].. . . . . . . .. ..
The trajectories of the SMOD with additive noise of SNR = 50
db projected in (a) 2-D spatial space ignoring time dimension
and (b) spatiotemporal 3-D space. The trajectories of the
SMOD with additive noise of SNR = 30 db projected in (c)
2-D spatial space and (d) spatiotemporal 3-D space. (e) The
four outliers of the SMOD with additive noise of SNR = 50
db projected in 2-D spatial space ignoring time dimension. (f)
The four outliers of our synthetic MOD with additive noise of
SNR = 30 db projected in 2-D spatial space. . .. .. ...
The representative trajectories (i.e. clusters) discovered by (a)
S2T-Clustering (b) TRACLUS. . . . . ... .........
Quality of S? T-Clustering w.r.t. number of clusters. .
(a)-(c)-(e)-(g)-(i) Sum of Square Errors, (b)-(d)-(f)-(h)-(j) Ex-
ecution time, when varying the parameters of QuT-Clustering.
ngf r of QuT-Clustering and S% T-Clustering against batches
of varying lifespan (setting W to their whole lifespan): (a)
IMISg, (b) GeoLife. . . . . . ... ... . .o
Construction time of ReTraTree vs. 3DR-Tree (and execution
time of QuT-Clustering and S2 T-Clustering) against datasets
with increasing size: (a) IMISg, (b) GeoLife. . . . . . . . ..
Append of ReTraTree: (a) IMISg, (b) GeoLife. . . ... ..
Space requirements: (a) IMISq, (b) GeoLife. . . . . . . . ..
QuT-Clustering vs. S% T-Clustering (IMISy only): (a) blocks
read from disk, (b) hit ratio. . . . . . .. ... ...
Execution time of QuT-Clustering vs. S*T-Clustering by
varying the datasets’ lifespan (IMISq). . . . . . . . ... ..
Accumulated execution time of QuT-Clustering vs. S?T-
Clustering w.r.t. a bundle of queries of random lifespan (IMISs).

Interactive visual exploration of clustering results: map display
of clusters (top); evolution of cardinality of clusters over time
(middle); 3D shapes of cluster members (bottom).. . . . . . .

66

73
7
84
85

86

87
88

91

92
93
94
95

95



List of Figures

5.2

5.3

5.4

6.1

6.2
6.3
6.4
6.5
6.6

6.7
6.8
6.9

6.10
6.11

6.12
6.13

7.1

7.2
7.3

7.4

7.5

7.6
7.7

7.8

Architecture of the time-aware subtrajectory clustering module
implemented in Hermes@PostgreSQL. . . . . .. ... ... 105
Time-aware subtrajectory clustering in action: cluster rep-
resentatives from two different runs of S%T-Clustering are
visually compared by means of a 3D display. . . . . . .. .. 106
Time-aware subtrajectory clustering in action (cont.): holding
patterns performed by aircrafts are discovered and visualized. 107

(a) A pair of maximally “matching” subtrajectories and (b) a

breaking point r; and a non-joining point s5 w.r.t. r. . . . . 113
The DTJb algorithm in MapReduce. . . . . . .. ... ... 124
Join phase - The TRJPlaneSweep algorithm. . . . . . . .. 128
Output of Join and input of Refine phase. . . . . . ... .. 129
Refine procedure. . . . . . . . . .. ... ... ... 131
The DTJr algorithm in MapReduce: (a) Repartitioning step

and (b) Query step. . . ... ... o 134
Indexing Scheme of DTJi algorithm . . . . ... ... ... 136
Example of TRJPlaneSweep’. . . . . . . . .. ... .. ... 140
Scalability analysis varying (a),(b) the size of the dataset and

(c),(d) the number of nodes. . . . . ... ... ........ 142
(a) Repartitioning cost and (b) Load balancing . . . . . . . 144
Comparative evaluation between DTJi and SJMR . . . . . 146
Sensitivity analysis varying (a) €, (b) €sp and (c) ot . . . . 147

(a) Index construction time, (b) Index size and (c) Effect of €, 148

(a) Six trajectories moving in the xy-plane and (b) 4 clusters

(red, blue, orange and purple) and 2 outliers (black). . . .. 152
A pair of “matching” subtrajectories (r4g8,537). . . . . . .. 157
The DSC algorithm. (Job 1) DTJ and Trajectory Segmenta-
tion and (Job 2) Clustering and Refine Results. . . . . . . . 160
(a) Five trajectories A - B, A - C, A — D, C — B and
D — B, (b) TSA; segmentation, (c) T'SAy segmentation . . 162
The two consecutive sliding windows W7 and W used by the
segmentation algorithms. . . . . . . . ... ... 163
Identified clusters by (a) T-OPTICS and (b) DSC . . . . . 173
Comparison of the RMSE metric between DSC, S T-Clustering
and TraClus . . . . . . . . . . . . . e 174

Scalability analysis varying the size of the (a) AIS Brest and
(b) SIS dataset and the number of nodes over the (c)AIS Brest
and (d) SISdataset . . . . . ... ... L. 175

xi



List of Figures

7.9 Sensitivity analysis in terms of execution time of (a) the AIS
Brest and (b) the SIS dataset and in terms of RMSE of (c)
the AIS Brest and (d) the SIS dataset . . . . ... ... ..

xii



List of Tables

1.1
1.2

3.1
3.2
3.3

4.1
4.2
4.3

6.1
6.2
6.3

7.1

Synthetic Datasets Summary . . . . ... ... ... .... 10
Real Datasets Summary . . . . . ... ... .. ... ... .. 11
Table of Symbols used in Chapter 3 . . . . ... ... ... 35
Dataset Statistics . . . . . . . .. ... 48
The ground truth hidden in SMOD . . . . . ... ... ... 49
Table of Symbols used in Chapter 4 . . . .. ... ... ... 61
Dataset Statistics . . . . . . . . . ... L 82
The ground truth hidden in SMOD . . . . . . ... ... .. 83
Table of Symbols used in Chapter 6 . . . .. ... ... .. 117
Comparison between the proposed solutions . . . . .. . .. 122

Parameters and default values (in bold) used in the experi-
mental study of Chapter 6 . . . . . ... ... ... ...... 141

Parameters and default values (in bold) used in the experi-
mental study of Chapter 7 . . . . . .. .. ... ... ..... 171

xiii






Acronyms

AIS Automatic Identification System (radio navigation)
API Application Program Interface

DBMS DataBase Management System

DTW Dynamic Time Warping

GiST Generalized Search Tree

GPS Global Positioning System

GPU Graphics Processing Unit

GUI Graphical User Interface

HDFS Hadoop Distributed File System

KDD Knowledge Discovery in Data

LBS Location-Based Services

LCSS Longest Common SubSequence

MBB Minimum Bounding Box

MOD Moving Objects Database

MR MapReduce

ORDBMS Object-Relational DataBase Management System
RDBMS Relational DataBase Management System
SQL Structured Query Language

VA Visual Analytics

XV






Setting the Scene






I} Introduction

During the recent years, the proliferation of GPS enabled devices has led
to the production of enormous amounts of mobility data. This “explosion”
of mobility data generation has posed new challenges in the data manage-
ment community, in terms of storage, querying, analytics and knowledge
extraction out of such data. In this chapter, we introduce the problem
under consideration, provide the motivation, and present some interesting
application scenarios. Furthermore, we present the challenges faced and the

contributions of this thesis. Finally, we provide the thesis organization.

1.1 Motivation

During the past two decades, the field of Moving Object Databases (MODs)
has emerged for the efficient management of such data, by exploiting existing
extensible DBMSs [19, 66]. By doing so, we tackle the problem of storage,
querying and indexing. However, knowledge discovery techniques, such
as cluster analysis, are not treated as an integral part of MODs. What
actually happens is that the data are exported from the MOD to an ad-hoc
implementation and subsequently the results are re-imported to the MOD.
Treating knowledge discovery techniques, such as cluster analysis, as an
integral part can be practical and useful in real-world application scenarios,
where where issues like the ease of use use (e.g., via a simple SQL interface)
are taken into consideration. Therefore, we argue that this is an important
step towards bridging the gap between MOD management and mobility data
mining, as state-of-art approaches [52, 99, 35] could make use of the efficiency
and the advantage of our proposal to execute in-DBMS clustering via simple

SQL.
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Trajectory clustering is an important operation of knowledge discovery from
mobility data. The research so far has focused mainly in methods that aim
to identify specific collective behavior patterns among moving objects, such
as [48, 45, 44, 60, 51, 50, 92, 107, 28]. However, this kind of approaches
operate at specific predefined temporal “snapshots” of the dataset, thus
ignoring the route of each moving object between these sampled points.
Another line of research, tries to identify patterns that are valid for the
entire lifespan of the moving objects [56, 67, 21, 79]. However, discovering
clusters of complete trajectories can overlook significant patterns that might
exist only for some portions of their lifespan. Subtrajectory clustering is a
typical cluster analysis problem, where the goal is to segment trajectories
and discover clusters of subtrajectories. Finding a solution to the above
described subtrajectory clustering problem is challenging; what is even more
challenging, is how one can support incremental and progressive cluster
analysis in the context of dynamic applications, where (i) new trajectories
arrive at frequent rates, and (ii) the analysis is performed over different
portions of the dataset, and this might be repeated several times per analysis
task.

However, performing advanced knowledge discovery operations, such as
subtrajectory clustering (e.g., [70, 49, 3]), over immense volumes of data
in a centralized way is far from straightforward. This calls for parallel
and distributed algorithms that address the scalability requirements. The
bottleneck of these approaches is that their computation raises efficiency
issues due to the fact that all of them are actually based on a spatiotemporal
similarity join query. Repeated multidimensional range queries, which are
found in the core of a large class of knowledge discovery algorithms can be
transformed equivalently in a similarity self-join. Joining trajectory datasets
is not only the cornerstone of various methods that aim to identify different
kinds of mobility patterns (group behavior, etc.), but is also a significant
operation in mobility data analytics with a wide range of applications, such
as, carpooling, suspicious movement discovery etc. It is obvious that the
need for overcoming this bottleneck becomes more imperative in the era
of Big Data, which calls for parallel and distributed solutions that scale
beyond the limitations of a single machine. In this context, one challenge
is how to partition the data in such a way so that each node can perform
its computation independently, thus minimizing the communication cost
between nodes, which is a cost that can turn out to be a serious bottleneck.
Another challenge, related to partitioning, is how to achieve load balancing,
in order to balance the load fairly between the different nodes. Yet another



1.2. Application Scenarios

challenge is to minimize the iterations of data processing, which are typically
required in clustering algorithms.

1.2 Application Scenarios

To facilitate the discussion about the importance of this thesis and its impact
in our society, let us cite some interesting application scenarios.

To begin with, let us consider the trajectory join operation. For instance,
in the urban traffic domain, carpooling is becoming increasingly popular.
More concretely, consider a mobile application which tries to match users
that can share a ride based on their past movements. Here, given a set of
trajectories we want to find all the pairs of users that can share a ride for
a portion of their everyday routes without significantly deviating (spatially
and temporally) from their daily routine (i.e. retrieve all pairs of maximal
subtrajectories that move close in space and time).

Another interesting scenario concerns the identification of suspicious move-
ment by a governmental security agency. For instance, given a set of trajec-
tories that depict the movement of suspicious individuals, we would like to
retrieve all the pairs of moving objects that move “close” to each other for
a duration that exceeds a threshold (moving together for small periods of
time could be considered as coincidental) as candidates for illegal activity.
In the maritime domain, suspicious group movements of vessels is also of
great interest, since they might indicate e.g., illegal transshipment activity.

Trajectory segmentation techniques [62, 70], can directly benefit from the
subtrajectory join query since their input, for each trajectory, is the spa-
tiotemporal neighbourhood of each object. Moreover, such a query is in fact
the building block for a number of operations than aim to identify mobil-
ity patterns, such as co-movement patterns (e.g., flocks [37], convoys [44],
swarms [51]).

An even more challenging problem is that of subtrajectory clustering [70, 3].
An interesting application scenario of subtrajectory clustering is network
discovery, where given a set of trajectories (e.g from the maritime or the
aviation domain) we want to identify the underlying network of movement
by grouping subtrajectories that move “close” to each other and use cluster
representatives/medoids as network edges.
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An additional valuable application scenario of subtrajectory clustering is
predictive analytics over mobility data, where the goal is the extraction
of valuable knowledge from data and its utilization in order predict future
behavioural patterns (i.e. movement) [74, 73]. The general idea is first to
identify popular mobility patterns, either global (for the whole dataset) or
local (for each moving object separately), by employing some subtrajectory
clustering technique that also provides the cluster representatives. Then,
when some new position of a moving object is reported, the goal is to try
to “match” the new portion of movement with the most similar historical
patterns and employ this pattern in order to predict its future location.

Another application of great interest, is that of interactive mobility data
exploration and analysis, which can aid/facilitate mobility analysts, in e.g.
urban planning and traffic analysis applications. To achieve this, we demon-
strate how a MOD engine, built on top of an extensible DBMS, can efficiently
incorporate advanced mobility data analytics methods. In more detail, we
demonstrate the feasibility of progressive time-aware analytics, in terms of
allowing a data analyst to select different time periods to perform his/her
analysis, without being obliged to apply from scratch costly preprocessing or
iterative clustering procedures.

1.3 Challenges

Concerning the challenges that arise when dealing with the aforementioned
problems, the problem of subtrajectory clustering is shown to be NP-Hard
(cf. [3]). In addition, the objects to be clustered are not known beforehand,
but have to be identified through a trajectory segmentation procedure. Efforts
that try to deal with this problem in a centralized way do exist [49, 70, 3],
however, applying centralized algorithms for subtrajectory clustering over
massive data in a scalable way is far from straightforward. This calls for
parallel and distributed algorithms that address the scalability requirements.
In this context, one challenge is how to partition the data in such a way so
that each node can perform its computation independently, thus minimizing
the communication cost between nodes, which is a cost that can turn out to
be a serious bottleneck. Another challenge, related to partitioning, is how
to achieve load balancing, in order to balance the load fairly between the
different nodes. Yet another challenge is to minimize the iterations of data
processing, which are typically required in clustering algorithms.
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Concerning the trajectory join problem, there have been some efforts to
tackle variations of this problem in a centralized way [9, 11, 17]. However,
the problem definitions of these approaches differ from one another and are
not general enough in order to capture different kinds of mobility patterns.
Moreover, in [10, 9] they make the assumption that all the trajectories have
the same number of points and that these points are synchronized between
any two given trajectories, which is not realistic in real life applications
and requires a preprocessing step that can be prohibitive when dealing with
Big Data. In addition, in [17] the definition of the trajectory join is not
symmetric. However, these solutions discover pairs of entire trajectories and
cannot identify matching subtrajectories. In [10], all pairs of “matching”
(with respect to a spatial threshold) subtrajectories of exactly ot duration are
retrieved, where the goal is to identify maximally “matching” subtrajectories,
which is vital for exploiting the output in subsequent steps, e.g., the mining
operations mentioned above. Moreover, applying these centralized solutions
to a parallel and distributed environment is not straightforward and is often
impossible if radical changes to the methods/algorithms do not take place,
since there are several non-trivial issues that arise. For instance, how to
partition the data in such a way so that each partition can be processed
independently and be of even size. As another example, assuming that all
the nodes in the cluster have similar processing power, in order to achieve
the fastest execution of an algorithm the load must be balanced among the
nodes. Furthermore, due to the read/write cost from/to the disk, the number
of reads and writes should be minimized and ideally the whole procedure
should be performed in “one pass”.

1.4 Contributions

The contributions of this thesis are summarized below:

e We propose 5% T-Clustering, an efficient in-DBMS sampling-based sub-
trajectory clustering algorithm. We implement S? T-Clustering as a
query operator in an extensible DBMS, namely PostgreSQL, based
on access methods that exploit on the GiST indexing extensibility
interface.

e We introduce the temporal-constrained subtrajectory cluster analysis
problem, we design ReTraTree, an efficient indexing scheme for large
dynamic MODs, which is based on representative trajectories found
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in the dataset. As a solution to the problem under study, we devise
QuT-Clustering, a subtrajectory clustering algorithm running as simply
as a query operator upon ReTraTree.

e We propose an architecture that builds upon the aforementioned sub-
trajectory clustering approaches in order to enable interactive mobility
data exploration and analysis by utilizing a MOD engine built on top
of extensible DBMS.

e We formally define the problem of Distributed Subtrajectory Join pro-
cessing, investigate its main properties, and present a well-designed
algorithm, called DTJb, and two improvements, namely DTJr and
DTJi, which extends DTJr by exploiting an indexing scheme that

speeds up the computation of the join.

o We formally define the problem of Distributed Subtrajectory Clustering,
propose two neighborhood-aware trajectory segmentation algorithms
and design an efficient and scalable solution for the specific problem.

o We perform an extensive experimental study, with both synthetic and
real datasets from different mobility domains (urban, aviation and
maritime) to evaluate the effectiveness and efficiency of the proposed
algorithms.

1.5 Datasets

The synthetic and real datasets that were used throughout this thesis are
the following.

1.5.1 Synthetic Datasets

SMOD - Synthetic MOD (SMOD) consists of 400 trajectories and is
used for the ground truth verification in Chapters 3 and 4. The scenario of
the synthetic dataset is the following: the objects move upon a simple graph
that consists of the following destination nodes (points) with coordinates:
A(0,0), B(1,0), C(4,0) and D(2,1). Half of the objects move with normal
speed (2 units per second) and another half move with high speed (5 units
per second). Figure 1.1 illustrates the 2D map of the SMOD consisting of
three one-directional (A — B, B — D, D — (') and one bi-directional road
(B <> C). All objects move under the following scenario, for a lifetime of 100
seconds:
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e (normal movement — 99% of the trajectories) All objects start from
point A towards point B; the high-speed objects start at t = 0 sec and
the normal-speed objects start at t = 20 sec. When an object arrives
at B, it ends its trajectory with a probability of 15%; otherwise, it
continues with the same speed to the next point. If there exist more
than one option for the next point, it decides randomly about the next
destination.

e (abnormal movement — 1% of the trajectories) A few outlier objects
follow a random movement in space (other than these roads) with a
speed that is updated randomly.

A(0,0) }B( 10) Y
o——0. + @ C(4,0)

-05 0 05 1 15 2 25 3 35 4 45
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//’\D
A
(b)

Figure 1.1: The 2-D map of (a) SMOD and (b) CrossSection

CrossSection consist of 409 trajectories and is used for the ground truth
verification in Chapter 7. The scenario of the synthetic dataset is the following;:
the objects move in the xy-plane in six predefined origin-destination pairs.
More specifically, as illustrated in Figure 1.1, these pairs are A - B, A — C,
A—- D, B— A B — Cand B — D. The trajectories have the same
starting time and similar speed.

Table 1.1 summarizes the basic statistics of the synthetic datasets that were
employed in this thesis.
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Table 1.1: Synthetic Datasets Summary

Statistic SMOD CrossSection
# Trajectories 400 409
# Points 35273 2573
Dataset Duration 120 seconds 23 seconds

1.5.2 Real Datasets

IMIS' is a real dataset which consists of 699,031 trajectories of ships moving
in the Eastern Mediterranean for a period of 3 years. This dataset contains
approximately 1.5 billion records, 56GB in total size. This dataset was
collected through the Automatic Identification System (AIS) through which
ships are obliged to broadcast their position for maritime regulatory purposes.

IMIS; is a subset of IMIS consisting of the trajectories of 637 ships moving
in the Greek seas for one week.

IMIS, is also a subset of IMIS consisting of the trajectories of 2,181 ships
sailing in the Eastern Mediterranean for one week.

Brest?[76] is a 650MB publicly available AIS dataset of vessels moving in
the wider Brest area, consisting approximately of 3.65 x 10° trajectories that
correspond 17 x 10° points.

GeolLife [110] consists of the trajectories of 178 users in a period of more
than four years; this dataset represents a wide range of movements, including
not only urban transportation (e.g., from home to work and back) but also
different kinds of activities, such as sports activities, shopping, etc.

SIS? is a 27GB proprietary insurance dataset of moving objects around
Rome and Tuscany area, that contains approximately 2.2 x 107 trajectories
that correspond to 7.2 x 10® points.

LondonLanding is a dataset from the aviation domain that consists of
1118 flights approaching airports of the London metropolitan area.

Table 1.2 summarizes the basic statistics of the real datasets that were
employed in this thesis.

'IMIS dataset has been kindly provided by IMIS Hellas for research and educational
purposes. It is available for downloading at http://chorochronos.datastories.org

2https://zenodo.org/record /11675954 XKHTyaRRVPa

3This private dataset was kindly provided by Gruppo Sistematica SpA
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Table 1.2: Real Datasets Summary

Statistic | # Trajectories | # Points | Area Dataset
Duration
IMIS 699031 1.5x10° | Eastern 3 years
Mediterranean
IMIS; 5110 443657 | Greece 1 week
IMIS, 5110 449680 | Eastern 1 week
Mediterranean
Brest 365000 17 x 10 | Brest 6 months
GeolLife 18668 24 x 10° | China and | 4 years
USA
SIS 2.2 x 107 7.2 x 103 | Rome and Tus- | 2.5 years
cany
London 1118 95396 London 3 days
Landing

1.6 Thesis Organization
The rest of this thesis is organized as follows:

Chapter 2 presents some background knowledge and a literature review on
the topics of this thesis.

Part II deals with in-DBMS solutions to problems related with the manage-
ment and mining of mobility data. More specifically, Chapter 3 introduces
S2 T-Clustering [70], an efficient in-DBMS sampling-based subtrajectory clus-
tering algorithm. Subsequently, Chapter 4 presents an efficient indexing
scheme for large dynamic MODs, called ReTraTree, along with a query
operator upon ReTraTree, which tackles the problem of temporal-constrained
subtrajectory cluster analysis [69]. Chapter 5 introduces an architecture that
builds upon the solutions presented in Chapters 3 and 4 in order to enable
interactive mobility data exploration and analysis.

Inspired by the limitations of the approaches that were presented in Part II
and under the light of the Big Data era and the immense volumes of generated
data, Part IIT deals with the management and mining of mobility data in
a distributed way. In more detail, Chapter 6 presents an efficient load
balanced, index-based solution to the problem of Distributed Subtrajectory
Join processing, which is the cornerstone of various methods that aim to
identify different kinds of mobility patterns. Chapter 7, presents an efficient
and scalable solution for the problem of Distributed Subtrajectory Clustering,

11
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which builds upon the findings of Chapter 6.

Finally in Part IV we conclude the thesis. In particular, in Chapter 8 we
summarize the thesis and in Chapter 9 we discuss future work directions.

12



] Background

In this chapter, we provide an overview of the topics related to this thesis
and a survey of the related work. Initially we discuss the key concepts in
mobility data management, such as modelling, storing, querying and indexing
mobility data. Subsequently, we provide an extensive literature review on
joining trajectory datasets, which is a significant operation in mobility data
analytics and the cornerstone of various methods that aim to identify different
kinds of mobility patterns. We then discuss about mobility data mining
methods, such as co-movement and sequential patterns, trajectory clustering
and data-driven predictive analytics.

2.1 Fundamentals

During the recent years, the proliferation of GPS enabled devices has led to
the production of enormous amounts of mobility data. This “explosion” of
data generation has posed new challenges in the data management community.
In this chapter we present the fundamentals about mobility data.

2.1.1 About Mobility Data

Mobility data refers to data, representing the movement of objects, like people,
animals, cars, vessels, aircrafts, hurricanes etc. It is important to clarify
from the very beginning that ‘location’ mentioned in the previous examples
varies in size and resolution; it could vary from points (for instance, locations
recorded by GPS devices are points with a tolerance of a few meters) to a
very broad area (for instance, locations recorded by mobile phone providers
could be regions of several sq.km. area). This inaccuracy in positioning is

13
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not necessarily a problem. It depends on the application whether an area of
order of sq.km. is adequate positioning or the object should be identified
within no more than a few meters. For example, resolution of a few meters
is mandatory for effective navigation (where the road signs and turns are
in front of us); on the other hand, answers to information services, such as
localized weather report may be valid for a resolution of several km. Due
to its popularity and its high accuracy with respect to ‘location’ recorded,
hereafter we focus on GPS data.

Concerning the analysis of mobility data, mobility data analytics aim to
describe the mobility of objects, to extract valuable knowledge by revealing
motion behaviors or patterns, to predict future mobility behaviors or trends
and in general, to generate various perspectives out of data, useful for
many other scientific fields. To serve its purpose, mobility data analytics
follows a series of steps. Having assured the collection and efficient storage
of mobility data, the next step for an analyst is to familiarize with the
mobility data by employing a number of techniques (e.g., statistics, data
visualization and visual analytics) to form a compact and complete picture
of the available mobility data. Afterwards, the analyst, depending on the
application requirements, proceeds to the appropriate preprocessing steps.
The goal is to bring mobility data in a form that serves its later usage by
various processes and algorithms that respond to the given questions. Data
preparation is essential for successful mobility data analytics, since low-
quality data typically result in incorrect and unreliable conclusions. Finally,
mobility data are ready for the application of knowledge extraction methods
that will satisfy the given application requirements. There are already several
analytical methods and algorithms available from the scientific community
and an analyst has the capability either to employ some of the existing
techniques or implement some ad-hoc solutions that better serve the problems
needs.

2.1.2 Modeling Mobility Data

Due to discretization, a moving object is represented by a trajectory, which
is a sequence of sampled time-stamped locations (p;, t;) where p; is a 2-
dimensional point—pair (z;, y;) — and ¢; is the recording timestamp of p;, as
illustrated in Figure 2.1(a). In order to simulate the continuous movement of
objects, a common representation of a trajectory is a 3-dimensional polyline
where vertices correspond to time-stamped locations (p;, t;) and linear
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interpolation is assumed between (p;, t;) and (pi+1, ti+1), as depicted in
Figure 2.1(b).

- ~ -

7
(pit) (Pis15tie1) : ’ ’
= T

(b)

Figure 2.1: (a) An example of a raw trajectory and (b) an example of linear
interpolation.

The basic assumption followed by this formula is that the velocity vector
(i.e., speed and direction) remains constant during time interval [t;,¢;y1),
which (unfortunately) results in discontinuous evolution of those movement
parameters, exactly at the recorded timestamps ¢;. The result of the above
discussion is that the “trajectory” of a moving object can be modeled ac-
cording to the concept of sliced representation: this model decomposes the
temporal development of a value into fragments called ‘slices’, such that

within a slice this development can be described by some kind of “simple
function.

The above discussion assumes movement in the (unconstrained) Euclidean
space. However, in several applications, moving objects are assumed to move
along transportation networks. Formally, a transportation network is modeled
as G = (V,E), where V is a set of m vertices {v1,va,..., vy}, representing
e.g., road junctions, and E C V x V is a set of n edges {e1,e2,...,en},
with each edge connecting two vertices, vf,.om and vy, and representing
e.g., routes between road junctions. Following this, a trajectory can be
modeled as a sequence of edges and/or vertices along with some offsets and
the corresponding time.

2.2 Mobility Data Management

An integral part of any mobility data analytics effort is to assure the collection
and efficient storage of mobility data. Towards this direction there have
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been proposed several mobility-aware queries and the corresponding indexing
structures to ensure their efficient execution. Moreover, there have been
some efforts to integrate such functionality with real world RDBMSs.

2.2.1 Querying Mobility Data

According to [71], queries over mobility data can be classified queries as
location-oriented versus trajectory-oriented queries with the distinction em-
phasizing on the assumed model of trajectory objects: the former considers
movement as a sequence of sampled points whereas the latter considers

movement as a continuous evolution (trajectory).

Location-oriented queries are essentially spatial, though taking into consider-
ation that the spatial objects are changing their locations with time. Typical
examples include:

e Continuous Nearest Neighbor (CNN) query: CNN query retrieves the
nearest (among a set of candidate points) of every location on a polyline
(actually, the trajectory of a moving object from a starting to an ending
point).

e Sequenced Route (SR) query: SR query finds the shortest path from a
starting s to an ending point e, visiting a sequence of facilities from a
set of facility classes.

Trajectory-oriented queries are the most popular in MOD literature and can
be broken down to coordinate-based and trajectory-based queries.

Coordinate-based queries, are focused in filtering the trajectory database
setting conditions on the (space- and/or time-) coordinates of the segments
that compose the trajectories. Figure 2.2 illustrates these types of queries.

Such queries are:

e timeslice queries,
e spatiotemporal range queries and

e nearest-neighbor queries in three versions, point NN, trajectory NN,

and historical continuous point NN.

16



2.2. Mobility Data Management

A J

Figure 2.2: (Examples of timeslice, spatiotemporal range and nearest-
neighbor queries [71].

On the other hand, in trajectory-based queries, it is essential to have knowledge
of the entire trajectory (or, at least, a subtrajectory of it) in order to be
able to provide the answer, e.g., “find the trajectories that are the most
similar to a given trajectory”, as well as topological and navigational queries
with respect to a stationary object, e.g., “find the trajectories that entered
(crossed, left, bypassed, etc.) a given region during a given time interval” and
“...were located west of (south of, etc.) a given region ...", respectively) as
well as their counterparts when the reference object is another trajectory
(“find the trajectories that met (followed, were in front of, etc.) a given
trajectory”).

Moreover, combined coordinate- and trajectory-based queries are expected
to be of great interest in MOD. Consider the following example: “find
trajectories that entered a given region during a given time interval, stayed
inside the region for a given time period, and then left the region at a speed
higher than a given speed threshold”. For sure, interesting query processing
issues arise here. Last but not least, an emerging family of trajectory-oriented
queries is motivated by traffic analysis; examples include path queries (“find
the trajectories that have moved along an entire path”) and traffic queries
(“find places on the road network where traffic jams appear”), etc.

2.2.2 Indexing Mobility Data

The ubiquity of R-trees in spatial databases has been expanded also in the
domain of mobility data. To name but a few representative approaches, the
3D-Rtree for the purposes of spatiotemporal indexing was proposed in [94],
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while it was adapted to organize trajectories of moving objects in [75], where
the TB-tree and STR-tree were introduced. The overhead introduced by
representing trajectory segments as MBBs in a R-tree like structure was
studied in [39]. MV3R-tree [93] is another efficient proposal for indexing
the past movement of mobility data, consisting of a multi-version R-tree
(extending the idea of multi-version B-tree) and a small auxiliary 3D-Rtree
pointing to the leaf nodes of the former. A recent approach in trajectory
indexing includes TrajStore [18], which is actually a storage scheme consisting
of distinct spatial and temporal indexes. PA-tree [58] is a parametric index
that organizes the coefficients of continuous polynomials approximating
movement functions. All the above state-of-the-art indexing techniques make
use of clustering methods so as to take advantage of their properties in the
organization of the data (e.g., improve the compactness of the MBBs in
R-tree-like structures).

2.2.3 In-DBMS Mobility Data Management

During the past decade, the field of MOD has emerged as a strong candidate
for the efficient management of trajectory data exploiting on the robust archi-
tecture of extensible DBMS; Secondo [19], Hermes [66] and MobilityDB [111]
are typical examples of this paradigm. Nevertheless, extending a DBMS does
not reduce the complexity of understanding their concurrency and recovery
protocols, and as such, does not reduce the implementation effort of an
external access method when compared to a built-in one, assuming that
identical levels of concurrency, robustness and integration are desired [46].
Actually, complexity is the main reason that almost none of the numerous
access methods for mobility data that have been proposed in the litera-
ture, [39, 75, 92] to name but a few representatives, have been integrated in
a real Object-Relational DBMS. Even GiST [40], which has been proposed
to provide access method extensibility has only recently started to be used
in the context of mobility data by Hermes@PostgreSQL [98] and Mobili-
tyDB [111]. Mainly due to the above reasons, although a lot of research has
been carried out in the field of MOD regarding efficient indexing and query
processing, almost no related work exists in the field of mobility data mining

in-DBMS [72].
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2.3 Joining Trajectories

Joining trajectory datasets is a significant operation in mobility data analytics
and the cornerstone of various methods that aim to identify different kinds of
mobility patterns (group behavior, etc.). Trajectory joins are closely related
to three topics in the spatial and spatiotemporal database management
literature. These are, (a) centralized trajectory joins, (b) distributed spatial
and multidimensional joins, and (c) distributed trajectory joins. Moreover
trajectory joins can be categorized in distance joins, k-nn joins and similarity
joins.

2.3.1 Distance Join

In [9] the effort focuses in identifying pairs of trajectories that move close
enough, with respect to a spatial threshold, during a user specified temporal
window, which is kind of limiting, since it might be of interest to identify
“matches” of different duration (at least 6t) during the whole lifespan of the
datasets. Furthermore, in [9], no temporal tolerance is considered which
can lead in missing pairs of trajectories that move with some temporal
displacement. In [11], the authors try to solve the same problem in a
streaming environment. In [10] the authors extend their work by not binding
to the temporal dimension the interval in which two trajectories should move
“together”. Hence, all pairs of “matching” (with respect to a spatial threshold)
subtrajectories of exactly 6t duration will be returned. This definition,
although more general, it still suffers from the rest of the aforementioned
problems. Moreover, in these approaches there is an assumption made, that
all trajectories have the same number of points which are synchronized.
However, an assumption like that is not realistic in real life scenarios and
supposes a preprocessing step that can be prohibitive when dealing with
Big Data. A slightly different definition is provided in [17] where the goal is
to identify all pairs of moving objects that, for some time intervals, move
closer than a given spatial threshold. Here, the duration of the “matches”
is not fixed. However, the trajectory join definition, here, is asymmetric
and time relaxation is not considered, so the distance between two objects
refers to their distance at the same time point t. Furthermore, the minimum
duration of the “matches” cannot be limited which can lead to pairs with very
small duration that might not be useful for some applications. Finally, the
solution provided is focused to an instantiation of the problem, called Window
Trajectory Distance Join, which limits the problem to a user-specified time
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window.

2.3.2 k-nn Join

More specifically, [104] and [100] address the problem where given a refer-
ence trajectory and an integer k they want to discover the k£ most similar
trajectories to the reference trajectory. This is achieved by broadcasting the
input trajectory to all the nodes and calculating the LCSS distance. The
problem of k-nn join by using the MapReduce framework is tackled in [29].
More specifically, given two sets of trajectories R and M, an integer k and
a time interval [ts, t¢], the algorithms proposed there return the k nearest
neighbors from R for each object in M during this interval. In more detail, a
five step procedure (five MR jobs) is adopted where the data are reprocessed,
subtrajectories are extracted, the time dependent upper bound is computed,
candidates are found and the trajectories are joined. Similarly, in [100] given
a query trajectory they try to find the k most similar ones.

2.3.3 Similarity Join

A similar but different problem is the one of trajectory similarity join, where
the goal is to retrieve all pairs of trajectories that exceed a given similarity
threshold as in [88] and [22]. However, both of them return as a result pairs
of trajectories and not subtrajectories. An approach very similar to ours
is presented in [13], where, given a pair of trajectories they try to perform
partial matching, finding the most similar subtrajectories between these
two trajectories. Different variations of the problem are presented, where
the duration of the “match” is specified beforehand or not. Nevertheless,
the problem in [13] is not a join operation and temporal tolerance is not
considered. To sum up, all of the above approaches are centralized and
applying them to a parallel and distributed environment is non-trivial.

Recently, the algorithms proposed in [80, 81] find all pairs of network-
constrained trajectories that exceed a similarity threshold in a parallel
manner. However, the parallelization proposed there handles each trajectory
separately by assuming that all data need to be replicated for each trajectory,
which makes such a solution inapplicable to the Big Data setting. Finally,
these approaches (a) assume that the underlying network is known, which is
not something trivial in some domains (e.g., maritime or aviation) and (b)
work at the entire trajectories and cannot identify matching subtrajectories.
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2.3.4 Spatial & Multidimensional Joins

A special class of joins which is very relative to our problem is that of
spatial join. There have been several efforts to tackle this issue using the
MapReduce framework. In particular, [105], which is based on the traditional
PPBSM algorithm [64], partitions the input data into small evenly disjoint
tiles at Map stage and joins them at Reduce stage by further partitioning
the data into strips and performing a plane sweeping algorithm along with a
duplication avoidance technique. [105] uses no indexes and is a non-invasive
approach to the underlying system. Instead, it performs an in-memory
Reduce-side Join. As far as it concerns objects that intersect with more than
one partitions, these are replicated to each of the partitions that overlap
and proper care is taken in order to avoid duplicate results. Other works
that try to deal with the problem of spatial join by using the MapReduce
framework are presented in [84], [5], [26] and [77]. In more detail, [5] first
partitions the data by focusing on recursively breaking high density tiles into
smaller ones. Objects that exceed the borders of a partition are replicated
and a post-processing step is employed in order to eliminate duplicate results.
The join process takes place at the Reduce phase by utilizing the R*-Tree
indexes that are created and loaded in-memory at query time for each of
the relations. Another system that copes with the problem of spatial join
is [26]. This approach first re-partitions the data by taking into account
load balancing and spatial locality. In more detail the data are sampled
and an index (Grid File, R-Tree or R+-Tree) is created which will set the
boundaries of each partition. During, the re-partitioning phase global and
local indexes are created and stored in HDFS. The join takes place in the
Map phase by utilizing the local indexes. Concerning borderline objects, a
duplicate avoidance method is applied. An approach that enhances [26] with
the functionality of identifying closest pairs of points is presented in [34].

Multidimensional similarity join is also related to our work. In [87, 86]
the problem of distance range join is studied, which is probably the most
common case of similarity join. In this approach the data is iteratively
partitioned similarly to the Quickjoin algorithm [43], which results in having
multiple MR jobs in order to get the final results. The problem of high
dimensional similarity joins on massive datasets using MapReduce is tackled
in [54]. In [78] the problem of e-distance similarity self-join on vector data
is tackled by employing in the Map phase a fixed size grid with cell width
€ and assign the data to the corresponding cells. In order to compute the
e-neighborhood of each cell only the adjacent cells are needed. In order to
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reduce the replication of data they avoid taking into account all the adjacent
cells. Despite this, the algorithm used to perform the join in the Reduce
phase is still a Nested Loop Join. [32] is an extension of [78] for medium- to
high-dimensional spaces where the full d-dimensional space is broken down
to k dimension groups, the join is performed in each group and then the
results are merged. Unlike [78], they try to cope with the skewness of data
by starting with a very fine grid and merging cells until a balanced grid is
created. Similarly to [78] the join process is still a Nested Loop Join.

2.4 Mining Mobility Data

In recent years, an increased research interest has been observed in knowledge
discovery out of mobility data. Towards this direction, several mining
methods have been proposed, which can be categorized to co-movement
pattern discovery, trajectory clustering, sequential patterns and periodic
patterns.

2.4.1 Co-movement Pattern Discovery

An interesting line of research includes works that aim to discover several
types of collective behavior among moving objects, forming a group of objects
that moves together for a certain time period. One of the first approaches in
this direction introduced the concept of flocks. A flock [48, 12, 96] in a time
interval I, where I spans for at least k& successive timepoints, consists of at
least m objects, such that for every timepoint in I, there is a disk of radius r
that contains all m entities. If the objects change during the given interval,
a kind of varying-flock is formed. Based on this idea, the notion of a moving
cluster was introduced [45], which is a sequence of clusters ¢y, ..., ¢, such
that for each timestamp 4, ¢; and ¢; 1 share a sufficient number of common
objects. An extension of the flocks pattern is the convoy pattern [44, 60] that
is a group of objects that has at least m objects, which are density-connected
with respect to a distance threshold e, during k£ consecutive timepoints.
However, trajectories of real-world moving objects may meet together at
some, nevertheless non-consecutive timepoints. To meet this real-world
requirement, a swarm[51] is a collection of moving objects with cardinality
at least m, that are part of the same cluster for at least k timepoints. It is
important to note that the k timestamps are not required to be consecutive.
The traveling companion [92] pattern is an approach for the online detection
of convoy and swarm patterns from trajectories that arrive as a stream to
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the system. The gathering pattern [107, 108] relaxes the constraints of the
above-mentioned patterns by allowing the membership of a group to evolve
gradually. Each cluster of a gathering should contain at least p participators,
which are the objects appearing in at least ¢ clusters of this gathering. The
gathering pattern is used to detect events, thus, it requires that the region
and its shape where the gathering takes place is more-or-less stable. Another
approach that relaxes the globally consecutive timestamp constraint is the
platoon pattern [50], which only requires that the timestamps are locally
consecutive. In other words, platoon patterns allow gap(s) in timestamps,
but the consecutive time segments must have a minimum length.

However, all of the aforementioned approaches are centralized and cannot
scale to massive datasets. In this direction, the problem of efficient convoy
discovery was studied both in centralized [60] and distributed environment
by employing the MapReduce programming model [59]. An approach that
defines a new generalized mobility pattern is presented in [28]. In more
detail, the general co-movement pattern (GCMP), is proposed, which models
various co-movement patterns in a unified way and is deployed on a modern
distributed platform (i.e., Apache Spark) to tackle the scalability issue.
Moreover, GCMP detector is implemented in UlTraMan [23], an efficient
platform for trajectory data management and analytics techniques. An
approach that tries to tackle the problem of generalized co-movement pattern
detection in an online fashion, on streaming trajectories, is proposed in [16],
by utilizing Apache Flink, which is designed for efficient distributed streaming
data processing.

Even though all of these approaches provide explicit definitions of several
mined patterns, their main limitation is that they search for specific collective
behaviors, defined by respective parameters. Furthermore, most of the afore-
mentioned approaches operate at specific predefined temporal “snapshots”
of the dataset, thus ignoring the route of each moving object between these
“snapshots”.

2.4.2 Trajectory Clustering

Another line of research, tries to discover groups of either entire or portions
of trajectories considering their routes. In [33], the authors proposed proba-
bilistic algorithms for clustering entire trajectories using a regression mixture
model. Subsequently, unsupervised learning is carried out by using EM
algorithm to determine the cluster memberships in the model. Except from
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this probabilistic approach, researchers have followed two other directions.
The first transforms trajectories to a multi-dimensional space and then apply
well-known clustering algorithms such as k-means, BIRCH [106], CURE [38],
DBSCAN [27] and [8], which are tailored to work with point data, thus
applying them to trajectory data is not possible. Unfortunately, it has
been shown [56] that such an approach based on k-means and hierarchical
clustering algorithms leads to results of very poor quality.
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Figure 2.3: An example of T-OPTICS result [56]: The algorithm is able to
separate four clusters (in black, green, blue, purple) as well as detect a few
outliers (in grey).

Alternatively, another approach is to define an appropriate similarity function
and embed it to an extensible clustering algorithm. In this direction, there
are several approaches whose goal is to group whole trajectories, including
T-OPTICS [56] (Figure 2.3), that incorporates a trajectory similarity func-
tion [31] into the OPTICS [8] algorithm. the vector field k-means trajectory
clustering technique [30] whose central idea is to use vector fields to induce a
notion of similarity between trajectories letting the vector fields themselves
define and represent each cluster. CenTR-I-FCM [67], a variant of Fuzzy
C-means, proposes a specialized similarity function that aims to tackle the
inherent uncertainty of trajectory data. Both of the last two approaches
propose specialized similarity functions having as goal to tackle the inherent
uncertainty of trajectory data. Lately, another entire-trajectory clustering
approach tackling uncertainty has been introduced in [42] where a pattern
mining framework has been proposed for discovering trajectory routes that
represent the frequent movement behaviors of a user. The approach exploits
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on a similarity measure for trajectories with silent durations (i.e., the time
durations when no data points are available to describe the movements of
users). This is used in a clue-aware clustering algorithm, where clues are
some spatially and temporally close data points that capture certain com-
mon partial movement behaviors of the user. In [101] a multi-kernel-based
estimation process leverages both multiple structural information within
a trajectory and the local motion patterns across multiple trajectories in
order to address challenges in case of large variations within a cluster and
ambiguities across clusters. Another line of research identifies clusters of
trajectories [47] that move over a fixed network. However, this assumption
is valid only for vehicles moving in an urban environment.

A slightly different approach is the one of incremental trajectory clustering.
The “Trajectory Clustering using Micro- and Macro- clustering” (TCMM)
framework [53] is an incremental method that consists of two parts: (i)
online micro-cluster maintenance and (ii) offline macro-cluster creation. The
online part first simplifies trajectories by partitioning them into 2D line
segments to find the spatial clusters of subtrajectories; then, micro-clusters
of the partitioned trajectories are computed and maintained incrementally.
Micro-clusters hold and summarize similar trajectory partitions at very fine
granularity levels. The offline part performs macro-clustering on the set
of micro-clusters rather than on all trajectories when a user requests so.
The main characteristics of TCMM are: (i) TCMM maintains and operates
on summaries of trajectories (i.e. micro-clusters) only; (ii) TCMM applies
spatial clustering on directed line segments (using [49]); (iii) the partitioning
of the trajectories in TCMM is actually a simplification step taking place
per trajectory, i.e. without global criteria; (iv) TCMM targets at the entire
lifespan of the database so as to identify global patterns without temporal
constraints.

Nevertheless, trajectory clustering is a computationally intensive operation
and centralized solutions cannot scale to massive datasets. In this context, [21]
introduces a scalable GPU-based trajectory clustering approach which is
based on OPTICS [8]. Moreover, [79] attempts to identify frequent movement
patterns from the trajectories of moving objects. More specifically, they
propose a MapReduce approach by employing quadtree-based hierarchical
grid in order to discover complex patterns of different granularity. In [41]
the authors tackle the problem of parallel trajectory clustering by utilizing
the MapReduce programming model and Hadoop. They adopt an iterative
approach similar to k-means in order to identify a user-defined number of
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clusters, which leads to a large number of MapReduce jobs.

Nonetheless, discovering clusters of complete trajectories can overlook sig-
nificant patterns that might exist only for portions of their lifespan. To
deal with this, another line of research has emerged, that of Subtrajectory
Clustering. The predominant approach here is TraClus [49] (Figure 2.4), a
partition-and-group framework for clustering 2D moving objects (i.e. TraClus
ignores the time dimension) that enables the discovery of common subtrajec-
tories. The algorithm first partitions trajectories to directed segments (i.e.,
subtrajectories) whenever the shape of a trajectory changes significantly, by
employing the minimum description length (MDL) principle. Subsequently,
the resulting subtrajectories are clustered by employing a modified version
of the DBSCAN algorithm, which is applicable to directed segments. Finally,
for each identified cluster the algorithm calculates a “fictional” representative
trajectory that best describes the corresponding cluster.

TR TR,

A set of trajectories

\ TR f
A representative trajectory

-~ < (2) Group
f A cluster
A set of line segments \

Figure 2.4: Overview of TRACLUS [71].

An alternative viewpoint to the problem of subtrajectory clustering is pre-
sented in [3], where the goal is to identify “common” portions between
trajectories, with respect to some constraints and/or objectives, cluster these
“common” subtrajectories and represent each cluster as a pathlet, which is
a point sequence that is not necessarily a subsequence of an actual trajec-
tory. A pathlet can be viewed as a portion of a path that is traversed by
many trajectories. In order to solve this problem, the authors in [3] prove
that this problem is NP-Hard and propose some approximation algorithms
with theoretical guarantees, concerning the quality of the solution and the
running time. Similarly, in [112] the goal is to identify corridors, which are
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frequent routes traversed by a significant number of moving objects. As
already mentioned, all of the above subtrajectory clustering approaches are
centralized and cannot scale to the size of today’s trajectory data.

2.4.3 Sequential Pattern Discovery

Sequential pattern mining is an important data mining problem with broad
applications. Given a set of sequences, where each sequence consists of a
list of elements and each element consists of a set of items, and given a
user-specified min__support threshold, sequential pattern mining is to find all
frequent sub-sequences, i.e., the sub-sequences whose occurrence frequency
in the set of sequences is no less than min__ support. Additionally, further
constraints may be integrated in the sequential pattern process to allow
finding more interesting patterns or to indicate more precisely the types of
pattern to be found (e.g., time constraints in between two consecutive items
in a pattern).

One such method follows the pattern-growth approach. In that the search
space is explored using a depth-first search, like in [15, 4]. It starts from
sequential patterns of length one and proceeds by recursively appending
items to patterns to create larger patterns (pattern-growth).

2.4.4 Data-driven predictive analytics

Predictive analytics is a scientific domain that aims at the extraction of
valuable knowledge from data and the utilization of it in order predict future
behavioural patterns and trends. When dealing with data that represent
the movement of objects, predictive analytics can be of great importance
since they can assist an analyst to predict events, such as collision prediction,
traffic prediction etc. Towards this direction there have been several efforts,
such as [95, 73, 74], that try to predict the future location of an object by
utilizing extracted mobility patterns from historical data.
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8] In-DBMS Sampling-based Subtra-
jectory Clustering

In this chapter, we propose an efficient in-DBMS solution for the problem of
subtrajectory clustering and outlier detection in large moving object datasets.
The method relies on a two-phase process: a voting-and-segmentation phase
that segments trajectories according to a local density criterion and trajec-
tory similarity criteria, followed by a sampling-and-clustering phase that
selects the most representative subtrajectories to be used as seeds for the
clustering process. Our proposal, called S2T-Clustering (for Sampling-based
SubTrajectory Clustering) is novel since it is the first, to our knowledge,
that addresses the pure spatiotemporal subtrajectory clustering and outlier
detection problem in a real-world setting (by ‘pure’ we mean that the en-
tire spatiotemporal information of trajectories is taken into consideration).
Moreover, our proposal can be efficiently registered as a database query
operator in the context of an extensible DBMS (namely, PostgreSQL in
our prototype implementation). The effectiveness and the efficiency of the
proposed algorithm are experimentally validated over synthetic and real-
world trajectory datasets, demonstrating that S>T-Clustering outperforms an
off-the-shelf in-DBMS solution using PostGIS by several orders of magnitude.
The original content of this chapter appears in [70].

3.1 Introduction

Knowledge discovery in mobility data [36, 72, 109, 102] exposes patterns of
moving objects exploitable in several fields. For instance, in both mature
(transportation, climatology, zoology, etc.) and emerging domains (e.g., mo-
bile social networks), scientists work with mobility-aware (mostly GPS-based)
data, resulting in trajectories of moving objects stored in MODs. Although
during the recent years, there have been made significant achievements in
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the field [36, 72, 109, 102], ongoing research calls for new methods aiming at
deeper comprehension and analysis of mobility. For instance - and acting
as motivation of this work - enhancing MOD engines, such as Secondo [19]
and Hermes [66], with data mining operators is challenging [36, 72] and is
subject to the indexing extensibility interface of the corresponding ORDBMS
on which they are implemented (see GiST [40, 46], for example). In the
literature of trajectory-based mobility data mining, one can identify several
types of mining models used to describe various collective behavioral patterns.
As such, there exist works that identify various types of clusters of moving ob-
jects [33, 49, 56, 66] and variations [12, 44, 50, 107]. Related line of research
is the one that builds representatives out of a trajectory dataset, either by
generating artificial data [49, 67] or by sampling the dataset itself [68, 62].

Focusing on trajectory clustering, the majority of related work proposes a
variety of distance functions, utilized by well-known clustering algorithms to
identify collective behavior among whole trajectories [56, 67, 65]. A parallel
line of research tries to discover local patterns in MOD, i.e. patterns that are
alive only for a portion of moving objects’ lifespan: some of those techniques
simplify the given trajectories, however focusing on the spatial and ignoring
the temporal dimension, such as TRACLUS [49], which is considered as the
current state-of-the-art subtrajectory clustering technique.

Figure 3.1 illustrates a working example that motivates our research: a
dataset consisting of four trajectories, 71, ..., Ty. (In this figure, the time
dimension is ignored for visualization reasons.) Among the subtrajectories
that compose the dataset, our goal is to identify two clusters (in red and
blue, respectively) and five outliers (in black). In particular, the first (red)
cluster consists of the tails of trajectories 77, To and T3, the second (blue)
cluster consists of the main bodies of trajectories 17, T, T3 and T}y, while
the rest portions of the trajectories (namely, the tail of 7 and all four heads)
are recognized as outliers. Such clustering sounds impossible to be achieved
by TRACLUS. This is due to the inherent design of that algorithm that, as
delineated by the authors, discovers linear patterns only and fails to identify
complex (e.g., snake-like) patterns like the ones that appear in Figure 3.1.
In other words, when applied to this dataset, TRACLUS would eventually
discover five to six linear clusters (one new cluster each time the snake-like
motion changes direction). On the contrary, we wish to be able to follow
these direction changes without assuming underlying constraints on the
complexity of the shape of subtrajectories found nor posing geometrical and
temporal constraints, in terms of algorithm parameters, as those required
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Figure 3.1: (a) a set of 4 trajectories; (b) the set split in 2 clusters (in red
and blue) and 5 outliers (in black).

by related work, e.g., [12, 44]. For those having experimented with those
techniques, parameters like disc radius, minimum duration and cardinality
of patterns, are hard to be set in advance. For instance, a small detour of
an object belonging to one of the clusters, would probably result in either
the lack of those patterns or the formation of smaller ones. Inspired by the
above, in this chapter we study an important problem in the mobility data
management and exploration domain [72], that of subtrajectory clustering
and outlier detection. Informally, we aim at a methodology that builds
clusters around (and detects outliers far away from) appropriately selected
subtrajectories that preserve the properties and the mobility patterns hidden
in a MOD, as much as possible. Towards this goal, we introduce a novel
clustering methodology exploiting on the voting, segmentation and sampling
concepts proposed in [62]. More specifically, we devise an efficient voting
process that allows us to describe the ‘representativeness’ of a trajectory in a
MOD as a smooth continuous descriptor [62]. Using these descriptors (their
‘representativeness’), we result in the automatic segmentation of trajectories
into ‘homogeneous’ subtrajectories. Next, a deterministic sampling proce-
dure selects only those subtrajectories that optimally describe the entire
MOD. Finally, we devise a method for subtrajectory clustering driven by the
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aforementioned representative sample of subtrajectories.

The design of such a clustering methodology is subject to two indispensible
requirements that challenged our research: we seek for (a) an efficient and
scalable solution that (b) should be able to operate on a real-world DBMS
rather than being an ad-hoc implementation using a sophisticated access
method. This is in order for the proposal to be practical and useful in real-
world application scenarios, where concurrency and recovery issues are taken
into consideration. Both requirements call for a MOD engine; therefore, our
proposal is implemented as a query operator in Hermes [1], implemented on
top of PostgreSQL. To our knowledge, it is the first time in the literature that
GiST is used to index trajectory-based mobility data for the above purposes.
Therefore, we argue that this is an important step towards bridging the
gap between MOD management and mobility data mining, as state-of-art
approaches [52, 99, 35] could make use of the efficiency and the advantage of
our proposal to execute in-DBMS clustering via simple SQL. Our contribution
is summarized below:

e we formulate the problem of subtrajectory clustering (and outlier
detection) in a MOD as an optimization problem;

e we propose an efficient solution, the so-called S?T-Clustering algorithm,
driven by a deterministic sampling methodology, with the number of
clusters being automatically detected by the algorithm:;

e in order to speed up clustering tasks in MOD systems, we implement
S2T-Clustering as a query operator over an extensible DBMS, namely
PostgreSQL, based on access methods that exploit on the GiST indexing
extensibility interface. (For validation purposes, we also implement
S2T-Clustering using PostGIS, an off-the-shelf in-DBMS alternative
solution.)

The rest of the chapter is organized as follows: Section 3.2 formulates the
problem of subtrajectory clustering (and outlier detection). Sections 3.3
and 3.4 present our proposal and its in-DBMS realization, respectively.
Experimental results that evaluate S?T-Clustering using synthetic and real
trajectory datasets from urban and vessel traffic domains are provided in
Section 3.5. Section 3.6 concludes the chapter.
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3.2 Problem Formulation

Let D =1T1,T5s,..., TN be a dataset consisting of N trajectories of moving
objects (we assume that the objects move in the xy-plane). Let py; =
(%k,i, Ykir t,i) be the i-th sampled point, i € 1,2,..., Ly of trajectory T},
kel,2,...,N, where Ly denotes the length of T} (i.e. the number of points
it consists of), the pair (z;, yx ;) and t ; denote the 2D location and the time
coordinate of point py, ;, respectively. We consider linear interpolation between
two successive sampled points, py; and py ;41, so that each trajectory turns
out to be a sequence of 3D line segments, ey ; = (Pki, Pk,i+1), of cardinality
Lj_1, where each segment represents the continuous movement of the object
during sampled points. Table 3.1 summarizes the definitions of the symbols
used in this chapter.

Table 3.1: Table of Symbols used in Chapter 3

Symbol Definition

D A dataset, D =1T1,...,Tn, of N trajectories

Ty k-th trajectory of D

Dk,i i-th point of trajectory Tk, pri = (Tki> Yk,is th.i)

Ly Number of points forming trajectory T}

€k, i-th (3D) line segment of T}, ex; = (Pk,i> Pk.i+1)

LP Number of subtrajectories partitioning T}

Py Set of the subtrajectories partitioning Ty,

P i-th subtrajectory of trajectory T}

P Set of subtrajectories in dataset D, P = UP;

Vi Voting descriptor of trajectory Ty

|4 Set of voting descriptors in dataset D, V = UV},

VP, Voting descriptor of subtrajectory P, ;

Nl ; Normalized lifespan descriptor of subtrajectory Py ; w.r.t.
lifespan of T},

C Clustering of subtrajectories in M clusters,
C=0C,....Cy, C;CP,CiNnCj=0,i#j

S Sampling set of representatives, S = Ry,..., Ry, S C P,
with subtrajectory R; representing cluster C;

M Cardinality of C' (and S)

SR(S) Representativeness function of S

V (P, Ri;) | Voting descriptor of P,; € P — S w.r.t. subtrajectory
Rj es

Out Set of outlier subtrajectories, Out = P — C'

Informally, the objective of subtrajectory clustering is to partition trajectories
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into subtrajectories and then form groups of similar ones, while at the
same time, separating those that cannot fit in a group (called outliers).
However, searching for entire trajectory similarity may be misleading since
real-world trajectories may be long and consisting of heterogeneous portions
of movement [24]. On the other hand, clustering at the subtrajectory level
sounds much more effective.

Rephrasing the previous discussion, if we consider trajectory T as a se-
quence of successive subtrajectories P} ; of arbitrary length (P} ; is the i-th
subtrajectory of trajectory T} ), the objective of subtrajectory clustering (and
outlier detection) is to partition subtrajectories into groups of similar ones
and isolate the ones (called outliers) that are very dissimilar from the others.
To achieve this, assuming a cluster is represented by its representative (or
centroid) subtrajectory, we define clustering as an optimization problem
where the optimization criterion is to maximize the following expression:

SRD= Y Y V(P.Ry) (3.1)

VRjES VP;C’Z-EC(RJ')

The formula to be maximized, namely Sum of Representativeness of Dataset
(SRD), uses set S = {Ry,..., Ry} of the representative subtrajectories and
the corresponding clusters C'(R;) built around them, and is calculated upon
V (P, Rj), i.e. the mean similarity (or average number of votes, according
to our terminology) of subtrajectory P} ; with respect to R;. Given the above
formulation, the problem in hand is formalized as follows:

Problem 3.1. (subtrajectory clustering in a MOD): Assuming a dataset
D =1T1,Ts,..., Ty consisting of N trajectories, where each of them is con-
sidered as a sequence Py, of successive subtrajectories of arbitrary length, the

problem of subtrajectory clustering is defined as the task of partitioning the

set P = UPy, of subtrajectories into (i) a clustering C = {c1,...,Cpn} of M

clusters, C; C P, C;NCj = @, i # j (i.e. hard clustering), where each cluster

is represented by its representative subtrajectory R; € P, j=1,..., M, and

(ii) a set Out of outliers, by maximizing Equation 3.1.

It is important to note that maximizing Equation 3.1 is not trivial at all
since one has to define, among others, (i) the criterion according to which a
trajectory is segmented into subtrajectories, (ii) the technique for selecting
the set of the most representative subtrajectories, (iii) whose cardinality M
is unknown, to name but a few challenging sub-problems.
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3.3 The S?T-Clustering Algorithm

In this section, we propose a solution for Problem 3.1 defined above, which
is called S2T-Clustering (for Sampling-based subtrajectory Clustering). Our
proposal (listed in Algorithm 3.1) consists of two phases: first, we apply the
so-called Neighborhood-aware Trajectory Segmentation (aka NaTS) method
that is able to detect homogenized subtrajectories applying trajectory voting
and segmentation; then, we apply the so-called Sampling, Clustering, and
Outlier detection (aka SaCO) method that selects the most representative
among the subtrajectories detected in the previous phase in order for them
to serve as the seeds of the clusters to be produced.

Algorithm 3.1 S?T-Clustering

1: Input: trajectory dataset D = {T3,Ts,...,Tn}, voting influence o,
threshold €

2: Output: sampling set S, clustering C, set of outliers Out.
// initialization phase

3: Reset set V' of voting descriptors in D
// NaTS phase (Neighborhood-aware Trajectory Segmenta-
tion)

4: for each trajectory T € D do

Update set V' of voting descriptors in D w.r.t. T} and o
. Partition T}, in set Pi of subtrajectories w.r.t. Vj

// SaCO phase (Sampling, Clustering, and Outlier detection)

7: Find sampling set S consisting of the M most representative subtrajec-
tories

8: Using set S and threshold e, partition P = UP; in a set C' of M clusters
and a set Out of outliers

9: return (5, C, Out)

It is important to note that the number M of representatives (hence, the
number of clusters) is not user-defined; rather, it is the algorithm that esti-
mates it (in Line 7). As for parameters o and e that appear in Algorithm 3.1
(Line 5 and Line 8, respectively), o controls how fast the voting influence de-
creases with distance, whereas € acts as a lower bound threshold of similarity
between representative and non-representative subtrajectories, thus deciding
whether a (non-representative) subtrajectory will be flagged as outlier or not.
These parameters will be explained in detail in the subsections that follow.
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3.3.1 NaTS: Neighborhood-aware Trajectory Segmentation

We extend the concept of density-biased sampling (DBS), which was origi-
nally proposed for point datasets [45], to be applied to trajectory segments.
According to DBS, the local density for each point of a set is approximated
by the number of points in a surrounding region, divided by the volume of
the region. In our case, adopting a voting process of trajectories in a MOD
as defined in [62], we define the representativeness of a 3D trajectory segment
er,; of a given trajectory T}, to be the number of ‘votes’ this segment collects
from other trajectories with respect to their mutual distance. The overall
voting collected by a segment (a value ranging from 0 to N) has the physical
meaning of the number of other trajectories that co-exist with the trajectory
that segment belongs to, both spatially and temporally. Intuitively, the
voting results can be post-processed in order for us to be able to identify
homogeneous (with respect to representativeness) subtrajectories.

Formally, let V} be the voting trajectory descriptor along the line segments
of T}, consisting of a series of L;_; components. Each component V},; of
this vector corresponds to the number of votes (“representativeness” value)
that segment ey ;, i € {1,..., Ly_1}, collected by the segments of the other
trajectories. This representativeness value is based on a distance function
d(eg,i, ej) between two line segments ey, ; and e;, k # j. This distance function
is defined as the definite integral of the time-varying distance D;(t) between
the two segments during their common lifespan [t} start, tj,ena), following the
approach proposed in [31]:

tj,end

dlerires) = [ Dy(t)at (3:2)

J,start

As D;j follows a trinomial, this integral is efficiently approximated by the
Trapezoid Rule:

(Dj (tj,start) + Dj (tj,end)) : (tj,start - tj,end)/Q

and can be computed in O(1), as it has been already proved in [31].

Given the above distance function, the representativeness value is provided
by the following voting function.
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_d2(ek7isej)

V(ek,i ej) =e 2.02 (3.3)

As already mentioned, parameter o > 0 controls the “voting influence”, i.e.
how fast V' (e, e;) decreases with distance. It also holds that V(e ;, e )
is bounded in [0, 1]: it gets value 1 when the distance of the two segments
is zero (i.e. the segments are identical) while very high distance results in
voting value close to zero.

After the voting process takes place, the trajectory segmentation process
gets into action. The goal of this step is to partition each trajectory into
homogeneous representativeness subtrajectories, irrespectively of their shape
complexity (recall the discussion about the snake-like trajectories in Fig-
ure 3.1). In order to perform neighbourhood-aware trajectory segmentation,
we adopt the Trajectory Segmentation Algorithm (TSA), proposed in [62]. In
other words, the result of the voting process is given as input to TSA, which
provides as output the subtrajectories along with their voting descriptors.
More technically, let Py,, i € {1,...,LP;}, be the i-th subtrajectory of
T}, where LP;, denotes the number of partitions of 7j. Then, V P ; is the
voting descriptor formed by the representativeness values of the segments
that belong to Py ;. In other words, V Py ; shows how many trajectories find
themselves to be similar to P ;. The interested reader is referred to [62] for
the technical details of TSA.

Back to the example of Figure 3.1, the NaTS phase results in segmenting
trajectory T into three subtrajectories (coloured red, blue, and black, re-
spectively, in Figure 3.1(b)); similar for the other trajectories of the dataset.
Thus, the overall result of this phase consists of 12 subtrajectories along with
their voting descriptors.

3.3.2 SaCO: Sampling, Clustering, and Outlier detection

As already mentioned, trajectory segmentation aims to provide homogeneous
subtrajectories according to their representativeness, i.e. with respect to
their local similarity with other trajectories. On the other hand, the goal of
subtrajectory clustering is to partition the dataset into groups (clusters) of
similar subtrajectories. Therefore, in our proposal, we first select the appro-
priate sampling set S and then tackle the problem of clustering according to
the following idea (quite popular, also in traditional data clustering): each
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subtrajectory in the sampling set is considered to be a representative around
which a cluster will be formed. So, our goal is that the sampling set should
contain highly voted trajectories of the MOD which, at the same time, would
cover the 3D space occupied by the entire dataset as much as possible in
order for Equation 3.1 to be maximized.

In order to achieve this goal, we propose the sampling to be done by maxi-
mizing a formula (see Equation 3.4) that would take into account the votes
V P ; collected by each subtrajectory. Formally, let S denote the sampling
set, so that Sy ; is one, if subtrajectory Py ; belongs to the sampling set, and
zero otherwise. According to the previous discussion, the number of subtra-
jectories that are represented in the sampling set S, should be maximized.
This is formalized in Equations 3.4-3.6.

N LP,
SR(S) =Y Sk SRyain(k, i) (3.4)
k=11i=1
where
| Pl
SRgain(k,i) = > VPL ;- Nl (1= VP, ) (3.5)
j=1
Nl j = lifespan(ey,; ;)/li fespanTy (3.6)

More precisely, SRgain(k,i) expresses the gain in SR(S) if we add Py ; in S,
| Py i| denotes the number of line segments of Py ;, VP,f ij and VP,;SL j denote
the votes in P and the votes in S, respectively, of the j-th line segment of P, ;
and are calculated according to Equation 3.3. As for Nl ;, it denotes the
normalized lifespan descriptor of subtrajectory P} ; with respect to lifespan
of T}, namely Nl ; ; is the fraction of the duration of the j-th line segment
of P ; with respect to whole lifespan of Tj,.

For this purpose, we follow the ideas included in the subtrajectory Sampling
Algorithm (SSA), proposed in [62]. However, SSA is not appropriate for an
efficient in-DBMS solution, which is one of our main objectives. Thus, we
keep the main characteristics of the algorithm and adapt it in order to meet
our specifications (described in detail in Section 3.4.2). In principle, the input
of sampling algorithm is the set P of all subtrajectories Py, the set voting
V P;; and the normalized lifespan Nl ; vectors of these subtrajectories,
all provided by the NaT§S phase. The output of the sampling step is the
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subtrajectory sampling set .S consisting of M samples. Back to the example
of Figure 3.1, this step results in selecting two subtrajectories (samples), one
out of the three red and one out of the four blue subtrajectories.

As already mentioned, the population M of the samples is not user-defined;
in contrary, it is dynamically estimated by SSA algorithm. As such, it
provides a deterministic solution, in contrast to other probabilistic [45, 57]
or user-supervised, explorative sampling techniques [7].

What follows is the clustering step, which takes into account the sampling
set S and the vector of votes (i.e. representativeness) V(P ;, Rj) between,
on the one hand, the non-representative P ; € P — .S and, on the other hand,
the representative subtrajectories R; € S. Technically, V(P ;, R;) consists
of | Py ;| elements, where each element represents the voting that takes place
between the segments of Py, ; and R;. As illustrated in Equation 3.1, we use
the mean value (V(Py;, R;)) of the vector values V (P, R;j). Each of those
values is computed by measuring the distance of the corresponding segment
of Py ; from its nearest to R; and then by applying the voting function of
Equation 3.3. Thus, it holds that 0 < (V(Py;, R;)) < 1.

Concluding the discussion about Algorithm 3.1, in order to find the clusters
that maximize Equation 3.1, the subtrajectories that are assigned to cluster
C(Rj) represented by subtrajectory R; € S, are the ones that fulfil the
following property:

C(Rj)={Psi € P—5:(V(Pri Rj)) = (V(Pr, Rv))

)= WSk (3.7)
VR, € S A (V(P].m',Rj)) > 6}

and

C = UC(R;) (3.8)

On the other hand, the subtrajectories that are considered outliers (thus
forming the outliers set Out) are those failing to be assigned to a cluster,
formally:

Out=P—-C (3.9)
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As already discussed, parameter € controls how far from a representative a
non-representative should be positioned in order for the latter to be flagged
as outlier. Back to the example of Figure 3.1, the clustering process presented
above results in two clusters, formed around the red and the blue, respectively,
representative subtrajectory found in the sampling step. As a side effect, the
black subtrajectories are left out of the two clusters, thus they are flagged as
outliers.

3.4 S’T-Clustering In-DBMS

In this section, we present our methodology for the efficient in-DBMS devel-
opment of S?T-Clustering algorithm proposed in Section 3.3.

3.4.1 NaTS in-DBMS

NaTS$ phase of S>T-Clustering algorithm (Lines 4-6 in Algorithm 3.1) consists
of two steps: (a) voting among trajectory segments and (b) trajectory
segmentation based on the resulted voting descriptors. An efficient in-DBMS
solution should focus on the voting step (Lines 4-5), since TSA [62] that
implements the segmentation step (Line 6) poses no special challenges; it is
an efficient in-memory algorithm applied only on the voting descriptor of a
single trajectory.

Back to the voting step, to meet its requirement we need an algorithm that
takes as input a dataset D = T1,T5,..., Ty of trajectories, a trajectory
T, € D and o > 0 parameter, and provides as output a voting descriptor
(vector) Vj, consisting of Lj_; components, each corresponding to segment ey, ;,
i€ {l,...,Lg_1}, of trajectory Tj. For efficiency purposes, [62] implemented
the demanding voting process by using an incremental nearest neighbour
(INN) algorithm. However, given the specifications posed in the introduction
of this chapter, INN is not a choice due to the fact that the access methods
supported by real ORDBMS (e.g., the GiST interface in PostgreSQL) do not
support the incremental paradigm. This implies that, in our case, we are
directed to queries natively supported by ORDBMS, such as typical range
and NN queries.

Let us now discuss the design and implementation options we have in-
DBMS. Dataset D corresponds to a relation with tuples in the form <
t id,s_id, ey; >, where t_id (s_id) is the trajectory (segment, respectively)
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identifier and ey ; corresponds to the 3D segment, upon which a 3D-R-tree
index is built. Nevertheless, this setting is straight-forwardly realized in
the well-known PostGIS spatial extension of PostgreSQL using 3D GiST.
(Note, however, that PostGIS handles time dimension as simply as a (third)
z-spatial dimension, next to x- and y- dimensions.) An important issue
has also to do with the realization of Equation 3.3 that provides the voting
between two segments: theoretically, a segment may vote (though close to
zero) even if it is found very far from the target segment. However, this is
not realistic in DBMS implementations. As such, we introduce s_ buffer, a
spatial threshold for distance between two segments, above which there is no
need to calculate this distance. In the case where the application user has
limited knowledge about space-time properties of the dataset, this parameter
can be tuned to be the maximum value resulting in a very low (close to
zero) voting as computed by Equation 3.3. This is achieved as follows: by
reversing Equation 3.3, we obtain Equation 3.10 that defines an upper bound
for s buffer.

d < \/—202%-In(e) (3.10)

Thus, d values higher than the upper bound set in Equation 3.10 are not
expected to contribute to the quality of the clustering.

Given the above setting, voting can be implemented using at least two alter-
natives, called Baseline-I and Baseline-II, respectively. Baseline-I solution
performs ¥ (Lg—1) range queries in the 3D-R-tree, where each query window
corresponds to the MBB of a segment, enlarged by s_ buffer; hence, the total
number of range queries equals to the total number of segments in D, a fact
that turns this solution to be expensive in disk accesses. On the other hand,
Baseline-1I solution performs N range queries in the 3D-R-tree, where each
query window corresponds to the MBB of a trajectory, again enlarged by
s_ buffer; hence, the total number of range queries equals to the number of
trajectories in D. Obviously, the second solution is much cheaper in disk
accesses regarding the index but, unfortunately, imposes a heavy refinement
step because of the volume of the trajectory MBB. Anyway, both approaches
need a refinement step to calculate voting descriptor V4 ;, which involves
distance calculations.

In the following paragraphs, we present an alternative (third) approach
for addressing the voting step, which is the most demanding step in S?T-
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Clustering algorithm and, as such, it needs special care. In particular, we
follow a filter-and-refinement approach that utilizes a range-like query, called
Trajectory Buffer Query (TBQ). TBQ takes as input a trajectory, enlarges
it by s_ buffer, and returns the segments that overlap with the sequence of
the enlarged MBBs of the trajectory’s segments. The TBQ rationale is to
efficiently retrieve those segments in D that are “around” a given trajectory,
where “around” is defined by s_ buffer. Figure 3.2 illustrates the Trajectory
Buffer T'By, of a trajectory Tj.

Figure 3.2: The Trajectory Buffer T' By (i.e. the sequence of the blue MBBs)
of a trajectory Tj.

It is obvious that our proposal follows a trajectory-based approach (i.e.
similar to the Baseline-II technique), but for each trajectory it minimizes
the filtering step by diminishing the dead space of the query, and thus
minimizes the expensive refinement step. In turn, this implies changing the
default search strategy of the 3D-R-tree over GiST that will reduce the time
needed to compare a node entry with the trajectory buffer that is passed as
predicate to the index. This is achieved by the Consistent method of the GiST
extensibility interface [40], which contains the comparison logic between an
index node entry of GiST and the trajectory buffer. Algorithm 3.2 outlines
TBQ whereas Algorithm 3.3 presents the adapted Consistent method of the
GiST interface.

Algorithm 3.2 Trajectory Buffer Query (TBQ)

1: Input: pg3D-R-tree root, trajectory Ty, parameter s_buf fer.
2: Output: set of segments that overlap with T By.

3: TBy < TrajectoryBuf fer(Ty,s_buf fer)

4: root.depth-first-search(Consistent, T By,)

Recall that Consistent decides whether the depth-first search should visit
a child of the current entry or not (if the entry belongs to a non-leaf node)
or, in case the entry belongs to a leaf node, checks whether to return the
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Algorithm 3.3 Consistent

1: Input: Trajectory Buffer T By, current index entry F.
2: OQutput: Boolean.

3: if F is in a leaf node then

4:  if MBB(E.segment) overlaps M BB(T By,) then

5 for each M BB; € TBy, do

6 if F.segment overlaps M BB; then
7 return true

8: else

9: if E.box overlaps M BB(T By) then

10: for each M BB; € TB;, do

11: if E.box overlaps M BB; then

12: return true

13:  return false

segment pointed by the leaf entry. After this remark, the depth-first search
driven by Consistent in Algorithm 3.3 is easy to be followed: Consistent
returns true if the MBB of the entry overlaps with one of the MBBs forming
the trajectory buffer TBy (Lines 7 and 12, for leaf and non-leaf nodes,
respectively). Before this check takes place, a brute filtering is applied by
checking whether the MBB of the entry overlaps the entire MBB of T'By,
(Lines 4 and 9, respectively).

3.4.2 SaCO in-DBMS

In this section, we discuss the in-DBMS development of SaCO, i.e. the second
phase of S?T-Clustering. SaCO phase (Lines 7-8 in Algorithm 3.1) also
consists of two steps: (a) sampling of the most representative subtrajectories
(Line 7) and (b) clustering around samples and outlier detection (Line 8).

Regarding the sampling step, we adopt the SSA algorithm [62] as a starting
point and we improve it with two crucial modifications, focusing on the
efficiency and the quality, respectively, of the samples selected. The first
improvement is that the voting method that is inherent in the sampling
process follows the much more efficient approach presented earlier rather
than the one presented in [62]. The second modification is about the selection
of an even better set of representatives; as proposed in [62], SSA selects
representatives as long as (a) the top-k number of representatives is less than
a user-defined threshold (i.e. parameter M that acts as an upper bound for
the selected representatives) and (b) the optimization criterion is satisfied (see
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Equations 3.4 and 3.5). In fact, SSA selects the highly voted subtrajectories,
while at the same time it tries to penalize subtrajectories that are very close
to already selected representatives. Sometimes this automatic penalization
fails, resulting to very similar representatives. In contrast, in our case, as the
representatives are employed as cluster pivots, when a new representative is
selected, it is further examined whether it is similar with one of the already
selected representatives. In such a case, it is not selected and the algorithm
evaluates the next candidate subtrajectory. The similarity criterion is the
same with the one adopted for the clustering, i.e. Equation 3.7.

What follows is the final step, that of clustering and outlier detection. For
this purpose, we follow an index-based, greedy approach that takes advantage
of the TBQ query, which is applied on the results of the SSA algorithm,
so as to form clusters around the sampled subtrajectories. To this end,
we propose the so-called Subtrajectory Clustering Algorithm (SCA). SCA,
listed in Algorithm 3.4, receives as input set P of subtrajectories, set .S of
representatives, as it was produced by the (modified) SSA, and threshold
parameter €. The output of the method is the final result of S?T-Clustering,
i.e. sets C' and Out, with the clusters and outliers, respectively.

Algorithm 3.4 SCA

1: Input: set P of subtrajectories, set S of representatives, parameter e.
2: Output: set C of clusters, set Out of outliers.

3: Out=P -5

4: for each R; € S do

5: Cj — {Rj}

6: for each R; € S do

7. TBQ; < TBQ(Out,Rj,s_buf fer)

8: for each e; y € R; do

9: TBQj s < overlaps(T'BQ;,extend(ej ¢, s_buf fer))
10: for each Pk’ﬂ' S {TBQ]‘J}, fe [1, |R]|] do
11: V < V(Pk,i, Rj)
12: if v > e and v > old_v;; then
13: Cj — Cj U {Pk,z}
14: flag Py ; as clustered in Out
15: old_vy; v
16: for each P ; € Out do

17.  if P ; is flagged as clustered then
18: Out < Out — {Py; };
19: return (C, Out)

Initially, the subtrajectories are organized in two sets (implemented as
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relations in DBMS), one containing the sampling set sorted by the order
of their selection and the other containing the remaining data, while each
cluster is initialized by a representative subtrajectory from the sampling
set. As such, each representative subtrajectory constitutes the first member
(seed) of the corresponding cluster (Lines 3-5). Then, we apply a two-step
filtering procedure so as to increase the efficiency of the algorithm. At the
first step, for each cluster seed R;, we apply a TBQ query, which returns
the segments that are “close” to the cluster seed (Line 7). Subsequently,
for each segment e; ; belonging to the specific representative R;, we apply
a spatiotemporal range query with the same spatial component as that of
the TBQ query (Line 9). This spatiotemporal range query is performed in
order to identify the segments that are “close enough” to e; ; and, hence,
qualify to proceed to the voting procedure with respect to R;. Subsequently,
for each non-clustered Py ;, we calculate the average voting that R; receives
(Line 11). By taking into account parameter e discussed earlier, we assign it
to cluster C; mastered by R; (Line 13) and mark it as clustered (Line 14).
Through this process, in the case where P ; belongs to the result of more
than one TBQ searches, it is assigned to the representative that has achieved
the highest voting.

3.5 Experimental Study

In this section, we present the results of our experimental study. All ex-
periments were conducted on an Intel Xeon X5675 Processor 3.06GHz with
48GB memory, running on Debian Release 7.0 (wheezy) 64-bit. The proposed
algorithms were implemented on top of a PostgreSQL 9.4 server with the
default configuration for its memory parameters. We should clarify that
in our implementation, which exploits on the extensibility interface given
by PostgreSQL, we have defined and implemented from scratch datatypes
and operands conforming to the whole discussion so far, resulting in the
so-called Hermes@PostgreSQL [1], which is completely independent from
PostGIS. This implies that the 3D-R-tree has also been implemented from
scratch (on top of GiST); we call it pg3D-R-tree (see the input of TBQ in
Algorithm 3.2).

A notable difference of our pg3D-R-tree from the PostGIS implementation
of the 3D-R-tree is that, in our case, the entries of the leaf nodes are 3D
segments rather than 3D boxes. This is an implicit assumption in the
Consistent algorithm (see e.g., Line 4 in Algorithm 3.3), which allows us
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to avoid additional I/O operations. The outline of our experimental study
is as follows: First, we study the robustness of S?T-Clustering by using a
synthetic dataset (where we know the ground truth) in order to (a) evaluate
the sensitivity of our proposal with respect to various parameters and (b)
validate whether our approach succeeds to discover the underlying clusters
(and outliers). Then, a set of experiments is performed in order to evaluate
the efficiency and scalability of S?T-Clustering. These experiments are
performed using three different approaches: the two baseline solutions and
our solution based on TBQ), as they were presented in Section 3.4.

3.5.1 Datasets

For our experimental study we utilize the datasets SMOD, IMIS; and GeoLife
that were presented in Section 1.5. Table 3.2 presents the statistics of the
three datasets.

Table 3.2: Dataset Statistics

Statistic SMOD GeolLife IMIS;,
# Trajectories 400 18668 5110
# Segments 35273 24159325 444570
Dataset Duration 0:02:00 | 1932 days 22:59:48 | 6 days 19:59:53
(hh:mm:ss)
Avg. Sampling Rate 0:00:01 0:00:08 0:18:02
(hh:mm:ss)
Avg. Segment Length 8 72 1545
(m)
Avg. Segment Speed 7.83 5.01 7.03
(m/s)
Avg. Trajectory Speed 2.86 3.91 4.52
(m/s)
Avg. # Points per 89 1295 88
Trajectory
Avg. Trajectory 0:01:28 2:43:15 11:33:45
Duration (hh:mm:ss)
Avg. Trajectory Length 691 93046 134,148
(m)

As already mentioned, SMOD is used for the ground truth verification. In
more detail, the ground truth of the clusters that are hidden in SMOD can be
inferred by the description of the dataset itself. In particular, eight clusters of
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subtrajectories (as well as a set of outliers) are identified. Table 3.3 lists the
eight clusters along with their spatial (2nd column) and temporal projection
(3rd column).

Table 3.3: The ground truth hidden in SMOD

Cluster | Path Time periods (clusters)
Z1,#2 | A= B | [0,0.2], [0.2, 0.7]
#3,4#4 | B— C | 0.2, 0.8], [0.7, 1.2]
#5,#6 | B— D | [0.2, 0.52], [0.7, 1.2]
[0.8
[

#7 C—B , 1]
#8 D—C 052 1]

3.5.2 Quality of Clustering Analysis

In this section, we perform a sensitivity analysis in order to explore the
effect on the quality of clustering when setting different values on certain
parameters. The quality of the clustering is calculated through two different
measures: QMeasure [49] and SRD (see Equation 3.1). We should mention
that the lower the QMeasure the higher the quality; on the other hand, the
higher the SRD the higher the quality. Regarding parameter settings, as
our approach shares similar concepts with the sampling methodology of [62],
we followed the best practices presented in that work. More specifically,
parameter o was set to 0.1% of the dataset diameter while € was set to 1075.
Regarding s_ buffer, it was automatically set according to Equation 3.10 as
default value and we experimented with values around the default.

The first set of experiments is about the sensitivity of S?T-Clustering with
respect to s buffer. Figure 3.3 illustrates the results over the IMIS; dataset.
In particular, we used the default value (labelled 100% in the x-axis of the
charts) as well as 6 values around it (labelled 40%, 60%, 80%, 120%, 140%,
160%). As one can easily observe, the quality of the clustering, measured
either by QMeasure or SRD, remains more or less stable and follows the
trend of the number of clusters identified. Moreover, in both QMeasure and
SRD, the best quality appears when s_ buffer is set to its default value (d).

We repeated the same experiment over GeoLife and resulted in similar
conclusions. Considering the above analysis, the value for s buffer used in
the remainder of our experimental study is the default value provided by
Equation 3.10.
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Figure 3.3: The effect on (a) QMeasure, (b) SRD, (c) the discovered number
of clusters, when varying s_ buffer parameter around its default value.

In a second set of experiments, we applied our proposal to the SMOD dataset,
which is ideal for the purposes of testing the quality of our algorithm. In
order to measure the stability of our method to noise effects, we have added
Gaussian white noise of different Signal to Noise Ratio (SNR) levels, measured
in db, to the spatial coordinates of SMOD. All the subsequent experiments
have been repeated with SNR = 30db and SNR = 50db and the results were
the same. Therefore, we present only the case with the SNR =30db.

First, we applied both S2T-Clustering and TRACLUS [49] over a subset of
SMOD that consists only of the trajectories that move throughout the whole
lifespan of the dataset, thus limiting the ground truth to two clusters. In
Figure 3.4(a) and Figure 3.4(c) we visualize only the representatives of each
cluster, while in Figure 3.4(b) we provide a 3D illustration of the data used
in the case of Figure 3.4(a). Note that S?T-Clustering discovers the two
clusters, while TRACLUS discovers several linear patterns; see Figure 3.4(a)
vs. Figure 3.4(c).

Subsequently, we applied both S?T-Clustering and TRACLUS to the entire
SMOD, for which we have knowledge of the ground truth. In Figure 3.5(a) and
Figure 3.5(c), we present the results of the S?T-Clustering and TRACLUS,
respectively. Moreover, in order to better comprehend the temporal dynamics
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Figure 3.4: Visualization of the clusters’ representatives provided by: S*T-
Clustering in (a) 2D and (b) 3D, (¢) TRACLUS, when applied to a subset
of SMOD consisting of 2 patterns.
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Figure 3.5: Visualization of the clusters’ representatives provided by: S*T-

Clustering in (a) 2D and (b) 3D, (¢) TRACLUS, when applied to the entire
SMOD consisting of 8 patterns.

52



3.5. Experimental Study

of the dataset we provide a 3D illustration in Figure 3.5(b). According to
this experiment, S2T-Clustering effectively discovers all eight clusters (as well
as the noisy subtrajectories, depicted in black color in Figure 3.5(b)), thus
S2T-Clustering is not affected by the trajectories’ shape, yielding an effective
and robust approach for the discovery of linear and non-linear patterns. On
the contrary, TRACLUS fails to identify the hidden ground truth in this
SMOD due to the fact that it ignores the time dimension. Interestingly,
TRACLUS discovers almost the same sets of representatives when applied
to either a subset of or the entire SMOD; see Figure 3.4(c) vs. Figure 3.5(c).

F-Measure
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Figure 3.6: Quality of S?T-Clustering w.r.t. number of clusters.

In order to evaluate the accuracy of our proposal in a quantified way, we
further employed F-Measure in SMOD. In detail, we built 8 datasets, with
the first consisting of the subtrajectories of the first cluster only, the second
consisting of the subtrajectories of the first and the second cluster only, and so
on, until the eighth dataset, which consisted of the subtrajectories of all eight
clusters; all eight datasets appeared in two variations: including or not the
set of outliers. For each dataset, we applied S?T-Clustering and calculated
F-Measure; Figure 3.6 illustrates this quality criterion by increasing the
number of clusters. It is evident that S?T-Clustering turns out to be very
robust, achieving always precision and recall values over 92.3%, while the
outliers are always detected correctly.

3.5.3 Efficiency and Scalability

In order to study the efficiency and scalability of our proposal we followed
two competing approaches: Hermes@PostgreSQL [1], implemented according
to the discussion in Section 3.4, vs. PostGIS extension of PostgreSQL
that simulated the two baseline solutions presented in Section 3.4.1. We
have noticed that the implementation of the 3D-R-tree in PostGIS suffers
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from rounding errors because it uses 32-bit IEEE floating-point numbers to
store the coordinates [2]. In our experiments we observed that the MBB
of a trajectory or a segment was always enlarged due to this rounding,
thus making the overlap query in PostGIS return more segments than
our implementation. Since this made the comparison between the two
systems unfair, we simulated PostGIS inside Hermes, in other words, also the
baseline solutions were simulated inside Hermes (thus, making all solutions
run under the same framework). In the charts that follow, we denote the
implementation of Baseline-1 and Baseline-II solutions implemented both in
Hermes and in PostGIS as Hermes | PostGIS-Baseline-I | II, i.e. four different
implementations. In particular, Figure 3.7 illustrates the execution time of
the voting step for the IMIS; dataset when varying the dataset size (i.e. the
number of trajectories). Obviously, the two implementations present similar
performance, with the PostGIS implementation performing slightly better
mainly due to the fact that the size of index node entries in PostGIS (which
uses 32-bit numbers for storing the temporal dimension) is slightly less than
that of Hermes (which uses 64-bit numbers).
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Figure 3.7: Comparing the performance of baseline solutions: (a) Baseline-I;
(b) Baseline-II.

We repeated the same experiment with the GeoLife dataset and the results
lead to similar conclusions, thus they are excluded due to space limitations.
Based on the above results, in the remainder of the experimental study,
the scalability study is conducted using the Hermes implementation of the
algorithms. As illustrated in Figure 3.8(b), all three approaches (Baseline-
I, Baseline-IT and TBQ), presented in Section 3.4.1) perform similarly on
the IMIS; dataset as far as it concerns the segmentation, sampling and
clustering steps of the algorithm (please note that y-axis is at log scale). The
crucial difference is at the expensive voting step, where TBQ significantly
outperforms the two baseline solutions by almost two orders of magnitude;
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this is illustrated in Figure 3.8(a) whereas in Figure 3.8(c) we present the
accumulated processing time. Due to the fact that the overall performance
is dominated by the performance of the voting step, we further studied
this step over the GeoLife dataset. As it can be observed in Figure 3.8(d),
the behavior of the voting step of S?T-Clustering over GeoLife is slightly
different from that over IMIS;. TBQ still outperforms both Baseline-I and
Baseline-II solutions by several orders of magnitude, but in the case of
GeoLife, Baseline-II outperforms Baseline-I. This can be explained by the
fact that GeoLife consists of trajectories with significantly larger number
of segments than IMIS; (recall the statistics in Table 3.2). This fact leads
Baseline-1I to perform considerably more lookups in the index.

3.6 Summary

In this chapter, we discussed the problem of subtrajectory clustering and
outlier detection in trajectory databases, aiming to take both space and time
information into consideration. In particular, we proposed S2T-Clustering
that is novel not only because it solves the problem more effectively than
the state-of-the-art (namely, TRACLUS), but also for an additional, quite
important reason: our proposal is designed in-DBMS, i.e., it performs as
a query operator in a real MOD engine over an extensible DBMS (namely,
PostgreSQL in our current implementation). Having such functionality in
their hands, data scientists are able to perform cluster analysis via simple
SQL in real DBMS, where concurrency and recovery issues are taken into
consideration. Moreover, our algorithm is boosted by an efficient index-based
Trajectory Buffer Query (TBQ) that speeds up the overall process, resulting
in a scalable solution, outperforming the state-of-the-art in-DBMS solutions
supported by PostGIS by several orders of magnitude.
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Figure 3.8: Step-by-step execution time of S?T-Clustering: (a) voting over
IMIS;; (b) segmentation/sampling/clustering over IMIS;; (c) overall over
IMIS;; (d) voting over GeoLife.
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Finding a solution to the above described subtrajectory clustering problem
is challenging; An even more challenging problem, than that of subtrajectory
clustering, is how one can support incremental and progressive cluster analy-
sis in the context of dynamic applications, where (i) new trajectories arrive
at frequent rates, and (ii) the analysis is performed over different portions
of the dataset, which might be repeated several times per analysis task.
Towards this direction, in this chapter, we study the temporal-constrained
subtrajectory cluster analysis problem, where the aim is to discover clusters
of subtrajectories given an ad-hoc, user-specified temporal constraint within
the dataset’s lifetime. The problem is challenging because: (a) the time
window is not known in advance, instead it is specified at query time, and
(b) the MOD is continuously updated with new trajectories. To address this
problem, we propose an incremental and scalable solution to the problem,
which is built upon a novel indexing structure, called Representative Tra-
jectory Tree (ReTraTree). ReTraTree acts as an effective spatio-temporal
partitioning technique; partitions in ReTraTree correspond to groupings of
subtrajectories, which are incrementally maintained and assigned to represen-
tative (sub-)trajectories. Due to the proposed organization of subtrajectories,
the problem under study can be efficiently solved as simply as executing a
query operator on ReTraTree, while insertion of new trajectories is supported.
Our extensive experimental study performed on real and synthetic datasets
shows that our approach outperforms a state-of-the-art in-DBMS solution
supported by PostgreSQL by orders of magnitude. The original content of
this chapter appears in [69].
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4.1 Introduction

Nowadays, huge volumes of location data are available due to the rapid
growth of positioning devices (GPS-enabled smartphones, on-board naviga-
tion systems in vehicles, vessels and planes, smart chips for animals, etc.).
This explosion of data already contributes in what is called the Big Data era,
raising new challenges for the mobility data management and exploration
field [35, 72].

Efficient and scalable trajectory cluster analysis is one of these challenges [109,
102]. The research so far has focused on adapting well-known solutions that
are effective for legacy data types to trajectory datasets. Thus, a typical
approach is to transform trajectories to multi-dimensional (usually, point)
data, in order for well-known clustering algorithms to be applicable. For
instance, CenTR-I-FCM [67] builds upon a Fuzzy C-Means variant. Another
approach is to focus on effective and efficient trajectory similarity search,
which is the basic building block of every clustering approach. Once one has
defined an effective similarity metric, she can adapt well-known algorithms
to tackle the problem. For instance, TOPTICS [56] adapts OPTICS [8] to
enable whole-trajectory clustering (i.e. clustering the entire trajectories), and
TRACLUS [49] exploits on DBSCAN [27] to support subtrajectory clustering.

Subtrajectory clustering is a typical cluster analysis problem in Moving
Object Databases (MOD). Recall Figure 3.1, i.e. a dataset consisting of four
trajectories, 11, ..., Ty (please note that the time dimension has been ignored
for visualization reasons). Upon this dataset, the goal of subtrajectory cluster
analysis is to identify two clusters (coloured red and blue, respectively) and
five outliers (coloured black).

Finding a solution to the above described subtrajectory clustering problem is
challenging; what is even more challenging, is how one can support incremen-
tal and progressive cluster analysis in the context of dynamic applications,
where (i) new trajectories arrive at frequent rates, and (ii) the analysis is
performed over different portions of the dataset, and this might be repeated
several times per analysis task.

As motivational example, consider the Location-based Services (LBS) scenario
where LBS users transmit their trajectories to a central LBS server, e.g., when
their trip is completed. From the server side, a MOD system is responsible for
organizing user traces, aiming to support extensive (usually incremental and

explorative) querying and mining processes. Since users (the data producers)
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transmit their location information in batch mode and asynchronously, the
underlying data management framework should be able to handle this kind
of information transmission. In other words, as we are especially interested
in cluster analysis, the data server should be able to cluster users’ trajectories
in an incremental fashion. Clearly, the above techniques fail to meet such a
specification.

Coming back to the example of Figure 3.1, two main challenges need to be
confronted: (i) given the addition of a new trajectory in the existing set of
four trajectories, how can cluster analysis be performed over the updated data
without applying the (quite expensive) clustering process from scratch, and
(ii) how could we organize these trajectories so as to retrieve clusters valid in
an ad-hoc temporal period of interest, without re-applying the clustering for
the user-defined temporal period? In this chapter, we address the challenge
of efficient and effective temporal-constrained subtrajectory cluster analysis,
by proposing an incremental and progressive solution to the problem. To this
end, we propose a novel indexing scheme for large MODs, which is designed
upon optimally selected samples of subtrajectories, called Representative
Trajectories, hence the term ReTraTree. Each subtrajectory of this type acts
as the representative of a group (cluster) of subtrajectories. Thus, ReTraTree
may be considered as a data structure that organizes (sub-)trajectories in a
hierarchical fashion, while having small, but in any case adaptable, memory
footprint. Based on its design, ReTraTree is able to incrementally partition
and cluster trajectories as they are inserted in the MOD. Interestingly, the
actual clustering process for the user-defined temporal period of interest,
called Query-based Trajectory Clustering (QuT-Clustering), is performed as
simply as a query execution upon the ReTraTree.

The contributions of our work are summarized below:

e we introduce the temporal-constrained subtrajectory cluster analysis
problem, which is a key problem for supporting progressive clustering
analysis;

e we design ReTraTree, an efficient indexing scheme for large dynamic
MODs, which is based on representative trajectories found in the
dataset;

e as a solution to the problem of study, we devise QuT-Clustering, a
subtrajectory clustering algorithm running as simply as a query operator
upon ReTraTree;
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o we facilitate incremental trajectory cluster analysis by exploiting the
incremental maintenance of ReTraTree along with the query-based
clustering approach of QuT-Clustering;

e we perform an extensive experimental study upon real and synthetic
datasets, which demonstrates that our in-DBMS implementation out-
performs a state-of-the-art PostgreSQL extension by several orders of
magnitude.

The rest of the chapter is organized as follows: Section 4.2 formally defines
the problem of temporally-constrained subtrajectory cluster analysis. Sec-
tion 4.3 presents the ReTraTree structure and its maintenance algorithms
while Section 4.4 puts ReTraTree in action, in other words it provides the
QuT-Clustering algorithm, also providing a complexity analysis of the en-
tire framework. Section 4.5 presents our experimental study. Section 4.6
concludes the chapter and outlines future research directions.

4.2 Problem Setting

In this section, we provide the necessary definitions and terminology. Table 4.1
summarizes the definitions of the symbols used in the chapter.

Definition 4.1. (Voting between segments of two trajectories): Given two
segments e and € belonging to trajectories T and T', respectively, the vot-
ing function V(e,e’) that calculates the voting e receives by €' is given by
FEquation 4.1:

_d%(ed)

Viee)=e 202 (4.1)

where the control parameter o > 0 shows how fast the function (“voting
influence”) decreases with distance.

Since Euclidean distance D(t) is symmetric, distance d(e, ') is symmetric
as well. As such, it holds that V(e,e') = V (¢, e); it also holds that 0 <
V(e,€') < 1. If the two segments are almost identical, i.e. distance d(e,€’) is
close to zero, the voting function gets value close to 1. On the other hand,
high values of distance d(e, €’) result in voting close to zero.

We can generalize the above discussion to define the representativeness of a
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Table 4.1: Table of Symbols used in Chapter 4

Symbol Definition

D A dataset, D =T1,...,Ty, of N trajectories

T A trajectory of D, whose length is |T| (in terms of number
of points composing it)

Tts(Te) Starting (ending) timestamp of the time-varying object z,

e.g., Tt.s (T;e) is the minimum (maximum) timestamp of
trajectory T’

l Lifespan of D, namely the temporal period
[min(T;.s), max(T},)), VT, T' € D

Di i-th (3D) point of trajectory T', p; = (x4, yi, t;)

€; i-th (3D) line segment of T', e; = (pi, Pi+1)

l; Lifespan of line segment e;, namely the temporal period
[tistiv1)

S Set of subtrajectories partitioning trajectory T

S; i-th subtrajectory of trajectory T

V(e,€e) Voting function between two segments e and ¢’ belonging
to trajectories T' and T”, respectively

Vi ' Voting descriptor of trajectory T with respect to T’

Vg Voting descriptor of trajectory D with respect to trajectory
dataset T

VTD Voting descriptor of trajectory 1" with respect to trajectory
dataset D

VD, Voting descriptor of trajectory dataset D with respect to
trajectory dataset D’

R Sample of representative subtrajectories R = Ry,..., Ry

C Clustering of subtrajectories in M clusters,

C = {CRl,... ,CRM}, C; C P, Cg, ﬂCRj =, 1 # j, with
subtrajectory R; representing cluster Cg, of subtrajectories

M Cardinality of C' (and R)
Out Set of outlier subtrajectories
1% The user-defined time window (W € [) for which we want

to discover the subtrajectory clusters
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trajectory with respect to another trajectory. Notice that the definition that
follows is applicable to subtrajectories as well (since a subtrajectory is itself
a trajectory, essentially a set of consecutive segments).

Definition 4.2. (Voting descriptor and average voting of a trajectory with
respect to another trajectory): Given a trajectory T of length |T'| and another
trajectory T', the voting descriptor V{:F/ of T with respect to T' is a vector

VE S (V(ew, ), ..., Viep|-1,%)) (4.2)

“*7 corresponds to the segment of T’

of dimensionality |T| — 1 where wildcard
that minimizes distance d(e;,-), i =1,...,|T| — 1. By avg(VE') we denote
the average of the values of the vector VYT/ of trajectory T with respect to

trajectory T".

Obviously, the voting descriptor is not symmetric, i.e. VTT ' #* Vj?,.

Definition 4.3. (Voting descriptor of a trajectory with respect to a trajectory
dataset): Given a trajectory dataset D and a trajectory T of cardinality |T),
T & D, the voting descriptor VTD of T with respect to D is a vector

VTD :( Z V(ep,*),..., Z Ver|-1,*)) (4.3)

T'eD T'eD

of dimensionality |T'| — 1 where wildcard ‘*’ corresponds to the segment of
each T' in D that minimizes distance d(e;,-), i =1,...,|T| — 1.

Recall that (i) the vote a segment can receive by another segment is a value
ranging from 0 to 1, according to Equation 4.1, and (ii) only one segment
from each trajectory votes for a given segment of another trajectory, i.e. its
nearest. This implies that the total voting - the sum of votes - received by a
given segment is a value ranging from 0 (if all members of D vote 0) to N
(if all members of D vote 1). To exemplify the above, back to the example

of Figure 3.1, voting descriptor V;?’Tg A} presents in general higher values

T2,T3}

than voting descriptor VAT“ since 77 is more centrally located than Ty

in the dataset.

Definition 4.4. (Voting of a trajectory dataset with respect to a trajectory):
Given a trajectory dataset D of cardinality N and a trajectory T of cardinality
IT|, T & D, voting V{5 of D with respect to T is a value
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VA= 3 avg(Vh) (4.4)
T'eD

that accumulates the average voting of all trajectories T' € D with respect to

T.

Definition 4.5. (Voting of a trajectory dataset with respect to another
trajectory dataset): Given a trajectory dataset D of cardinality N and another
(reference) trajectory dataset D' of cardinality N', D N D' = @ voting V5’
of D with respect to D' is a value calculated as follows:

VDD/ = Z (wg(Vg) (4.5)
TeD!

Now, we define the temporally-constrained subtrajectory clustering problem
that we address in this chapter. Let W represent a time window within the
lifespan of D, i.e. W € l. Further, let Dy, denote the set of subtrajectories
partitioning the trajectories in D, which are temporal-constrained within W.
Formally:

Problem 4.1. (Temporal-constrained subtrajectory clustering): Given (i)
a trajectory database D =Ty, ..., Txn of lifespan 1, consisting of N trajecto-
ries of moving objects, and (ii) a time window W (W € 1), the temporal-
constrained subtrajectory clustering problem is to find: (a) a set C =
{CRrys...,CRry,} of M clusters of subtrajectories, Cr, € Dy, i=1,...,M,
around respective subtrajectories R = {Ry,...,Ry}, Ri € Cgr,, i =1,...,,
called representative subtrajectories, and (b) a set Out of outlier subtrajecto-
ries, Out € Dy, so that voting ng—R of dataset Dy — R with respect to R
is maximized:

(R,C,Out) = argmax(Vg“W,R) (4.6)

The above problem is quite challenging, for a number of reasons. First, the
segmentation (or partitioning) of trajectories found in D in subtrajectories
cannot be predefined nor is the result of a third-party trajectory segmentation
algorithm, such as [14, 49, 53]. Instead, it is problem-driven: it is the
clustering algorithm that solves the above problem that is responsible to
find the best segmentation of trajectories into subtrajectories. Practically,
it is the clustering algorithm that is responsible to detect the red and blue
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parts of trajectories in Figure 3.1, given that the analyst requires a clustering
providing as time window W the whole lifespan of the dataset. Second, the
optimization of the above scenario is a hard problem, since the solution space
is huge. Third, one has to define the technique for selecting the set of the
most representative subtrajectories, whose cardinality M is unknown. Fourth,
as already discussed, in a real MOD setting, the solution should support
incremental updates. Put differently, data updates should be accommodated
as soon as they come and update the existing clusters at low cost, instead
of performing a new clustering process from scratch. Finally and most
importantly, since clustering is applied over different portions of the dataset,
and this might be repeated several times per analysis task, the solution to the
problem should be repeatable for all the different time windows W that are
of interest during explorative analysis. This comprises a novel feature and
a major contribution of our work, since existing solutions for subtrajectory
clustering are not able to support progressive clustering analysis taking into
account temporal constraints as filters.

4.3 The ReTraTree Indexing Scheme

We start this section with an overview of the ReTraTree indexing scheme
(Section 4.3.1) and we continue with the algorithms that are necessary for
its maintenance (Sections 4.3.2 — 4.3.4).

4.3.1 ReTraTree Overview

ReTraTree consists of four levels: the two upper levels operate on the temporal
dimension while the 3rd level is built upon the spatiotemporal characteristics
of the trajectories. The idea is to hierarchically partition the time domain by
first segmenting trajectories into subtrajectories according to fixed equi-sized
disjoint temporal periods, called chunks (1st level partitioning). Then, each
chunk is organized into sub-chunks, which form a partitioning of subtrajecto-
ries within each chunk (2nd level partitioning). Notice that sub-chunks may
overlap in time, i.e. they are not temporally disjoint.

Example 4.1. Figure 4.1 illustrates six trajectories, T1,...,Tg spanning in
two days (called Day 1 and Day 2). The dataset is split into two chunks
at day-level, with mauve (green) colored subtrajectories corresponding to the
evolution of moving objects on Day 1 (Day 2, respectively). Furthermore, the
chunk corresponding to Day 1 is subdivided to two sub-chunks, corresponding
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Figure 4.1: Six trajectories, spanning in 2 days, split into daily chunks.

to < 11,15, T3, Ty > and < Ts, Ty >, respectively. Although not illustrated
in the figure, the first sub-chunk is valid during [20:00, 0:00) of Day 1 while
the second sub-chunk is valid during [22:00, 0:00) of Day 1, thus they are
overlapping in time. FEspecially for the first sub-chunk, we also illustrate the
projection of the four trajectories on the spatial domain, which corresponds
to Figure 3.1(b).

Next, the subtrajectories of each sub-chunk are clustered on the spatiotem-
poral domain with a sampling-based algorithm. In the previous example,
this step results in the formation of two clusters of subtrajectories (in red
and blue) and five outlier subtrajectories (in black), see Figure 3.1(b). Thus,
ReTraTree maintains only the representatives at the 3rd level of the structure,
while the actual clustered data are archived at the 4th level.

Figure 4.2 (and the paragraphs that follow) present ReTraTree in detail.
Note that the top-three levels of the ReTraTree reside in main memory and
only the 4th level is disk-resident.

1st level (chunks). The root of the ReTraTree consists of p entries, p > 1,
corresponding to chunks sorted by time (in the example of Figure 4.1, at daily
level). Note that for each chunk H; , i =1,...,p, there is no need to maintain
the actual temporal periods in the index nodes since they correspond to fixed
equal-length splitting intervals. Each entry H; maintains only a pointer to
the respective set of sub-chunks H; ,, n > 1, under this chunk. The set of all
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Figure 4.2: Overview of the ReTraTree indexing scheme.

chunks forms the 1st level of the structure.

2nd level (sub-chunks). For each chunk, there is a set of sub-chunks,
actually a sequence of triples < H; ,,.per, H; ,,.R, H; ,,.Out >, n > 1, where
per is a temporal period [pert.s,pert.e) when the sub-chunk is valid (in
the example of Figure 4.1, [20:00, 0:00) and [22:00, 0:00), respectively for
the two sub-chunks of Day 1), while R (Out) are pointers to the set of
representative (outlier, respectively) subtrajectories belonging to sub-chunk
H; . The sequence of triplets is ordered by < pert.s,pert.e >. The set of
all sets of sub-chunks forms the 2nd level of the structure.

3rd level (cluster representatives). For each sub-chunk, the entries
of set R consist of pairs < Rj;,Cg; >, j > 0, where each entry includes
the representative subtrajectory R; and a pointer Cg; to the subset of
subtrajectories belonging to that sub-chunk and forming a cluster around R;.
Note that j = 0 implies that there may exist sub-chunks with zero clusters
(i.e. including outliers only). The set of all sets of cluster representatives
(along with the pointers to actual data) forms the 3rd level of the structure.
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4th level (raw trajectory data and outliers). The sets of actual sub-
trajectories that compose clusters Cg; are stored at the 4th level of the
structure. For each sub-chunk H; ,, there corresponds a set D; , consisting
of triples <subtrajectory-id, Cg;, subtrajectory-3D-polyline> that keep the
information about which subtrajectory belongs to which cluster. On the
other hand, set Out contains the outlier subtrajectories of that sub-chunk.
The outlier subtrajectories are appropriately indexed in a 3D-R-tree struc-
ture [94]. The clustering process of subtrajectories belonging to a sub-chunk,
during which we detect sets .S and Out, is a key process for ReTraTree and
is described in detail in Section 4.3.3.

How ReTraTree handles a new trajectory is discussed in the subsections that
follow.

4.3.2 Hierarchical Temporal Partitioning

Given a trajectory database D of lifespan | (whose duration is denoted as
ll]), a new trajectory T, and a fixed partitioning granularity p, applicable at
the ReTraTree 1st level, T is partitioned into a number of subtrajectories .S,
i > 1, where the subtrajectory .S; is the restriction of T" inside a temporal
period p;,

p= [ ) 1 <i<p

where |I|/p is the length of each time interval (i.e. the duration of the lifespan
of each chunk) and timestamps Dy s + |I| * (i —1)/p, 2 < ¢ < p are called
splitting timestamps. As such, every trajectory in the dataset is partitioned
into subtrajectories using the same (pre-defined, according to granularity
p) splitting timestamps. This chunking process is applied incrementally,
whenever a batch of new recordings from a moving object arrives. In case of
a new trajectory with temporal information that exceeds the last existing
chunk, a new chunk is created and the set of chunks C'K is extended.

At the 2nd level, each chunk is subdivided into (possibly, overlapping)
sub-chunks. Specifically, a chunk is split into sub-chunks by grouping the
subtrajectories contained in the chunk, according to the following definition.

Definition 4.6. (Grouping of subtrajectories in the same sub-chunk): Given
a temporal tolerance parameter T and two subtrajectories S € T and S" € T’
belonging to the same chunk, these subtrajectories can be grouped together in
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the same sub-chunk if their starting (ending) timepoints differ at most 7/2,
respectively. Formally, it should hold that:

|Sts = Stsl S T/2N[Spe = Sicl < 7/2 (4.7)

Note that the above definition is not deterministic as there might be a
subtrajectory S” € T" that also satisfies this condition. We handle this
case by grouping the subtrajectories when this condition is satisfied for the
first time. Thus, we do not define and we do not search for a kind of “best-
matching” sub-chunk. The reasons for this choice is that we are in favor
of a very efficient insertion process, while we do not care about an optimal
matching as this issue will be handled when the analyst asks for a clustering
analysis. Regarding tolerance parameter 7, it is a user-defined parameter
and can be exploited to impose an either stricter or looser notion of grouping.
It also implies that e.g., when 7 is set to 10 minutes, a subtrajectory of less
than 20 minutes duration cannot be grouped together with a subtrajectory
of more than 30 minutes duration.

4.3.3 Sampling-based Subtrajectory Clustering

As already mentioned in Section 4.2, maximizing Equation 4.6 is a hard
problem. In order to tackle it, we adopt a methodology for the optimal
segmentation and selection of a sample of subtrajectories from a trajec-
tory dataset. Thus, in Algorithm 4.1, we outline the Sampling-based Sub-
Trajectory Clustering (S?T-Clustering) algorithm, a two-step process that
relies on a subtrajectory sampling method, proposed in [62]. Briefly, S>T-
Clustering relies on the output of the aforementioned sampling method (1st
step), which is a set of subtrajectories in the MOD that can be considered
as representatives of the entire dataset. These samples serve as the seeds of
the clusters, around which clusters are formed based on a greedy clustering
algorithm (2nd step).

Algorithm 4.1 S?T-Clustering

: Input: MOD D = {Tl,TQ, cee 7TN}, €, )

: Output: Sampling set R, Clustering C, Outlier set Out.
. (R, S) « Sampling(D, €)

. (C,0ut) + GreedyClustering(R, S, 0)

return (R, C, Out)

TUA W N e
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The first step of S?T-Clustering algorithm (line 3) invokes the Sampling
method, which aims to solve an optimization problem, namely to maximize
the number of subtrajectories represented in a sampling set. In a few words,
Sampling calculates the voting descriptor ij? of all trajectories T' in D with
respect to D, as described in Definition 4.3. Then, based on this signal,
each trajectory is partitioned into subtrajectories having homogeneous repre-
sentativeness (i.e. the representativeness of all segments in a subtrajectory
does not deviate over a user-defined threshold), irrespectively of their shape
complexity. According to [62], a trajectory should have at least w points in
order for the segmentation to take place. Thus, w is an application-based
parameter of Sampling that acts as a lower bound of the length of a tra-
jectory under segmentation. Subsequently, Sampling selects a sampling set
R ={Ry,..., Ry} of subtrajectories, which are hereafter considered as the
representatives of D. Note that the number M of subtrajectories is not
user-defined; instead, it is dynamically calculated by the method itself. This
is achieved by tuning Sampling with a parameter € (¢ > 0 and € — 0), the role
of which is to terminate the internal iterative optimization process when the
optimization formula is lower than a given threshold (i.e. the ¢ parameter).
Back to the example of Figure 3.1, the above voting-and-segmentation phase
would result in segmenting trajectory 7 into three subtrajectories (coloured
red, blue, and black, respectively, in Figure 3.1) according to its represen-
tativeness; similar for the rest trajectories of the MOD.) Then, Sampling
would intuitively select two subtrajectories as representatives, one from the
blue subtrajectories, and one from the red subtrajectories.

At its second step (line 4), S?T-Clustering uses sampling set R in order to
cluster the subtrajectories of the dataset according to the following idea: each
subtrajectory in the sampling set is considered to be a cluster representative.
More specifically, clustering is performed by taking into account sampling set
R ={Ry,..., Ry} and vector of votes (i.e. representativeness) V;f 7 (actually

we use the average voting avg(Vb{j 7)) between subtrajectories of the original
MOD §; € D — R with respect to the representative subtrajectories R; € R.
Recall that VS}? 7 (Definition 4.2) consists of |S;| elements, where each one
represents the voting that the segments of \S; receive from the segments of
Rj. To this end, in order for the S*T-Clustering algorithm to maximize
Equation 4.7 for the special case where the time window W corresponds to
the lifespan [ of D, the cluster Cg; of a representative subtrajectory of the
sampling dataset R; € R, i.e. the set of subtrajectories that are assigned to
cluster Cg;, is provided by:
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Cr, ={Si€D—-R: avg(Véjj) > avg(Véj”“),

R (4.8)
VR, € RN avg(Vg”) > 6}

On the other hand, set Out of outliers consists of subtrajectories that have
been assigned to no cluster:

Out:{SZ'GD—R—CRj,VRjER} (4.9)

The algorithm outlined in Algorithm 4.1 simply iterates through all the
representative subtrajectories R; € R of the sampling dataset R and applies
the constraints of Equation 4.8. Parameter § is a positive real number
between 0 and 1 that acts as a lower bound threshold of similarity between
subtrajectories and representatives. As such, it controls the size of the

clusters C and the outlier set Out.

4.3.4 ReTraTree Maintenance

S2T-Clustering does not support arbitrary time windows nor dynamic data.
The additional challenge that we have to address is to efficiently support such
a clustering for arbitrary time windows and dynamic data. To achieve this,

we need to efficiently support insertions of new trajectories in the ReTraTree.

The incremental maintenance of the ReTraTree, whenever a batch of record-
ings of a moving object (i.e. a trajectory T') arrives, is supported by the
ReTraTree-Insert algorithm outlined in Algorithm 4.2. We have already
described how our method incrementally performs the first phase of parti-
tioning in the time dimension (line 2). The update_chunks function returns
the set of chunks H and the respective set of subtrajectories S that corre-
spond to the input trajectory T, i.e. the subtrajectories S; that intersect
temporally with chunk H;. Then, the algorithm assigns each subtrajectory
S; to an appropriate sub-chunk (lines 3-5). This is actually checked by the
find_subchunk function which, instead of applying Definition 4.6 between
S; and the other subtrajectories in the sub-chunk, simply tests whether the
following inequality holds: |S;;s — Hints| < 7/2 N |Site — Hingel < 7/2.
To gain this efficiency, the implicit assumption is that the temporal borders
of each sub-chunk are left unchanged since its initialization with its first
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subtrajectory. If there is not a matching sub-chunk with respect to time
(line 6), a new sub-chunk is created, which is initialized with an empty
representative set R, and an outliers set Out including the unmatched subtra-
jectory (line 18). If there is an appropriate sub-chunk for the subtrajectory
under processing (line 6), the algorithm tries to greedily assign it to the best
existing cluster (lines 7- 14). If this attempt fails (line 15), the algorithm
invokes ReTraTree-Handle-Outlier algorithm (outlined in Algorithm 4.2).

Algorithm 4.2 ReTraTree-Insert

1: Input: ReTraTree root, trajectory T', 7, €, §
2: (H, S) < update__chunks(root,T)

3: for each pair (H;,S;) € (H,S) do

4 clustered = false

5 H;, = find_subchunk(S;, H;)
6: if H;, # O then

7: max_v; = —1
8
9

for each R; € H;,, r do
if (non_common_lifespan(S;, R;) < T) then

10 v = avg(VS{?)

11: if (v<JdAv>max_v;) then

12: assign S; to C;

13: maxr_v; = v

14: clustered = true

15: if (clustered = false) then

16: ReTraTree — Handle — Outlier(root, H; ,,, S, €, 6)
17:  else

18: update chunk(S;, H;)

19: return

In particular, Algorithm 4.3 adds the subtrajectory into the outliers’ set of
the sub-chunk, which acts as a temporary relation upon which S?T-Clustering
is applied, whenever the size of the relation exceeds a threshold «a (e.g., «
Mb that may correspond to a percentage of the dataset) with respect to its
size, at the time of the previous invocation of the algorithm (line 3). Then,
a new set of representative subtrajectories will extend the existing set of
representatives, only if it is J-different from them (line 5). For each of the
resulting new outliers, we re-insert the subtrajectory from the top of the
ReTraTree structure. This implies that we recursively apply ReTra Tree-Insert
for that subtrajectory in order to search for other sub-chunks wherein it could
be clustered or to form a new sub-chunk. This recursion is continued until an
outlier is either clustered or partitioned to smaller pieces, due to successive
applications of S?T-Clustering. In case the size of an outlier becomes smaller
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than w, we archive it in the relation containing the raw data. Before applying
a clustering analysis task and if the tree has been updated since the insertion
of this specific trajectory, we give a last chance to these small outliers to be
clustered by re-dropping them from the top of the structure. In other words,
for a (sub-)trajectory Ty, if its length |T;| < w and T} has not been assigned
to a cluster, then, since it cannot be further segmented (and thus become
again candidate to be clustered in a different sub-chunk); it cannot also be

clustered before new trajectories update the tree.

Algorithm 4.3 ReTraTree-Handle-Outlier
1: Input: ReTraTree root, sub-chunk H; ,,, outlier S;, 7, €, 6
2: Hiyn.Out — Hi,n.Out usS;
3: if |H;,,.Out| > o then

4 (R,C,0Out) + ST — Clustering(H; ,,.Out, €,0)

5 Hin.R<+ H;,.RU{R' C R|NOT ¢ — join(H;,.R,R)}
6: for each outlier O in Out do

7 if |O] <w then

8: archive O

9: else

10: ReTraTree — insert(root, O, T,¢€,0)

11: return

4.4 ReTraTree in Action

ReTraTree maintains clustered subtrajectories at its leaves. However, given a
temporal period, it is not enough to retrieve the clusters (i.e. the subtrajec-
tories “following” the representatives) that overlap this period. The reason
is that the subtrajectory clustering of overlapping sub-chunks may form
representatives that: (a) are almost identical (as such, a ‘merge’ operation
should take place in order to report only one cluster as the union of the two
(or more) clusters built around the similar representatives), and/or (b) can
be continued by others (as such, an ‘append’ operation should take place to
identify the longest clusters, i.e. representatives).

In other words, an algorithm is required that takes ReTraTree as input and
searches within it in order to identify the longest patterns with respect to
the user requirements (e.g., discover all valid clusters during a specific period
of time). This is made feasible through appropriate ‘merge’ and ‘append’
operations applied to the query results. To the best of our knowledge, such
a query-based clustering approach is novel in the mobility data management
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and mining literature.

4.4.1 QuT-Clustering

Given two representatives R; and R; if (a) the two representatives have the
same lifespan with respect to threshold 7 and (b) the two representatives
are also similar with respect to similarity threshold § (this means that they
origin from different sub-chunks), then this implies a ‘merge’ operation. On
the other hand, if (a) R; ends close to the timepoint when the R; starts with
respect to threshold ¢, (b) the Euclidean distance of the last point of R; is
close (with respect to a distance threshold d) to the first point of R;, and
(c) a sufficient number of the same moving objects are represented by both
representatives (with respect to a percentage threshold ), this implies an
‘append’ operation. Figure 4.3 illustrates representatives of a chunk consisting
of two chunks. A ‘merge’ operation occurs between R and Rs, whereas Ry
and Rg will both be maintained in the final outcome although they have
similar lifespans. An ‘append’ operation occurs between R3 and Ry.

————— > sweep line t

Figure 4.3: Representatives of a chunk with two sub-chunks (dashed vs.
continuous polylines) organized in a temporal priority queue of two groups
(blue vs. red polylines).

Algorithm QuT-Clustering provided in Algorithm 4.4 proposes such a solution
on top of ReTraTree. The user gives as parameters the period of interest W,
and the algorithm traverses the tree and returns clusters valid in this period.

More specifically, the algorithm initially finds the chunks and then the sub-
chunks that overlap the given period (lines 3-5). These sub-chunks are
organized in a priority queue (line 6), which orders groups of representatives
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Algorithm 4.4 QuT-Clustering

1: Input: ReTraTree root, temporal period W

2: Output: Clusters C valid inside W

3: H < {H;, | overlap(root.H;, W)}

4: for H; € H do

5 Hip < {Hip, | overlap(W, H; ,,.per)}

6: TEQ PQ <« bulk push TEQ(TEQ PQ,H;,,T)
7. while TEQ_PQ # @ do
8:
9

R + temporal__interleaving(RUTEQ __PQ.pop())

: for R; € R do

10: Roveriap < temporal_overlap(Rj, R, t)

11: for Rj € Roveriap do

12: if (non_common_lifespan(R;, Ry) < 7) then

13: if (avg(Vii*) > 5) then

14: merge(R;, Ry)

15: else if (|Rjtc — Rits| <t) then

16: if (euclidean dist(p(Rjt.e), p(Rit.s)) < d) AND
(common_IDs(Rj, R) > ~) then

17: append(R;, Ry;)

18: else

19: continue

20: Repustered < {R] € R, | |Rj,t.e - Hi,t.e| > T}

21: R < R — Reustered

22: C+Cu Rclustered

23: return C'

of the sub-chunks. Each group contains temporally successive representatives
that are at most in temporal distance 7 from each other. To exemplify
this ordered grouping of sub-chunks, Figure 4.3 shows the representative
subtrajectories (excluding outliers) of a single chunk, which consists of two
sub-chunks, distinguished as dashed vs. continuous polylines. Note that
for simplicity, y-dimension is omitted and specific borders of sub-chunks
are not depicted, while the representatives form two groups, colored blue
and red, respectively. Subsequently, the algorithm pops each group one-
by-one and sorts all representatives with respect to time dimension, by
interleaving the already sorted (from the step that constructs the priority
queue) representatives coming from different sub-chunks (line 8). This is
done by including representatives left from a previous round of the algorithm.
Then, the algorithm sweeps the temporally interleaved representatives along
the time dimension (line 9) and, for each of them, identifies the subset of
its subsequent representatives in time that their lifespan overlap with the
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lifespan of the currently investigated representative, after the extension of the
latter towards the future by ¢ timepoints. For each pair of representatives R;
and Ry, the algorithm checks whether a merge operation (lines 12-14) or an
append operation (lines 15-17) is necessary. In any other case (line 19) the
algorithm simply continues with the next representative, and maintains both
representatives intact. After each sweep, the algorithm maintains in the next
round only those representatives that end at most 7 seconds before the border
of the current chunk (e.g., Rz, in Figure 4.3), as candidates for merging with
subsequent representatives (lines 20-22). The rest of the representatives are
part of the final outcome of the algorithm.

Regarding the technical details, a ‘merge’ operation practically maintains
(in the working set of representatives R) one of the two representatives (e.g.,
the first) in the remaining process. The other representative is appropriately
flagged so as to be able to retrieve the raw data that correspond to this cluster,
if needed. For the ‘append’ operation, we need to retrieve the identifiers
of the subtrajectories (not the subtrajectories themselves) that correspond
to the clusters implied by the representatives and apply a set intersection
operation. This is facilitated by traditional indexing structures, such as by
indexing the pair of representative id (i.e. cluster identifier) and subtrajectory
id of the raw data relation at the 4th level of ReTraTree. Practically, an
‘append’ procedure replaces from the working set of representatives S the two
representatives with one of those subtrajectories that exist in both clusters.
Note that the chosen subtrajectory is selected randomly and it is the one
used in the remaining process. Using another non-random choice at this step
would be possible but not desired, as it would imply retrieval of the actual
subtrajectories. Finally, note that for simplicity reasons, we use the same
threshold 7 to compute the equivalence classes, as well as for considering
whether two representatives refer to the same temporal period. In practice,
these two easily configured parameters may be different, depending on the
analysis scenarios pursued by the user. Similarly, threshold ¢ corresponds to
a small duration value, for instance, t = 0 in order to be as strict as possible.

4.4.2 Architectural Aspects

The architecture of our framework is illustrated in Figure 4.4. The core
of the framework is the ReTraTree structure that is fed by either new
incoming trajectories or data that have been processed in a previous round
and could not be clustered. In both cases the ReTraTree-Insert algorithm
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handles the insertion. The trajectories are partitioned according to the
in-memory part of the structure and stored on disk-based partitions. The
trajectories assigned to an existing representative trajectory) are archived on
disk in clustered partitions. Instead, trajectories that were not clustered are
organized on disk in an (intermediate) outlier partition. When the size of
the partitions exceeds a threshold, the S% T-Clustering algorithm applies the
Voting process upon which the Segmentation of the trajectories takes place.
The resulting subtrajectories and their voting descriptors form the input
of the Sampling module that selects new (i.e. non-existing) representatives
that are back-propagated to the in-memory part of the ReTraTree. The
new representative trajectories and the raw subtrajectories form the input
of the GreedyClustering module. If a subtrajectory is clustered around a
new representative, it is archived on disk. Otherwise it is an outlier and
is re-inserted to ReTraTree, as it may now be accommodated in the index.
This is due to its segmentation during the operation of S? T-Clustering, or
due to the creation of new matching sub-chunks or representatives in the
index. Finally, the analyst uses the QuT-Clustering algorithm to perform
interactive clustering analysis by providing different time windows W as
input.

4.4.3 Complexity Analysis

Concluding the discussion about our proposal, we provide a complexity
analysis of (i) loading the ReTraTree structure and (ii) performing QuT-
Clustering, according to the algorithms proposed so far. The assumption
we make throughout our analysis is that the distribution of trajectories
during the dataset’s lifetime is uniform; in other words, selecting two random
timepoints, ¢; and ¢;, the number of trajectories being ‘alive’ at ¢; and ¢;,
respectively, remains more or less the same. In real world datasets, we do
not expect to find perfect compliance to this, but we believe that this is a
realistic assumption.

Lemma 4.1. Under the uniformity assumption, the loading cost of the
ReTraTree is:

Op+ (Ti N +H - ) -log(Ti.- N/H - ]))
where H is the average number of sub-chunks per chunk, R is the average

number of representative subtrajectories per sub-chunk and (T}, denotes the
average number of trajectory points in a database consisting of N trajectories.
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Figure 4.4: Architectural aspects of ReTraTree.

Proof. Considering that H is the average number of sub-chunks per chunk
and R denotes the average number of representative subtrajectories per sub-
chunk, ReTraTree can be considered as p balanced trees of h = 2 (excluding
the root and the 3D-Rtrees found at the 1st and the 4th level of the structure,
respectively) with the upper bound for the maximum number of leaves per
tree being upper bounded by H - R. Given the above, each sub-chunk has an
average size of Ty, - N/H - R segments. Setting threshold « of each sub-chunk
to this value, ReTraTree will invoke the S T-Clustering algorithm O(p- H - R)
times [result 1].

Regarding the cost of S?T-Clustering algorithm, it is composed by the
costs of its two components, namely Sampling and Greedy-Clustering (see
Algorithm 4.1). As it has been shown in [62], the most computationally
intensive part of the Sampling method is the voting process with O(T}, -
N - 1og(T}, - N)) cost for each trajectory in a database consisting of N
trajectories indexed by a 3D-Rtree structure. Note that in our case, we
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maintain a forest of such trees, where each of them corresponds to the
segments of the subtrajectories that belong to the dynamically changing
set of outliers of a sub-chunk. Therefore, in our case the number N of
trajectories corresponds to the number of subtrajectories that have been
assigned to this set. Regarding Greedy-Clustering, as the voting vectors are
pre-calculated during the Sampling step, its cost is dominated by the size of
the representatives set R. More specifically, the cost is O(R - log(T}, - N)),
i.e. the cost of performing R trajectory-based range queries in the database
[result 2].

Since the size of the outliers of a sub-chunk set is estimated to be T},- N / H-R,
the cost of the S? T-Clustering algorithm in a sub-chunk is: O(T} - N/H - R -
log(Ty, - N/H - R) + R - log(Ty, - N/H - R)) [result 3].

By combining results 1-3 above (i.e. multiply the p- H - R number of leaves
with the cost of the S? T-Clustering algorithm of a single sub-chunk), we
have proven Lemma, 4.1.

From a different point of view, the cost per trajectory insertion can be split in
four parts: (i) the cost of chunking and sub-chunking the original trajectory
to subtrajectories, (ii) for each subtrajectory, the cost of finding the matching
representative, (iii) the cost of invoking the S? T-Clustering algorithm, which
is only in case that the subtrajectory overflows threshold a of the sub-chunk,
and (iv) the cost of checking whether the new representatives extracted by
S2 T-Clustering can be inserted into the already identified representatives.
Regarding the cost of each part, that of (i) is trivial, while that of (ii) and
(iv) is O(R) in both cases, since it implies a scan on the set of representatives,
which however is small (R < N). Obviously, the cost per trajectory insertion
is dominated by the S? T-Clustering algorithm.

Lemma 4.2. Under the uniformity assumption, the cost of the QuT-Clustering
algorithm is:

O((H - R)?)
where H is the average number of sub-chunks per chunk and R is the average
number of representative subtrajectories per sub-chunk.
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Proof. As already shown, under uniformity assumption, each chunk maintains
O(H - R) representatives. Thus, invoking QuT-Clustering will eventually
scan a number of O([(|W])/p] - H - R) representatives, where [(|W])/p] is
the number of the involved chunks. However, at any time, the algorithm
maintains a priority queue of O(H - R) representatives (worst case scenario).
Note that sorting this priority queue costs O(H - R) only, since the sets of
representatives of the corresponding sub-chunks are already sorted, thus a
merge-sort performs the required temporal interleaving. Given this, as the
representatives reside in memory and there is no special organization at this
level, for each of these representatives the algorithm will scan all the other
representatives in the worst case, thus leading to O((H - R)?).

Interestingly, the cost of the QuT-Clustering algorithm is independent to
the size of the database, thus it is a highly efficient solution for progressive
temporally-constrained subtrajectory clustering analysis. This is validated in
the experimental study that follows.

4.5 Experimental Study

In this section, we present our experimental study. ReTraTree and its
algorithms were implemented in-DBMS in Hermes [1] MOD engine over Post-
greSQL, by using the GiST extensibility interface provided by PostgreSQL.
More specifically, the top three levels of ReTraTree that reside in memory
were implemented as temporary tables, while the 4th level was stored in tra-
ditional tables, upon which the 3D-Rtrees were built. Although our proposal
is generic, we chose to put extra effort to implement it on a real-world MOD
management system rather than an ad-hoc implementation, because of the
initially placed goal to support progressive clustering analysis. We argue
that this is an important step towards bridging the MOD management and
mobility mining domains, as state-of-the-art frameworks [35] could make
use of the efficiency and the advantage of our proposal to execute clustering
analysis tasks via simple SQL. This way, our approach becomes practical and
useful in real-world application scenarios, where concurrency and recovery
issues are taken into consideration. All the experiments were conducted
on an Intel Xeon X5675 Processor 3.06GHz with 48GB Memory running
on Debian Release 7.0 (wheezy) 64-bit. We used PostgreSQL 9.4 Server
with the default configuration for the memory parameters (shared_ buffers,
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temp__buffers, work__mem, etc.). The outline of our experimental study is
as follows: in Section 4.5.1, we discuss the setting of various parameters.
In Section 4.5.2 we present baseline solutions with which we compare our
proposals. In Section 5.3 we describe the datasets that we used in this study.
In Section 4.5.4, we apply a qualitative analysis to verify that our proposal
operates as expected by using datasets with ground truth. In Section 4.5.5
we provide a sensitivity analysis with respect to various parameters. In
Section 4.5.6 we continue the qualitative evaluation of our approach in real
datasets with general-purpose clustering validation metrics. In Section 4.5.7,
we evaluate the maintenance of ReTraTree in terms of loading performance
and size. In Section 4.5.8, we measure the I/O performance of ReTraTree
with respect to the QuT-Clustering algorithm, the performance of which is
assessed in Section 4.5.9.

4.5.1 Parameter Settings

Regarding parameter settings, as our approach makes use of the sampling
methodology of [62], we followed the best practices presented in that work.
More specifically, the value of parameter o was set to 0.1% of the dataset
diameter, while that of € was set to 1073. We would like to note that we
made several experiments by modifying the values of these parameters and
the differences in the results were negligible, thus in a way we re-validated
our earlier experience in the current setting.

As far as it concerns the parameters that affect the construction of ReTraTree,
their effect is rather straightforward. Here we report our findings, which have
been experimentally validated. More specifically, the more we increase p,
the more chunks we create and hence the more the partitions (i.e. relations
in our implementation). As the number of these partitions increases, the
size and the construction time of ReTraTree decreases as the structure holds
the same amount of data, but in smaller relations (i.e. smaller indexes).
Moreover, as by increasing p we have a smaller structure size, the runtime of
QuT-Clustering will be smaller. Regarding the 7 parameter, the smaller it is,
the more the number of sub-chunks and hence the more relations; thus, we
fall at the previous case. In addition, the smaller the similarity threshold 4,
the more the subtrajectories that are assigned to already existing clusters.
This implies that fewer subtrajectories will end up to the outliers’ set and
hence the S?T-Clustering algorithm runs fewer times. This means that
the lower the § the lower the construction time of the ReTraTree. Finally,
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regarding the value of « that is the threshold of the size of the outliers’ set
above which the §% T-Clustering algorithm is applied, the more we increase
a, the fewer times the S? T-Clustering will run and consequently the smaller
the construction time of ReTraTree. In our experiments we fixed threshold
a to 5% of the dataset size.

In the subsequent sections we report on the effect of the important parameter
of the time window W, while in Section 4.5.5 we particularly study the effect
on both the efficiency and the quality of QuT-Clustering when varying the
values of the remaining parameters, whose effect is not trivial to foresee
without experimentation.

4.5.2 Baseline Solution

To the best of our knowledge the ReTraTree structure and the corresponding
QuT-Clustering algorithm is a novel solution to the temporally-constrained
subtrajectory cluster analysis problem and there is no comparable technique.
Furthermore, as already mentioned, the S?T-Clustering algorithm has some
unique characteristics that make it appropriate as part of our solution.
The most important characteristic is that it provides a greedy solution to
the problem for the degenerated case where the time window W is equal
to the entire lifespan of the dataset. This is a key observation that we
exploit in our approach by organizing our data in sub-chunks consisting of
subtrajectories having the same lifespan and applying S? T-Clustering to
them. In Section 4.5.4 we demonstrate that the state-of-the-art TRACLUS
algorithm [49] that is utilized also by the TCMM framework [53] cannot
identify the clusters in datasets including ground truth. Moreover, in [62]
it is shown that an efficient solution for the sampling process that the
S% T-Clustering algorithm utilizes, it requires a 3D-Rtree index.

Given the above, in this empirical study we set the following comparable
pairs: (i) we compare the ReTraTree structure with the 3D-Rtree structure.
A secondary but important reason for this choice is that 3D-Rtree is the
prevailing structure that state-of-the-art spatial DBMS vendors have chosen
to support in their products (e.g., PostGIS, Oracle Spatial); (ii) we com-
pare the S?T-Clustering algorithm with QuT-Clustering algorithm for the
degenerated case where the time window W is equal to the entire lifespan of
the dataset. Of course, our approach is applicable in any user-defined time
window W. Thus, in this case the comparable pair is on the one hand the
QuT-Clustering and on the other hand again the S? T-Clustering algorithm
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after having restricted the dataset to the selected time window W. This
implies that an analyst should first apply a temporal range query to restrict
the dataset inside W, then build a 3D-Rtree on the restricted dataset and
afterwards run the S2T-Clustering algorithm. This is the best choice to
perform a progressive clustering analysis without the ReTraTree and this is
how the analysts work currently.

4.5.3 Datasets

In this study we used two real datasets, IMIS; and GeoLife, and one synthetic,
called SMOD, that were presented in Section 1.5. Table 4.2 presents their
statistics.

Table 4.2: Dataset Statistics

Statistic SMOD GeolLife IMIS,
# Trajectories 400 18668 5110
# Segments 35273 24159325 443657
Dataset Duration 0:02:00 | 1932 days 22:59:48 | 6 days 19:59:53
(hh:mm:ss)
Avg. Sampling Rate 0:00:01 0:00:08 0:18:02
(hh:mm:ss)
Avg. Segment Length 8 72 1545
(m)
Avg. Segment Speed 7.83 5.01 7.03
(m/s)
Avg. Trajectory Speed 2.86 3.91 4.52
(m/s)
Avg. # Points per 89 1295 88
Trajectory
Avg. Trajectory 0:01:28 2:43:15 11:33:45
Duration (hh:mm:ss)
Avg. Trajectory Length 691 93046 134,148
(m)

4.5.4 Quality of Clustering Analysis in Synthetic Datasets
Including Ground Truth

To the best of our knowledge there is no real trajectory dataset that provides
ground truth that can be utilized for validating clustering techniques. Thus,
our premise is to evaluate our approach qualitatively by using a synthetic
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dataset. The description of SMOD implies that the possible ending times
of a moving object are t = 20, t ~ 50, t ~ 80 or t ~ 100. Based on this
fact and by setting the chunk size equal to the duration of the dataset (i.e.
100 sec) we infer that the ReTraTree construction process should create 4
sub-chunks. We also infer the lifespan ! of each sub-chunk. The invocation
of the ReTraTree-Insert that builds these sub-chunks, concludes to apply
the 5% T-Clustering algorithm in each of these sub-chunks, which in its turn
results in discovering representatives (i.e. clusters) in each of them. This
ground truth is illustrated in Table 4.3.

Table 4.3: The ground truth hidden in SMOD

Sub-chunk | Path | Time periods (clusters)
A— B [0, 20], [0, 50]
w1 | B—C | [20,80] [50, 100
1= [0 ’ 100] B— D 20, 52|, [50, 100]
! C— B 80, 100]
D—C (52, 100]
H1,2 A—B [0, 20], [20, 80]
1=100,80] | B=C 20, 80]
Hi,3 | A—B [0, 20] [0, 50]
1=1[0,50] | B=>D 20, 52]
1 :H[(l):‘; o | A8 [0, 20]

For instance, sub-chunk H;; with lifespan [0, 100] (i.e. objects that move
through out the dataset’s lifespan) includes eight representatives, for each of
which we note its lifespan. For example, in Hy; there are two subtrajectory
clusters on the path A — B, with lifespans [0, 20], [0, 50], respectively.

We have loaded the SMOD dataset to the ReTraTree. We set the temporal
tolerance parameter to 7 = 2 (i.e. we impose 1 second difference in the
starting/ending timepoints). The resulting ReTraTree discovered indeed
four sub-chunks with lifespans: [0, 100], [0, 81], [0, 54] and [0, 20]. By
incrementally applying S? T-Clustering in each of them, we resulted in the
discovery of the representatives. Figure 4.5 illustrates the representatives of
the four sub-chunks. By combining each row in Table 4.3 with Figure 4.5(a)-
(d), we conclude that ReTraTree discovers the correct representatives, with
their lifespans only slightly deviating from ground truth.

We now investigate how the QuT-Clustering algorithm would operate by
setting the temporal period W e.g., to the whole lifespan of the dataset. We
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Figure 4.5: The representatives of the four sub-chunks.
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used the values 5 sec, 10 m and 50% for (¢, 7), d and 7 respectively. After all
‘append’ and ‘merge’ operations take place, the resulting representatives are
depicted in Fig.12, which is almost identical to the expected ground truth.

D D
A B c A B C
A->B, t€|[0,18] A>B, t€[19,49]

D

/—-

A B c
B>C, t€[25,73] B>D, te€ [61,100]

D D

el

A B CA B G
B>D, te€[35,54] B>C, t€[49,100]

D D
A B \ A R c
D>C, t€[65,100] C>B, t€ [80,100]

Figure 4.6: QuT-Clustering results with W=[0, 100].

In order to measure the stability of our method to noise effects, we have
added more Gaussian white noise with Signal to Noise Ratio (SNR) level
SNR = 30 db. The initial SMOD with additive noise of SNR = 50 db
and the new SMOD with SNR = 30 db projected in 2-D spatial and 3-D
spatiotemporal space is illustrated in Figure 4.7. A small number of objects
(i.e. outliers, four in our experiment) randomly move in space other than
the roads that the other objects reside. These are also depicted in Fig. 13.
In addition, the speed of outliers is updated randomly. Furthermore, for
the sake of simplicity we assume that the chunk size is the whole lifespan of
the dataset. According to this, the ground truth is restricted to the eight
different paths that are valid for sub-chunk Hy 1.

Given the above, and in order to demonstrate the benefits of S% T-Clustering
we compare with TRACLUS [49], the state-of-the-art subtrajectory clustering
technique. Again we assume that the chunk size is the whole lifespan of the
dataset, hence the ground truth restricts to the eight different paths that are
valid for sub-chunk H; ;. In Figure 4.8(a) and (b), we present the results of the
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Figure 4.7: The trajectories of the SMOD with additive noise of SNR =
50 db projected in (a) 2-D spatial space ignoring time dimension and (b)
spatiotemporal 3-D space. The trajectories of the SMOD with additive noise
of SNR = 30 db projected in (c) 2-D spatial space and (d) spatiotemporal
3-D space. (e) The four outliers of the SMOD with additive noise of SNR =
50 db projected in 2-D spatial space ignoring time dimension. (f) The four
outliers of our synthetic MOD with additive noise of SNR = 30 db projected
in 2-D spatial space.
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(b)

Figure 4.8: The representative trajectories (i.e. clusters) discovered by (a)
S2 T-Clustering (b) TRACLUS.

S? T-Clustering and TRACLUS, respectively. Specifically, in Figure 4.8(a)
we depict the selected subtrajectories by S?T-Clustering to serve as the
pivots (i.e. representatives) for grouping other subtrajectories around them,
while in Figure 4.8(b) we depict the synthesized representatives extracted
(with RTG algorithm [49]) after the TRACLUS’s grouping phase. Based
on this experiment, it turns out that S?T-Clustering effectively discovers
all eight clusters (as well as the noisy subtrajectories), thus S? T-Clustering
is not affected by the trajectories’ shape, yielding an effective and robust
approach for the discovery of linear and non-linear patterns. On the contrary,
TRACLUS fails to identify the hidden ground truth in this SMOD (i.e. it
discovers only four out of the eight clusters) due to the fact that it ignores
the time dimension. Interestingly, note that TRACLUS discovers more or
less linear patterns, ignoring the temporal information of the trajectories, as
mentioned in [49].

In order to evaluate the accuracy of our proposal in a quantified way, we
further employed F-Measure in SMOD. In detail, we built 8 datasets, with
the first consisting of the subtrajectories of the first cluster of sub-chunk
Hi 1 only, the second consisting of the subtrajectories of the first and the
second cluster only, and so on, until the eighth dataset, which consisted
of the subtrajectories of all eight clusters. All eight datasets appeared in
two variations: including or not the set of outliers. For each dataset, we
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Figure 4.9: Quality of S T-Clustering w.r.t. number of clusters.

applied S T-Clustering and calculated F-Measure; Figure 4.9 illustrates this
quality criterion by increasing the number of clusters. It is evident that
S% T-Clustering turns out to be very robust, achieving always precision and
recall values over 92.3%, while the outliers are always detected correctly.

4.5.5 Sensitivity Analysis with Respect to Various Parame-
ters

In this section we first study the effect on the quality of the clustering
result when varying the values of the parameters of the QuT-Clustering
algorithm. Recall that QuT-Clustering does not change the clusters of the
trajectories organized in ReTraTree. It returns modified representatives
which are valid inside the given time window W, by merging or appending
the initial representatives. Thus, the goal of the experiment is to measure
the difference between the representatives resulted by the QuT-Clustering
and the initial representatives. Intuitively, having this difference for different
values of various parameters gives us a good hint about the sensitivity of
QuT-Clustering with respect to the various parameters. To measure the
difference, we employ the SSE metric between the initial representatives and
their counterparts returned by QuT-Clustering. Obviously, if a representative
is returned as-is, it contributes 0 to SSE. Apart from this set of experiments
(one for each parameter), we further measure the execution time of QuT-
Clustering, so as to study the effect of the parameters in the efficiency of the
algorithm, in contradiction with its quality.

The results of these experiments on IMISy dataset are depicted in Figure 4.10.
More specifically, as depicted in Figure 4.10(a) as 7 increases the quality drops
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Figure 4.10: (a)-(c)-(e)-(g)-(i) Sum of Square Errors, (b)-(d)-(f)-(h)-(j) Exe-
cution time, when varying the parameters of QuT-Clustering.
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due to the fact that we have more merges, hence the resulted representatives
are more different than the original. The increasing number of merges results
in gradual increase of the execution time (Figure 4.10(b)). Figure 4.10(c)
shows that as ¢ increases the quality increases as fewer merges take place.
Someone would expect that this would decrease execution time, however this
is not the case as the costly operation in the merge phase is the calculation
of the similarity between the two representatives, which is something that
has already taken place. What we actually observe is a slight increase in the
execution time, which occurs because QuT-Clustering ends up processing
more representatives. (Figure 4.10(e), (g), (i) depict that quality is not
affected by the different values of ¢, d and -, respectively. The same conclusion
stands also for the execution time illustrated in (Figure 4.10(f), (h), (j),
respectively. This is because an append (raised when satisfying thresholds
on these parameters) does not change the representatives themselves, i.e. an
append simply returns two representatives as one.

Given the above stable behavior of QuT-Clustering with respect to its
parameters, in the rest of the experimental study the values of é, d, ~, t
and 7 were set to the following intermediate values 0.7, 1km, 0.7, 30min and
30min, respectively.

4.5.6 Quality of Clustering Analysis in Real Datasets

In Section 4.5.4 we used a dataset including ground truth. In this section we
use real datasets and general-purpose clustering validation metrics. Specifi-
cally, we evaluate the quality of the clustering through the ng_ R Ineasure
introduced in Equation 4.6. Note that this measure stands as an alternative
to the Sum of Square Errors (SSE) and QMeasure used in the evaluation of
TRACLUS [49], as it accumulates the (normalized) distances from the cluster
centroids. More specifically, we use the IMISs and GeoLife real datasets
and we compute Vl})'—iwf r for 52 T-Clustering and QuT-Clustering in different
subsets of the two datasets. These subsets have been produced by selecting
gradually coarser slices in the time domain. The time window W is set to
lifespan of the subsets. The rationale of the experiment is that the ng_ R
of QuT-Clustering should be as close as possible to S? T-Clustering, as the
latter is a good solution of the problem for the degenerated case where the
time window is equal to the lifespan of the dataset. Figure 4.11 confirms
that QuT-Clustering is able to identify clusters as well as S? T-Clustering
does. Put differently, QuT-Clustering results in representatives (after all the
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Figure 4.11: V[])“zwf r of QuT-Clustering and S% T-Clustering against batches
of varying lifespan (setting W to their whole lifespan): (a) IMISs, (b) GeoLife.

merge and append operations) which are very similar to those resulting from
S% T-Clustering, however as we will show in the subsequent sections, QuT-
Clustering achieves this result with orders of magnitude better performance
than S T-Clustering.

4.5.7 ReTraTree Maintenance

In this section, we evaluate three different aspects of the ReTraTree structure,
namely the efficiency of (i) loading and (ii) appending data, as well as (iii)
the size of the structure. More specifically, the Load operation, measures
the required time to load increasing volumes of data from scratch, which
correspond to partitions of the MOD that are produced by selecting randomly
a percentage of the total number of trajectories. Figure 4.12 depicts the
construction (loading) time to build, on the one hand, the ReTraTree and,
on the other hand, the 3D-Rtree indices, i.e. the two alternatives to solve the
problem at hand. Moreover, in order to correlate the required construction
time of the indices with query time, we also add the execution time of the
QuT-Clustering and the S? T-Clustering algorithms, setting as time window
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Figure 4.12: Construction time of ReTraTree vs. 3DR-Tree (and execution
time of QuT-Clustering and S? T-Clustering) against datasets with increasing
size: (a) IMISs, (b) GeolLife.

W equal to the whole lifespan of each dataset. Note the log-scale on y-axis.

From these results, we can make the following observations. First, the increase
in loading time for ReTraTree is sublinear with respect to the dataset size,
which is a positive testimony about its scalability. Second, when the total
cost is considered (indexing and querying), it is clear that for large datasets
our approach outperforms the competitor by two orders of magnitude. This
is due to the fact that querying the ReTraTree is much more efficient than
the 3D-Rtree, as the latter quickly becomes expensive, even for moderate
dataset sizes. Put differently, ReTraTree harvests the increased construction
cost in terms of fast query processing, thus boosting the performance of
spatiotemporal clustering.

On the other hand, the Append operation measures the required time to
append an existing ReTraTree with new batches of data, which correspond to
new temporal periods — to perform this experiment we have split the datasets
in 7 batches of equal duration (however, skewed size). Note that the first
append operation loads data to an empty ReTraTree. Figure 4.13 illustrates
the time for each batch of data to be appended in the two index structures.
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Moreover, in the same figure we present the size of each batch. We observe
that there is a very high correlation between batch size and batch execution
time, perhaps with the exception of the first batch. This demonstrates that
there exist no additional overheads as more batches are appended, thus the
cost of Append mainly depends on the size of the appended batch. The fact
that the first batch’s execution time is disproportionate to its size has to do
with the initialization cost of the ReTraTree.
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Figure 4.13: Append of ReTraTree: (a) IMISy, (b) GeoLife.

Next, we measure the size occupied by the structure. Figure 4.14 depicts the
size of the ReTraTree structure, both on disk and in memory, and compares
it with the size occupied by the indices required for the S?7T-Clustering
algorithm. As we have an in-DBMS implementation, the size of the indices
is augmented with the required B-trees on the primary keys of the database
tables.

For clarity, we also present the size of original tables, namely a single table
for the S? T-Clustering case and multiple tables for ReTraTree. As expected,
we observe that the first three levels of ReTraTree have a small in-memory
footprint, while, notably, our approach has a smaller size on disk in contrast
to 3D-Rtree. This is due to that the ReTraTree’s partitioning scheme leads
to more compact 3D-Rtrees (i.e. less dead space).
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Figure 4.14: Space requirements: (a) IMISs, (b) GeoLife.

4.5.8 1I/0O Performance

Now, we evaluate the I/O performance of both QuT-Clustering and S*T-
Clustering with respect to the number of index blocks read from disk
(idx__blk_read) and the ratio of the index page hits (i.e. blocks read from
cache) with respect to to all blocks (idx__hit_ratio).

Figure 4.15(a) depicts the number of index blocks read from disk while
increasing the duration of the time window W whereas Figure 4.15(b) illus-
trates the hit ratio that clearly shows the advantageous use of the index in
our case. The results are for IMISo dataset; we observed similar behaviour in
GeolLife. Clearly, QuT-Clustering needs to access orders of magnitude fewer
blocks to perform the clustering task, when compared to S? T-Clustering.
Moreover, this behaviour is consistent also for increased time windows.

4.5.9 Efficiency of QuT-clustering versus S?T-Clustering

As a final experiment, we measure the efficiency of performing the clustering
task. The goal is to evaluate the retrieval of all the valid maximal clusters
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Figure 4.15: QuT-Clustering vs. S? T-Clustering (IMISy only): (a) blocks
read from disk, (b) hit ratio.
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Clustering w.r.t. a bundle of queries of random lifespan (IMIS,).

for varying time windows W, which is critical for progressive clustering
analysis. We compare QuT-Clustering, with an approach that first extracts
the relevant records using a temporal range query, then creates a 3D-Rtree
index on the extracted values, and then applies S? T-Clustering. Figure 4.16
depicts the execution time of both approaches (using a log scale on the y-axis)
by varying the duration of the time windows W. Again, it is clear that for
large datasets our approach outperforms the competitor by two orders of
magnitude.

Moreover, we created a bundle of queries with random lifespan (i.e. time
window W) and we executed them with random sequence. Figure 4.17
depicts the accumulated execution time, i.e. time depicted for query ¢ + 1
also includes time required for query ¢. This experiment clearly shows a
major benefit of ReTraTree. More specifically, S? T-Clustering presents an
excessive cost in performing multiple clustering tasks (with different time
windows W), while in the case of ReTraTree this cost simply disappears.
In ReTraTree, the overhead of performing a new clustering is negligible, as
depicted by the almost straight line in the chart. Both results are for IMIS,
dataset; we observed similar behaviour in GeoLife (results omitted as they
present no added value).

4.6 Summary

In this chapter, we introduced the temporally-constrained subtrajectory clus-
ter analysis problem. To address it, we proposed ReTraTree, an indexing
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scheme which organizes trajectories by using an effective spatio-temporal
partitioning technique. Partitions in ReTraTree correspond to groupings
of subtrajectories, which are incrementally maintained and represented via
a hierarchical organization of a small (thus, light-weight in-memory) set
of ‘representative’ subtrajectories. Given this, the problem in hand can be
efficiently solved as a query operator on ReTraTree, coined QuT-Clustering.
Our approach further contributes to the mobility data management and
mining domain for the additional reason that it has been designed and imple-
mented in a MOD engine. Such functionality enables the application users to
perform progressive cluster analysis via simple SQL in real extensible DBMS.
Our extensive experimental study showed that our approach outperforms
the state-of-the-art in-DBMS solution supported by PostgreSQL by several
orders of magnitude.
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5] Time-Aware Subtrajectory
Clustering in Hermes@QPostgreSQL

In this chapter, we present an efficient in-DBMS framework for progressive
time-aware subtrajectory cluster analysis. In particular, we address two
variants of the problem: (a) spatiotemporal subtrajectory clustering and (b)
index-based time-aware clustering at querying environment. Qur approach
for (a) relies on a two-phase process: a voting-and-segmentation phase
followed by a sampling-and-clustering phase. Regarding (b), we organize
data into partitions that correspond to groups of subtrajectories, which are
incrementally maintained in a hierarchical structure. Both approaches have
been implemented in Hermes@PostgreSQL, a real MOD engine built on top
of PostgreSQL, enabling users to perform progressive cluster analysis via
simple SQL. The framework is also extended with a Visual Analytics (VA)
tool to facilitate real world analysis. The original content of this chapter
appears in [90].

5.1 Introduction

Knowledge discovery in mobility data [72] exposes patterns of moving objects
useful in several fields, such as transportation, climatology, zoology, mobile
social networks. Mobility (mostly GPS-based) data capturing results in
trajectories of moving objects stored in Moving Object Databases (MOD),
call for novel methods aiming at effective comprehension and analysis of
mobility. In the literature of trajectory-based data mining [109], one can
identify several types of mining models used to describe various collective
behavioral patterns. Focusing on trajectory clustering, the majority of
related work proposes a variety of distance functions, utilized by well-known
clustering algorithms to identify collective behavior among entire trajectories.
In a parallel line of research most related to the current approach, researchers
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aim to discover local patterns in MOD, i.e. co-movement patterns that are
alive only for a portion of moving objects’ lifespan, such as moving clusters,
flocks, convoys, swarms, platoons and other patterns [109]. Other techniques,
such as TRACLUS [49], simplify and partition the given trajectories and
then apply density-based clustering, focusing on the spatial and ignoring the
temporal dimension.

Exploration of clustering results is often supported by interactive Visual
Analytics (VA) tools, as in the examples illustrated in Figure 5.1. The dataset
employed for this example is a real MOD consisting of aircrafts approaching
airports of the London metropolitan area. However, it is straightforward
to employ datasets from other domains, such as maritime or urban traffic
movement. For instance, the cluster affiliation of trajectory segments is
represented on a map display by color coding. The user can interactively
select which clusters to show or hide, in order to be able to examine selected
clusters in detail. The existence times of the clusters and the changes of their
cardinality over time can be explored using a time histogram, in which bars
are divided into segments painted in the same colors as the cluster members
in the map. The 3D shapes of the cluster members can be seen in a 3D
display. In general, VA systems provide a number of visual and interactive
techniques designed to support mobility data exploration and analysis [6].

Towards the goal of interactive mobility data exploration and analysis, our
motivation in this work is to demonstrate how a MOD engine built on
top of extensible DBMS can efficiently incorporate two subtrajectory clus-
tering algorithms proposed recently, namely Sampling-based subtrajectory
Clustering (S T-Clustering) [70] and Query-based Trajectory Clustering
(QuT-Clustering) [69]. Interestingly, both algorithms operate on the entire
spatiotemporal domain, by overpassing on the one hand some limitations
of the state-of-the-art TRACLUS framework, while on the other hand elim-
inating hard-to-tune parameters as those introduced in the co-movement
patterns approaches. Most importantly, with our approach we demonstrate
the feasibility of progressive time-aware analytics, in terms that we allow
a data analyst to select different time periods to perform his/her analysis,
without being obliged to apply from scratch costly preprocessing or iterative
clustering procedures.

The practical contribution of this work is that we present a framework that
fulfils two significant specifications: (a) implements efficient and scalable
solutions for subtrajectory clustering that (b) operate on a real-world DBMS
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Figure 5.1: Interactive visual exploration of clustering results: map display
of clusters (top); evolution of cardinality of clusters over time (middle); 3D
shapes of cluster members (bottom).
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rather than being ad hoc implementations. The in-DBMS implementation
of our methods is performed in Hermes@PostgreSQL [1], our open source
Moving Object Database (MOD) engine built on top of PostgreSQL, by using
GiST [40] extensibility interface provided by PostgreSQL. To our knowledge,
it is the first time in the literature that GiST is used to index trajectory-based
mobility data for the above purposes. More specifically, GiST is utilized in
order to build a 3D-RTree index tailored for trajectories. Therefore, we argue
that this is a step towards bridging the gap between MOD management and
mobility data mining, as state-of-art frameworks [6, 52, 99] could make use
of the efficiency and the advantage of our approach to execute in-DBMS
(sub-)trajectory clustering via simple SQL queries.

5.2 Major Modules and System Architecture

In this section, we present the details of the two major modules of our
approach, namely 5% T-Clustering and QuT-Clustering. Then, we provide
the overall architecture of our system.

5.2.1 S?T-Clustering

In general, the objective of subtrajectory clustering is to partition trajectories
into subtrajectories and then form groups of similar ones, while at the same
time separate those (called outliers) that fit into no group. S2 T-Clustering [70]
is a state-of-the-art algorithm consists of two phases: during the first phase, a
Neighborhood-aware Trajectory Segmentation (NaTS) method is applied over
trajectories, thus splitting them in subtrajectories; during the second phase,
Sampling, Clustering and Outlier (SaCO) detection steps are performed in
order to provide the final result. NaTS relies on a voting and segmentation
process that detects homogenized subtrajectories in the MOD with respect
to how many other objects move in their neighborhood, while SaCO selects
the most representative ones to serve as the seeds of the clusters, around
which the clusters are formed (also, the outliers are isolated). In more detail,
during the adopted voting process each 3D trajectory segment of a given
trajectory is voted by other trajectories with respect to their mutual distance.
The voting received by each segment is a value ranging from 0 to N (IV being
the cardinality of the MOD) that has the physical meaning of how many
trajectories co-move with that trajectory for a certain period of time. After
the voting process takes place, the trajectory segmentation process follows.
The goal of this step is to partition each trajectory into subtrajectories having
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homogeneous representativeness, irrespectively of their shape complexity.
However, the goal of subtrajectory clustering is to partition the entire dataset
into groups (clusters) and to detect the outliers among the subtrajectories
identified by the trajectory segmentation step. Therefore, in our proposal,
we first select the appropriate sampling set S and then, we tackle the
problem of clustering according to the following idea: each subtrajectory
in the sampling set is considered to be a cluster representative. So, the
sampling set should contain highly voted trajectories of the MOD which, at
the same time, would cover the 3D space occupied by the entire dataset as
much as possible. Then, the clustering is done building the clusters “around”
those representatives.

5.2.2 QuT-Clustering

In summary, QuT-Clustering [69] relies upon a hierarchical structure, called
ReTraTree (for Representative Trajectory Tree) that effectively indexes a
MOD for subtrajectory clustering purposes. ReTraTree consists of four levels:
the first two levels operate on the temporal dimension, the third level builds
clusters upon the spatio-temporal characteristics of the trajectories, and
the fourth level is the actual data storage along with the corresponding
indexes (3D-RTree) for effective retrieval. Given a MOD indexed according
to ReTraTree structure and a temporal period W of interest, QuT-Clustering
efficiently retrieves the subset of the MOD, actually the clusters and outliers
at subtrajectory level, that temporally intersect W. The structure of the
QuT-Clustering query in SQL follows:

SELECT QUT(D,W;, W,,1,6,t,d,);

where D is the dataset name, W; and W, are the initial and the ending time
of the temporal period W, and 7, 4, t, d, v correspond to the respective
parameters of the QuT-Clustering algorithm [69].

5.2.3 System Architecture

The architecture of our framework is illustrated in Figure 5.2. As expected,
the core of the framework is the ReTraTree. The trajectories composing
the MOD are partitioned according to the in-memory part of the structure
and stored on disk-based partitions. The trajectories assigned to an existing
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representative trajectory are archived on disk in dedicated R-tree indexed
partitions (called ‘pg3D-Rtree-k’ in Figure 5.2). On the other hand, outlier
trajectories are organized on disk in a separate partition. When the size
of a partition exceeds a predefined threshold, S? T-Clustering takes action:
it applies Voting among trajectories, with the voting results indicating the
Segmentation of trajectories into subtrajectories that should take place. The
resulting subtrajectories along with their voting descriptors feed the Sampling
module that selects new representatives, which are then back-propagated to
the in-memory part of ReTraTree. The new representative trajectories as well
as the raw subtrajectories form the input of the GreedyClustering module:
if a subtrajectory is clustered around a new representative, it is archived
in its appropriate partition on disk; otherwise, it is considered outlier and
is re-inserted to ReTraTree, as it may now be accommodated in the index.
Note that our implementation is completely independent from PostGIS. This
implies that the underlying R-tree index, coined pg3D-Rtree in Figure 5.2,
has also been implemented from scratch on top of GiST.

Having this functionality in hand, the data analyst is able to perform interac-
tive clustering analysis, by providing different values of W as input, through
either the SQL interface of Hermes@PostgreSQL [1] or the incorporated
V-Analytics tool [6].

5.3 Demonstration of Results

Throughout the demonstration, users will be able to test the system using
a real dataset of moving objects. The users will have the chance to catch
a glimpse “under the hood”, experiment and visualize the results of some
state of the art clustering techniques, such as [70] and [69]. More specifically,
the demonstration captures the following phases - scenarios:

Preparatory phase (background knowledge): Initially, the user has
the opportunity to comprehend the internals of our implementation and API,
which exploits on the extensibility interface given by PostgreSQL. We show
off the data types and operands resulting in Hermes@QPostgreSQL MOD
engine. In addition, we demonstrate how the user can use our SQL API
to run all legacy operands, and even more interestingly, focus on the two
subtrajectory clustering approaches, allowing orders of magnitude speedup
in comparison to corresponding PostgreSQL functions [70].

In action phase — scenario 1: Having gained the necessary background
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Figure 5.2: Architecture of the time-aware subtrajectory clustering module
implemented in Hermes@PostgreSQL.
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Figure 5.3: Time-aware subtrajectory clustering in action: cluster represen-
tatives from two different runs of S% T-Clustering are visually compared by
means of a 3D display.
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Figure 5.4: Time-aware subtrajectory clustering in action (cont.): holding
patterns performed by aircrafts are discovered and visualized.

knowledge, the user experiences a progressive clustering scenario based on
the S?T-Clustering algorithm [70] as well as related methods, such as T-
OPTICS [56], TRACLUS [49] and Convoys [44], and VA methods that aim
at the analysis of the discovered patterns. For instance, Figure 5.3 presents
an example of results of two runs of % T-Clustering, for comparison purposes.
The cluster representatives from the two runs are viewed in a 3D display.
The user can either put both sets of results in the same 3D display or create
two 3D displays, each showing one set of results. In the first case, the user
can interactively switch on and off the visibility of each set of results. The
same can be done with a map display. Moreover, the user experiences in
discovering and visualizing other interesting patterns, such as the holding
patterns typically performed by aircrafts as they approach to their destination,
in our case London airports (as it is illustrated in Figure 5.4).

In action phase — scenario 2: In turn, we present a progressive clustering
scenario, this time focusing on the temporal dimension and highlighting
the QuT-Clustering functionality. The goal of this scenario is twofold: first,
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we demonstrate via the SQL API the efficiency speedup of performing the
clustering task for varying time periods W. We compare QuT-Clustering
with the alternative approach that consists of (i) extracting the relevant
records using a temporal range query, (ii) creating an R-tree index on the
result of the query, and (iii) applying clustering (S? T-Clustering, in our case).
Second, we follow a similar approach, but this time we use the V-Analytics
component of our framework in order to comprehend the evolvement of the
subtrajectory patterns with increasing time periods W. In detail, by setting
small value of W we focus on the landing phase of aircrafts and visualize the
discovered clusters (recall, e.g., Figure 5.3); then, we increase the value of
W to the past in order to realize the evolution of patterns as aircrafts pass
from the cruising to the landing phase.

For deeper comprehension of both progressive analysis scenarios (S%7-
Clustering and QuT-Clustering) to be demonstrated, two related videos
are available at Hermes@PostgreSQL demo web page'.

5.4 Summary

In this chapter, we presented an efficient in-DBMS framework that facilitates
progressive time-aware subtrajectory cluster analysis. In more detail, we
tackled two variations of the problem: (a) spatiotemporal subtrajectory clus-
tering and (b) on demand index-based time-aware clustering. The framework
is also extended with a Visual Analytics (VA) tool to facilitate real world
analysis. Having such functionality in their hands, data scientists are able to
perform time-aware cluster analysis via simple SQL in real DBMS, where
concurrency and recovery issues are taken into consideration.

!www.datastories.org/hermes/demo
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Distributed Subtrajectory Join on
Massive Datasets

As already mentioned, performing advanced knowledge discovery operations,
such as subtrajectory clustering (e.g., [70, 49, 3]), over immense volumes of
data in a centralized way is far from straightforward and calls for parallel
and distributed algorithms that address the scalability requirements. In
more detail, the bottleneck of these approaches is that their computation
raises efficiency issues due to the fact that all of them are actually based on
a trajectory join query. Joining trajectory datasets is a significant operation
in mobility data analytics and the cornerstone of various methods that aim
to identify different kinds of mobility patterns (group behavior, etc.). In
the era of Big Data, the production of mobility data has become massive
and, consequently, performing such an operation in a centralized way is not
feasible.

In this chapter, we address the problem of Distributed Subtrajectory Join
processing by utilizing the MapReduce programming model. We propose
three solutions: (i) a well-designed basic solution, coined DT.Jb, (ii) a solution
that uses a preprocessing step that repartitions the data, labeled DTJr, and
(iii) a solution that, additionally, employs an indexing scheme, named DT.Ji.
In our experimental study, we utilize a 56GB dataset of real trajectories from
the maritime domain, which, to the best of our knowledge, is the largest
real dataset used for experimentation in the literature of trajectory data
management. Our extensive experimental study is performed over a solid
and realistic cluster setup, comprised of 49 nodes. The results show that
DTJi performs up to 16x faster compared with DTJb and 10x faster than
DTJr. An earlier version of the content of this chapter appears in [89).
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6.1 Introduction

During the recent years, the proliferation of GPS enabled devices has led
to the production of enormous amounts of mobility data. This “explosion”
of data generation has posed new challenges in the world of mobility data
management. One of these challenges is the so-called trajectory join problem,
which aims to find all pairs of “similar” (i.e. nearby in space-time) trajectories
in a dataset [11, 17, 22, 88]. An even more interesting and challenging problem
is the subtrajectory join query [9], where, for each pair of trajectories, we want
to retrieve all the “portions” of trajectories that are “similar”. However, the
subtrajectory join is a processing-intensive operation. Centralized algorithms
do not scale with the size of today’s trajectory data, thus parallel and
distributed algorithms are necessary in order to provide efficient processing
of subtrajectory join, an issue largely overlooked in the related research.

Several modern applications that manage trajectory data could benefit from
such an operation. For instance, in the urban traffic domain, carpooling is
becoming increasingly popular. More concretely, consider a mobile applica-
tion which tries to match users that can share a ride based on their past
movements. Here, given a set of trajectories we want to find all the pairs of
users that can share a ride for a portion of their everyday routes without
significantly deviating (spatially and temporally) from their daily routine (i.e.
retrieve all pairs of maximal subtrajectories that move close in space and
time). Another interesting scenario concerns the identification of suspicious
movement by a governmental security agency. For instance, given a set of
trajectories that depict the movement of suspicious individuals, we would like
to retrieve all the pairs of moving objects that move “close” to each other for
more than a threshold (moving together for small periods of time could be
considered as coincidental) as candidates for illegal activity. Moreover, such
a query is in fact the building block for a number of operations than aim to
identify mobility patterns, such as co-movement patterns (e.g., flocks [37],
convoys [44], swarms [51]). An even more challenging problem is that of
subtrajectory clustering [70, 3]. An interesting application scenario of sub-
trajectory clustering is network discovery, where given a set of trajectories
(e.g from the maritime or the aviation domain) we want to identify the un-
derlying network of movement by grouping subtrajectories that move “close”
to each other and use cluster representatives/medoids as network edges. One
of the main goals of subtrajectory clustering is to segment trajectories to
subtrajectories. Finally, trajectory segmentation techniques [62, 70], can
directly benefit from the subtrajectory join query since their input, for each
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/

Figure 6.1: (a) A pair of maximally “matching” subtrajectories and (b) a
breaking point 1 and a non-joining point s5 w.r.t. r.

trajectory, is the number of objects that were located close to it at any given
time. However, the bottleneck in all these applications is the underlying
processing cost of the join operation, which calls for parallel and distributed
solutions that scale beyond the limitations of a single machine.

Inspired by the above application scenarios, the problem that we address in
this chapter is as follows: given two sets of trajectories (or a single set and
its mirror in the case of self-join), identify all pairs of maximal “portions” of
trajectories (or else, subtrajectories) that move close in time and space with
respect to a spatial threshold €, and a temporal tolerance ¢;, for at least
some time duration ét. To illustrate this informal definition, as depicted
in Figure 6.1(a), given two trajectories r and s, the pair of their maximal
matching “portions” is ({ra, 75,76, 77,78}, {53, S4, 5, S6, s7}). Each point of a
trajectory defines a spatiotemporal 'neighborhood’ area around it, a cylinder
of radius €5, and height ¢;. In order for a pair of subtrajectories to be
considered “matching”, each point of a subtrajectory must have at least
one point of the other subtrajectory in its “neighborhood”, thus making the
result symmetrical. A pair of matching subtrajectories is maximal if there
exists no superset of either subtrajectories that can replace them and the
pair still qualifies as a “matching” pair.
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There have been some efforts to tackle variations of this problem in a
centralized way [9, 11, 17]. However, these solutions discover pairs of entire
trajectories and cannot identify matching sub-trajectories. In [10], all pairs
of “matching” (with respect to a spatial threshold) subtrajectories of exactly
ot duration are retrieved in contrast with the problem addressed in this
chapter, where the goal is to identify maximally “matching” subtrajectories,
which is vital for exploiting the output in subsequent steps, e.g., the mining
operations mentioned above. Moreover, applying these centralized solutions
to a parallel and distributed environment is not straightforward and is often
impossible if radical changes to the methods/algorithms do not take place,
since there are several non-trivial issues that arise. For instance, how to
partition the data in such a way so that each partition can be processed
independently and be of even size.

In a recent effort, in [81] the authors try to tackle the problem of trajectory
similarity join in spatial networks in parallel. The solution proposed in [81]
handles each trajectory separately and all the data have to be replicated for
each trajectory and, consequently, to each node. Due to this fact, such a
solution cannot scale to terabytes of data, thus making it inapplicable to Big
Data. Furthermore, such an approach assumes that the underlying network
is known in advance, hence it cannot support datasets of moving objects that
move freely in space (e.g., from the maritime or the aviation domain). As a
result, a scenario where the goal is to identify the underlying network cannot
be supported. Finally, the output of [81] is pairs of trajectories and not
subtrajectories, which is significantly different than the problem addressed
in this chapter. More recently, in [82] the authors try to tackle the problem
of trajectory similarity join. Specifically, given two sets of trajectories, a
similarity function (e.g., DTW) and a similarity threshold, they aim to
identify all pairs of trajectories that exceed this similarity threshold. Again,
the problem addressed in [82] is to retrieve pairs of trajectories in contrast
with the problem that we try to tackle in this chapter, which is to retrieve all
pairs of “maximally matching” subtrajectories. In another line of research,
the authors in [29] tackle the problem of k-nn trajectory join in a distributed
manner by employing the MapReduce programming model. In more detail,
given two sets of trajectories R and M, an integer k and a time interval
[ts,te], the goal is to return the k nearest neighbors from R for each object
in M during this time interval. In order to achieve this, a five step procedure
(five MR jobs) is adopted, where the data are preprocessed, subtrajectories
are extracted, the time dependent upper bound is computed, candidates are
found and the trajectories are joined. The intuition behind [29] is to find a
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distance upper bound d for each trajectory of M, that includes at least k
trajectories from R and then perform a plane sweep distance join based on d.
This approach, address an entirely different problem than the one presented
in this chapter, because we retrieve all pairs of subtrajectories that moved
“close enough” in space and time for at least some time duration.

It is straightforward to claim that an integral part of any algorithm that tries
to address the subtrajectory join query is to identify all pairs of points that
move “close enough” in time and space with respect to a spatial threshold
esp and a temporal tolerance €, e.g., 74 and s3 in Figure 6.1(a). In that
sense, another line of research that is closely related to our problem is that of
MapReduce-based spatial [105, 5, 26] and multidimensional joins [86, 54, 32],
where the goal is to identify such points. A generic solution which could form
the basis for any MapReduce-based spatial (or spatiotemporal) join algorithm
is presented in [105], where the input data are partitioned into small, disjoint
tiles at Map stage and get joined at the Reduce stage by performing a plane
sweep algorithm along with a duplication avoidance technique. However, all
of the above approaches try to solve a problem that is significantly different
from ours since our problem is not to join spatial or multidimensional objects
but identify all pairs of “maximally matching” subtrajectories.

In this chapter, we provide efficient solutions for the Distributed Subtrajectory
Join processing problem, as it is formally defined in Section 6.2. To the best
of our knowledge, this problem has not been addressed in the literature yet.
Our main contributions are the following:

o We formally define the problem of Distributed Subtrajectory Join pro-
cessing, investigate its main properties, and discuss its main challenges.

e We present a well-designed algorithm, called DTJb, that solves the
problem of Distributed Subtrajectory Join processing by employing two
MapReduce phases.

e We propose an improvement of DTJb, termed DTJr, which is equipped
with a repartitioning mechanism that achieves load balancing and
collocation of temporally adjacent data.

e To boost the performance of query processing even further, we introduce
DTJi, which extends DTJr by exploiting an indexing scheme that
speeds up the computation of the join.

e We compare with an appropriately modified state of the art MapReduce
spatial join algorithm and show that our solution performs several times
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better.

e We study the performance of the proposed algorithms by using, to the
best of our knowledge, the largest real trajectory dataset (56GB) used
before in the relevant literature, thus demonstrating the scalability of
our algorithms.

The rest of the chapter is organized as follows. In Section 6.2 we introduce the
problem. In Section 6.3, we present DTJb. Subsequently, in Section 6.4 we
propose DTJr that utilizes a preprocessing step. In Section 6.5, we introduce
DTJi that boosts the performance of the join processing. In Section 6.6,
we provide our experimental study. Finally, we conclude the chapter in
Section 6.7.

6.2 Problem Statement

Given a set R of trajectories moving in the xy-plane, a trajectory r € R
is a sequence of timestamped locations {r1,...,ry}. Each r; = (z,y;,t;)
represents the i-th sampled point, ¢ € 1,..., N of trajectory r, where N
denotes the length of r (i.e. the number of points it consists of). The pair
(x4,v;) and t; denote the 2D location in the xy-plane and the time coordinate
of point r; respectively. A subtrajectory r; ; is a subsequence {r;,...,r;} of r
which represents the movement of the object between ¢; and t; where i < j.

Given a pair (r, s) of trajectories (the same holds for subtrajectories) with
r € Rand s € S, the common lifespan w; s is defined as the time interval
[maz(ry.t, s1.t), min(ry.t, spr.t)], where r1 (s1) is the first sample of r (s, re-
spectively) and 7 (spr) is the last sample of r (s, respectively). The duration
of the common lifespan w, s is Aw, s = min(ry.t, spyr.t) - max(ri.t, s1.t)

Further, let DistS(r;, s;) denote the spatial distance between two points r;,
sj, which is defined as the Euclidean distance in this chapter, even though
other distance functions are also applicable. Also, let DistT'(r;, sj) denote
the temporal distance, defined as |r;.t — s;.t|. Table 6.1 summarizes the
notations used throughout this chapter.

Definition 6.1. (Matching subtrajectories) Given a spatial threshold
€sp, a temporal tolerance €; and a time duration 0t, a “match” between a pair
of subtrajectories (', s") occurs iff Aw, g > 6t —2¢;, and Vrj € v’ there exists
at least one s € s' so that DistS(r}, s}) < €sp and DistT(r}, s}) < €, and Vs

there exists at least one 1; so that DistS(s}, i) < €sp and DistT(s},7;) < €.
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Table 6.1: Table of Symbols used in Chapter 6

Notation Description

R (or 5) A set of trajectories

r (or s) A trajectory € R (S, respectively)

i (or sj) A point € r (s, respectively)
DistS(ri,s5) | The spatial distance between r; and s;
DistT'(r;,sj) | The temporal distance between r; and s;
€t Temporal tolerance

€sp Spatial threshold

ot Minimum duration of a “match”

Wy s Common lifespan of r and s

Aw, Duration of w,

JP The set of pairs of joining points

NJP The set of pairs of non-joining points
BP The set of breaking points

sNJP The subset of pairs of non-joining points
part; The i-th temporal partition

tpart The starting time of a partition

tpart The ending time of a partition

expPart; The i-th temporal partition expanded by ¢

Definition 6.2. (Maximally matching subtrajectories) Given a pair of
“matching” subtrajectories (r', ') which belong to trajectories r, s respectively,
this pair is considered a “maximal match” iff # superset " of ' or s of s’
where the pair (r",s") or (r',s") or (r",s") would be “matching’.

At this point, we should clarify that two trajectories may have more than
one “maximal matches” (i.e. pairs of subtrajectories). Having provided the
above background definitions, we can define the subtrajectory join query

between two sets of trajectories.

Definition 6.3. (Subtrajectory join) Given two sets of trajectories R
and S, a spatial threshold €, a temporal tolerance ¢; and a time duration
dt, the subtrajectory join query searches for all pairs (r',s'), ' € r € R and
s’ € s € S, which are “mazximally matching” subtrajectories.

6.2.1 A Closer Look at the Subtrajectory Join Problem

An integral part of any algorithm addressing the subtrajectory join query, as
defined in Definition 6.3 above, is to identify all pairs of joining points.
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Definition 6.4. (Joining points) A pair of points (ri,s;), where r; € r
and sj € s, is a pair of joining points iff they satisfy the following property:
DistS(ri,s5) < €sp and DistT(r;, s5) < €.

In fact, the set of joining points is the outcome of the inner join R < S,
where the evaluated join predicates are the ones mentioned above. However,
as it will be explained next, these pairs of points do not suffice to return the
correct query result.

A naive algorithm A € A would require the Cartesian product R x S to
produce the correct result. We claim that R x S can be represented by
two sets of pairs of points, the set of joining points (JP) and the set of
non-joining points (NJP). Formally, R x S = JP UNJP.

The definitions of these sets follow, and the discussion is aided by Fig-
ure 6.1(b), which is a variation of Figure 6.1(a) in order to emphasize the
distinction between JPs and NJPs.

The set NJP consists of the pairs of points that do not “match”, coined
non-joining points, since some of them might indicate the start or the end of
“maximally matching” subtrajectories.

Definition 6.5. (Non-joining points) A pair of points (r;,sj), where
r; €r € Randsj € s €S, are non-joining points iff r; is not a joining point
with s;:

DistS(ri,s5) > esp V DistT(r4,55) > €.

This case is illustrated in Figure 6.1(b), where (15, s5) is a pair of non-joining
points or put differently r5 is a non-joining point w.r.t. s; and vice versa.

A special case of non-joining points, called breaking points (BP), contains all
points r; € rVr € R that are non-joining points w.r.t. any other point in S.
The reason why we call such points as breaking points is that they essentially
define the starting or ending of subtrajectories that could potentially belong
to the answer set.

Definition 6.6. (Breaking points) A point r; € r € R is a breaking point
iff it is not a joining point with any other point s; € S:
Bs; € S: DistS(r;,s;) < esp A DistT(ri, s5) < €.

As it will be shown later, the lack of information about BPs can make an
algorithm A € A to falsely identify a pair of subtrajectories as “matching”.
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The set of BP along with the set of JP is actually the outcome of the full
outer join of R and S. Figure 6.1(b) depicts the case where 7 is a breaking
point of r (r2, 3 and 719 are also breaking points), since it does not “match”
with any other point of any trajectory. Obviously, breaking points are never
reported as part of the answer set and the portion of r that could possibly
contribute to the result is subtrajectory ryg9. By differentiating breaking
points from non-joining points, we reduce the amount of information that
needs to be kept, i.e. instead of keeping multiple pairs of non-joining points
we only keep one breaking point.

In the section that follows, we investigate the theoretical properties of an
efficient algorithm in class A.

6.2.2 Properties of Subtrajectory Join

In this section, we provide the theoretical properties for designing efficient
algorithms for the subtrajectory join problem. The properties shown below
essentially determine which pairs of points from the sets BP and NJP are
necessary for a correct algorithm in class A.

Lemma 6.1. The set of breaking points is necessary in order to produce the
correct result set for the Subtrajectory Join problem.

Proof. It suffices to construct an instance of the problem where an algorithm
A that operates solely on joining points and is unaware of breaking points
would produce erroneous results, thus A ¢ A. Let ' =r;, and s’ = 51, (n+1)
denote two subtrajectories, such that there exist n pairs of joining points
(ri,sj) and Aw,s ¢ = 0t. However, let us assume that there exists a point s;, €
s’ which is a breaking point. Based on the problem definition (Definition 6.1),
if algorithm A was unaware of breaking points, it would falsely identify 7’
and s’ as “matching” subtrajectories. O

This result indicates that breaking points cannot be ignored by an algorithm,
without compromising the correctness of the result. The remaining question
is whether all non-joining points are also necessary. In the following, we
define a subset of non-joining points points sNJP C NJP, and show that
this subset is actually necessary.

Definition 6.7. (Necessary subset sNJP of non-joining points) A

pair of non-joining points (r;,s;), wherer; € r € R and s; € s € S, belongs to
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sNJP, iff (a) 3 a point sp € s, withp # j, such that s, is a joining point w.r.t.
i, (b) B a point s, € s, with q # j, such that DistT(r;,s,) < DistT(r;, s;)
and (c) at least one of the adjacent points of i, ri—1 or ri11, is a joining
point w.r.t. some point sy € s, with t # j.

Actually, condition (a) ensures that r; is a non-joining point w.r.t. every
point of s, (b) guarantees that s; is the temporally closest point of trajectory
s to r; and (c) that at least one of the adjacent point of 7; is a joining point
w.r.t. some point of trajectory s. Returning to the example of Figure 6.1(b),
(s5,75) qualifies to participate in sNJP, since (a) s5 does not “match” with
any point in 7, (b) 75 is the temporally closest point of r to s5 and (c) at least
one of adjacent point of s5 (both s4 and sg in this specific example) “match”
with some point of trajectory r (r5 and rg, respectively). Again, failure to
identify pairs of points such as (s5,r5) would result in erroneously identifying
larger maximally “matching” subtrajectories. In a few words, sNJ P consists
of all the pairs of non-joining points that signify the “beginning” or the
“end” of candidate matching subtrajectories. In order for these candidates to
qualify as matching subtrajectories, we need to further verify whether their
common lifespan is larger or equal than 0t — 2¢;, as depicted in Definition. 6.1.

Lemma 6.2. The set sNJP of pairs of non-joining points is necessary in
order to produce the correct result set for the Subtrajectory Join problem.

Proof. The proof is similar to the proof of Lemma 6.1, only using a non-
joining point instead of a breaking point in the constructed instance of the

problem. O

In summary, our main finding is that a typical join algorithm that identifies
only the set of JP is not enough in order to address the subtrajectory join
problem. Additionally to the set of JP, an algorithm needs to identify both
the set of BP and the subset sNJP during the join processing, in order to
ensure correctness. It is obvious, from Definition. 6.6 and Definition. 6.7,
that BPNsNJP = @.

6.2.3 Distributed Subtrajectory Join

Given two sets R and S of trajectories, the typical approach for parallel join
processing consists of two main phases: (a) data repartitioning, in order to
create pairs of partitions R; C R and S; C S, such that part of the join can
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be processed using only R; and Sj, and (b) join processing, where a join
algorithm is performed on partitions R; and S;.

Problem 6.1. (Distributed Subtrajectory Join) Given two distributed
sets of trajectories, R = UR; and S = US;, compute the subtrajectory join
(Definition 6.3) in a parallel manner.

In this setting, the main challenges are the following: (a) ensure that the
created partitions are sufficient to produce parts of the total join without
additional data, (b) generate even-sized partitions in order to balance the
load fairly to multiple nodes, (¢) handle the problem of potential duplicate
existence in the join results, which may arise due to the way partitions are
created, and (d) process the actual join on the partitions in an efficient way.
The first challenge sets the foundations for parallel processing, as it identifies
pairs of partitions that can be processed together, without any additional
data, and produce a subset of the final join result. The second challenge
is about load balancing and determines the efficiency of parallel processing,
which is not straightforward, since processing uneven work units in parallel
may lead to sub-optimal performance (as the slowest task will determine the
query execution time). The third challenge, labeled duplicate avoidance, is
about avoiding to generate duplicate results which typically occurs in parallel
join processing. Finally, the fourth challenge, labeled efficient join, refers to
the efficiency of the (centralized) algorithm used to join two partitions.

Clearly, solving the above problem is quite challenging in a distributed setting,
as multiple challenges need to be addressed at the same time. In the following
sections, we present a well designed solution to the Distributed Subtrajectory
Join problem, named DTJb along with two improved versions, coined DTJr
and DTJi, following the popular MapReduce paradigm. In more detail, as
depicted in Table 6.2, DTJb consists of two MapReduce jobs and provides
a duplicate avoidance mechanism. On the other hand, DTJr, consists of
one MapReduce job provides a duplicate avoidance and a load balancing
mechanism. Both DT.Jb and DTJr have a O(n?) time complexity, with DT.Jr
being more efficient than DTJb due to the fact that DTJr consists of 1 job
and provides a load balancing mechanism. Finally, DTJi extends DTJr with
an indexing mechanism which improves the time complexity (O(nlogn)) and
further boosts the performance by approximately an order of magnitude,
compared to DTJr.
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Table 6.2: Comparison between the proposed solutions

Solution| # of | Duplicate | Load Indexing | Join
MR Avoidance | Balancing Complex-
Jobs ity
DTJb 2 v X X O(n?)
DTJr 1 v v x O(n?)
DTJi 1 v v v O(nlogn)

6.3 The Basic Subtrajectory Join Algorithm

6.3.1 Preliminaries

One of the prevalent technologies for dealing with Big Data and offline
analytics, is the MapReduce programming paradigm [20] and its open-source
implementation Hadoop [85]. A lot of efforts have been made as far as it
concerns join processing through this technology and a survey on limitations
of MapReduce/Hadoop, also related to join processing, is conducted in [25].
In more detail, Hadoop is a distributed system created in order to process
large volumes of data which are usually stored in the Hadoop Distributed
File System (HDF'S). When running a MapReduce (MR) job, each Mapper
processes (in parallel) an input split, which is a logical representation of data.
An input split typically consists of a block of data (the default block size is
128MB) but it can be adjusted according to the users’ needs by implementing
a custom FilelnputFormat along with the corresponding FileSplitter and
RecordReader. Subsequently, for each record of the split the “map” function
is applied. The output of the Map phase is sorted and grouped by the “key”
and written to the local disk. Successively, the data is partitioned to Reducers
based on a partitioning strategy (also known as shuffling), and each Reducer
receives a partition (group) of data and applies the “reduce” function to the
specific group. Finally, the output of the Reduce phase is written to HDFS.

In recent years, Spark [103] has received much attention and it has demon-
strated to be more efficient than MapReduce, and its open source implemen-
tation Hadoop. In [83], it is shown that Spark outperforms Hadoop in the
majority of operations, such as word count, k-means and page-rank. However,
the only case where Hadoop presents better performance than Spark, as
presented in [83] , is the case of sort. The reason for this behavior is that,
in case the intermediate result between the Map and Reduce phase is very
large and the shuffle selectivity is high (i.e., the ratio of the map output size
to the job input size), Hadoop, unlike Spark, can overlap the shuffle stage
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with the map stage, which effectively hides the network overhead. Actually,
the intermediate result when performing the proposed subtrajectory join
operation can be several times larger than the original dataset, depending
on the values of e, and e;, which motivates us for using Hadoop over Spark.

6.3.2 The DTJb Algorithm

Our first algorithm, named DTJb, consists of three phases: (a) the Partition-
ing phase, where input data is read and partitioned, (b) the Join phase, where
the sets JP, BP and sNJP are identified in each partition, and (c) the
Refine phase, where these sets are grouped by trajectory and sorted by time

in order to identify all the pairs of “maximally matching” subtrajectories’.

Partitioning Phase

The first challenge is how to partition the input data in order to satisfy the
requirement for parallel processing. Partitioning the data into N disjoint
temporal partitions R = UY_;part;, where R is the set of trajectories, cannot
guarantee the correctness during parallel processing, due to the temporal
tolerance parameter ¢;. Hence, we define a partitioning where each part; is
expanded by €, thus expanded partitions can be processed independently
in parallel. Let expPart; denote such an expanded partition. Processing
each expPart; individually guarantees correctness, but at the cost of having
duplicates due to the point replication in temporally overlapping partitions.
To address this duplication avoidance challenge, we supplement each point
with a flag partFlag that indicates whether this point belongs to the original
partition (i.e. not expanded by €;) or not.

Lemma 6.3. An expanded partition expPart; is sufficient in order to produce
the sets of JP and BP for part;

'For the sake of simplicity, from now on, we are going to consider the case of self-join.
The transition to the problem of joining two relations is straightforward.
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Proof. Joining points: By contradiction. Let us assume that an expanded
partition expPart; is not sufficient to produce the set of JP in part;. Then,
there must exist a pair of joining points r; € r and sy, € s, such that r; belongs
to partition part;, whereas s; does not belong to expPart;. Based on the
definition of expanded partitions, it follows that DistT'(r;, si) > €. Thus, r;
and s; cannot be joining points, which is a contradiction. Breaking points:
By contradiction. Let us assume that an expanded partition expPart; is
not sufficient to produce the set of BP for trajectories in part;. Then,
there must exist a point 7. (that belongs to part;) of trajectory r, such
that r, is a breaking point. To identify if r, is a breaking point, we need
to examine whether there exists a point s; € s of any other trajectory s
with DistT(ry,s;) < & (Definition 6.6). However, based on the definition
of expanded partitions, such a point s; must belong to expPart;, which
contradicts with the assumption that expPart; is not sufficient. ]

Unfortunately, an expanded partition expPart; is not sufficient in order to
produce the set of sINJP since, according to Definition 6.7, for each pair
(rj, 1) that belongs to NJP we need to examine 7;_1 and 7,41, which may
span to other partitions. However, the set of sNJP can be identified at
the Refine phase, where all the pairs concerning a trajectory are grouped
together.

In more detail, we choose to partition the data into uniform temporal
partitions, where for each pair of partitions (part;, part;), with i # jand i,j €
[1, N, it holds that DistT(tberti ¢parti) = DistT(tgartj , té’a”ﬂ'). Typically, the
duration of a partition is larger than the maximum interval between two
consecutive points of any trajectory. As illustrated in Figure 6.2, in the Map
phase we access each data point and assign it to the expanded partition with
which it intersects, essentially applying a temporal range partitioning. Then,
the data is grouped by expanded partition, sorted by time and fed to the
Reduce phase, where the Join procedure takes place.

Join Phase

Figure 6.2 shows that each Reducer task takes as input an expanded partition
and performs the Join operation. At this point, the duplication avoidance
technique is applied, by employing the aforementioned flag and emitting only
pairs where at least one point belongs to the original partition. The input
of this phase is a set of tuples of the form (¢, z,y,trajID,partFlag). The
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output of this MR job is a set of (a) JP, (b) BP and (c) candidate sN.JP.

In more detail, we apply a plane sweep technique in order to perform the
Join, by sweeping the temporal dimension. We choose to employ such a
technique due to the fact that is much more efficient than a nested-loop join
approach, since our data already arrive sorted by the temporal dimension, as
illustrated in Figure 6.2. A typical plane sweep algorithm would emit only
the set of JP, which is not enough in our case. For this reason, we devised
and implemented a modified plane sweep technique, named TRJPlaneSweep,
depicted in Figure 6.3, which also reports the sets of BP and candidate
sNJP.

Algorithm 6.1 Join(expPart, €sp, €;)

: Input: An expPart, €, €

: Output: All pairs of JP, BP and candidate sNJP
: for each point i € expPart do

DJi] + point

TRJPlaneSweep(D]], €5p, €:)

: TreatLastTrPoints()

. for each point j € BP[] do

output((BP[j], null), True)

Algorithm 6.1 presents how the Join processing is performed. Each accessed
point is inserted to an array D, which contains points sorted in increasing time.
After point insertion, (Algorithm 6.2 is invoked for the currently accessed
point (say D[i]) if D[i] belongs to the original partition. TRJPlaneSweep
examines the previously accessed points for the previous ¢; window (line 4).
The role of this function is threefold. First, it identifies joining points with
D], e.g., point D[j], and emits them in the form ((D[i], D[j]), True) (lines 5-
10). Depending on the outcome of the duplicate avoidance technique, pairs
((D[j], D[i]), True) are also output. Second, it discovers points that belong
to the candidate sNJP set by examining whether the previous trajectory
point (getPrevTrPoint)) of D[j] (and D[i]), say D[k], is a NJP (FindMatch)
with each point € DJi|.trajID (D]j].trajlD, respectively) (lines 11-17).
In case such points are identified, they are output with a different flag
((D]i], DIk]), False) to differentiate them from JP. Third, it discovers the
points that belong to BP. In more detail, in lines 18-19, a breaking point
Dli] is added to the breaking points set BP and in lines 7 and 10 is removed

if a point has a “

match”. The remaining points in BP are reported as
breaking points, using the following form: ((D[i], null), True) (Algorithm 6.1

lines 7-8).
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Algorithm 6.2 TRJPlaneSweep(D]], €gp, €;)

1: Input: D], €gp, €

2: Output: All pairs of JP, BP and candidate sNJP
3: if Dli].partFlag=True then

4:  for each element D[j] € [D[i].t — €, D[i].t] do

5: if DistS(D[i], D[j]) < esp then

6: output((D]i], D[j]), True)

7: remove D[i] from BP]]

8: if Dlj].partFlag=True then

9: output((D[j], D[i]), True)

10: remove D[j] from BP[]

11: k « getPrevTrPoint(j, D[])

12: if FindMatch(D[], i, k, €5p, €;) = False then
13: output((D[i], D[k]), False)

14: k < getPrevIrPoint(i, D[])

15: if FindMatch(D[], j, k, €sp, €)= False then
16: if D[j].partFlag=True then

17: output((D[j], D[k]), False)

18:  if there is no “match” for D[i] then

19: BPI| + DJi]

By examining only the previous point of a JP in a trajectory, we might not
examine a possible temporary adjacent point that might lie after the last JP
of a trajectory in each partition. For this reason, we post-process the last JPs
in order to check for candidate sNJPs by invoking the TreatLastTrPoints
function (Algorithm 6.1 line 6).

Example 6.1. As illustrated in Figure 6.3(a), we suppose that the current
point inserted into D is qa. In Figure 6.3(b), assuming that DistS(q2,m2) <
€sp, we get a “match” and pair ((q2,r2), T'rue) is reported (the symmetric pairs
are omitted for simplicity). Subsequently, we need to find the previous point
of r and in order to achieve this we should traverse our data backwards until
we find it, as presented in Figure 6.3(c). When we find r1, we need to check
whether it is a NJP for each point € q, as illustrated in Figure 6.3(c). If
there exists a point € q that “matches”, in our case q1, nothing is reported and
we proceed to examine whether g2 and py are JPs. If DistS(qo,p2) < €gp then
we output the pair ((q2,p2), True), as shown in Figure 6.3(d). Subsequently,
we need to find py and check whether it is NJP for each point € q. As
depicted in Figure 6.3(e) there is no “match” between p; and any of the
points of q. For this reason, we report the pair ((q2,p1), False). The same
procedure is continued to the next point inserted to memory as delineated in
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Figure 6.3: Join phase - The TRJPlaneSweep algorithm.

Figure 6.3(f) until there are no more points inserted.

The complexity of the Join procedure is O(|D|-a-((1 —b)-|D|+b-|D]|-
(2-(L+2-a-|DJ)))), where |D| is the number of points, a is the selectivity
of ¢ and b is the selectivity of €. L is the number of points that have
to be traversed in order to find the previous point of a specific trajectory.
It is obvious that when a tends to reach 1 the complexity tends to reach
O(|D|?). In the worst case, the complexity can be analogous to O(|D|?),
when both a and b tend to reach 1. However, for a typical analysis task ¢
and €4, are much smaller than the dataset duration and the dataset diameter
respectively. Roughly, we can say that the complexity is O(a - b- |D|?).
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Refine Phase

The output of the Join phase is actually pairs of points. From now on, let
us refer to the left point of such a pair as reference point and the trajectory
that it belongs to, reference trajectory. The Refine phase consists of a second
MR job that reads the output of the Join step and groups points by the
reference trajectory. Each Reduce task receives all pairs of points belonging
to a specific trajectory, sorted first by the reference point’s time and the
by the non-reference trajectory ID. Figure 6.4 shows an example where the
output pairs of points from the Join step are grouped, sorted and fed as
input to three Reduce tasks (for trajectories p, ¢, and r respectively). The
general idea here is to scan the set of JP in a sliding window fashion so
as to identify “maximally” matching subtrajectories and at the same time
“consult” the sets of BP and sNJP in order to avoid false identifications, as
described in Section 6.2.2.

Join . .
Output Pairs Sort & Group MatchList FalselList
((p1,q1), True) ((p1,01), True) D
(upa), True) ((p,q), False) (p1.{a1}) (p2,{q1.trajID})
;:pz'qlz' Ea:se; ((q1,p1), True)

92,1}, Talse ((aur1), True) (Quipwra) .
((q1,r1), True) (anps), False) (@,{r2}) (92,{p1.trajID})
((r1,q1), True) ((az,r2), True)

((r2,q2), True) (o), True)
((q2,r2), True) f/Ga), True (RCH) .
((rs,2), False) ), TThe) () | | (rvfoatraiiD)

Figure 6.4: Output of Join and input of Refine phase.

Hence, each Reducer accesses all the pairs of a reference trajectory (say p)
sorted by time, i.e., {p1,p2,...,pn}. Algorithm 6.3 describes the pseudo-code
of the Refine phase which aims to identify all the “maximally matching”
pairs of subtrajectories of p with other subtrajectories of any trajectory z
(x # p). For each accessed pair ((p;, z;),flag), the algorithm assigns it in one
of the two structures that it maintains: the MatchList and the FalseList. All
JP and BP will be kept in the MatchList, whereas the candidate sNJP is
kept in the FalseList (lines 10-13). Again, this is more clearly depicted in
the example of Figure 6.4. Also, notice that for each reference point in the
MatchList, we maintain a list of points sorted by trajectory ID.
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Algorithm 6.3 Refine(dt, €;)

1: Input: Pairs of points ((p;, z;),flag) for a given trajectory p, sorted by
time

2: Output: Result of Distributed Subtrajectory Join for p

3: for each pair of points ((p;, z;),flag) do

4. if (p; is encountered for the first time) then

5: if DistT(MatchListlastEntry, MatchList.firstEntry) > 6t then
6: resultT <— intersect lists in MatchList and exclude FalseList
7 resultF' < apply sliding window of §t to resultT

8: resultFinal < resultFinal |J resultF

9: remove MatchList.firstEntry

10:  if (flag = True) then

11: addToMatchList(p;, ;)

12:  else

13: addToFalseList(p;, ;)

14: output(resultFinal)

Lemma 6.4. The set of candidate sNJP is sufficient so as to identify the
set of sSNJP at the Refine phase.

Proof. Consider two pairs of JP, (r;,s;) and (7541, Sj4+n), Where r;,ri41 €1
and s;, 51, € 5. Moreover, let us assume that for each point s, where m &
[1+1,7+n—1], sy, is a non-joining point for each point of r. Then, points r;,
Ti+1, S, Sm and s, will span at most to two consecutive temporal partitions:
party, and partiiq. This means that either s;, s, € party or s,,sjn €
partiy1. In both cases s, will be recognized as a non-joining point for each
point of r, by the procedure that generates the set of sNJP(Definition 6.7).

O

The algorithm proceeds as follows: as soon as all pairs of points of a specific
reference point p; have been accessed, it initiates processing on the MatchList.
The processing takes place only if the first and last point of p in MatchList
have temporal distance greater than or equal to §t (line 5). The processing
essentially identifies points of other trajectories that join with points of p
in the whole temporal window. This is performed by intersecting the lists
in MatchList and excluding points existing in the FalseList (line 6). List
intersection is efficiently performed in linear time to the length of the lists,
since the lists are sorted by trajectory ID. Figure 6.5 depicts the result of
this processing as resultT.
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Subsequently, the points in resultT are processed as follows. We start from
the first point and take into consideration all points with temporal distance
at most 0t — 2¢; from the first point. From this set of points, we derive
the subtrajectories that “match” for the entire 0t — 2¢; window, and insert
them in resultF’ (line 7). The temporary results of the resultF' structure are
added to the final result structure resultFinal, if not already contained in
it (line 8). Then, a new set of points is considered, of temporal distance at
most dt — 2¢; from the second point of resultT and the process is repeated,
similarly to a sliding a window of duration dt — 2¢; on resultT. In the end,
the first entry of the MatchList (p1,{q1,7r1,s1}) is removed (line 9), as all
potential results containing p; have already been produced. The algorithm
terminates when the entire trajectory is traversed, the resultFinal is returned
and each element of this list is emitted.
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Matchlist ~ mmp  Check g (py s trajiD)

FalseList() (ps,{qs.trajlD})
(pll{qllrllsl}) rESultT
(P2,{02,r2,52}) Final
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Figure 6.5: Refine procedure.

Example 6.2. Figure 6.5 presents a working example of the Refine algorithm
given the specific MatchList and FalseList of trajectory p.Assuming that
DistT (p1.t,p7.t) > 0t, we intersect all the lists contained in the specific
window of the MatchList and we pass the result to resultT. In this way, the
list of the last entry of resultT will contain only the points that belong to
the subtrajectories that move “close” enough with p for the whole dt window.
During list intersection, we take into account the FalseList structure in order
to deal with points that belong to sNJP. Specifically, even though for each
pi, with i € [1,7] 3 a “match” with q, however qs has no “match” with p, as
depicted in the FalseList. For this reason, q should be excluded from resultT
after ps. Then, a sliding 6t —2¢; window is created that traverses resultT, and
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for each such window we intersect all lists and the result is stored in resultF.
For the first ot — 2¢; window, as depicted in Figure 6.5, subtrajectories ri 5
and q15 are identified. The reason for this is to discover the subtrajectories
that move “close” enough, with p for the whole 6t — 2¢; window. Subsequently,
before proceeding to the next 0t window, the contents of resultF are inserted
to the final result, if not already contained.

The complexity of the Refine procedure is O(T - SW - dt - 1), where T is
the average number of points in a trajectory, SW is the number of points
contained in the dt window, dt is the number of points contained in the 0t —2¢;
window and [ is the size of the list. The complexity, here, clearly depends on
the average number of points per trajectory, the ¢ and dt parameter, and
the number of pairs emitted by the join phase which in turn depends on ¢
and €gp.

6.4 Subtrajectory Join with Repartitioning

Even though the DTJb algorithm provides a correct solution to the Distributed
Subtrajectory Join problem, it has some limitations. In particular, it does
not address the load balancing challenge, since it does not handle the case
of temporally skewed data. Also, due to the two chained MR jobs, the
intermediate output of the first job is written to HDFS and must be read
again by the second job, which imposes a significant overhead as its size is
comparable and can be even bigger than the original dataset.

Motivated by these limitations, we propose an improved two-step algorithm
(DTJr), which consists of the repartitioning and the query step. Each step
is implemented as a MR job. However, the repartitioning step is considered
a preprocessing step, since it is performed once and is independent of the
actual parameters of our problem, namely €, €, and dt.

6.4.1 Repartitioning

The aim of the repartitioning step is to split the input dataset in M equi-sized,
temporally-sorted partitions (files), which are going to be used as input for
the join algorithm. This is essential for two reasons: (a) it will provide the
basis for load balancing, by addressing the issue of temporal skewness in
the input data, and (b) it will result in temporal collocation of data, thus
drastically reducing processing and network communication costs.
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The repartitioning step is performed by means of a MR job as follows. We
sample the input data, using Hadoop’s InputSampler, and construct an
equi-depth histogram on the temporal dimension. The histogram contains M
equi-sized bins, i.e. the numbers of points in any two bins are equal, where
the borders of each bin correspond to a temporal interval [t;,t;).

The equi-depth histogram is exploited by the Map phase in order to assign
each incoming data object in the corresponding histogram bin, based on the
value of its temporal dimension. Each “map” function outputs each data
object using as key a value [1, M| that corresponds to the bin that the object
belongs to. During shuffling, all data objects that belong to a specific bin are
going to be sorted in time and will be collected by a single “reduce” function
(thus having M “reduce” functions). As a result, each “reduce” function
writes an output file to HDFS that contains all data objects in a specific
temporal interval [t;, ;) sorted by increasing time. A graphical view of the
MR job is provided in Figure 6.6(a).

A subtle issue is how to determine the number M of bins (and, consequently,
output files). A small value of M, smaller than the number of nodes in the
cluster, would be opposed to the collocation property because data would
have to be transferred through the network. On the other hand, a large
value of M would result to many small files, smaller than the HDFS block
size, and would lead to inefficient use of resources as well as increasing the
management cost of these HDFS files. A good compromise is to have files of
equal size to the HDFS block. Hence, the number of files can be calculated
as M = [%] Collocation can be further improved by extending
the BlockPlacementPolicy interface and forcing temporally adjacent files to
be written to the same nodes.
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6.4. Subtrajectory Join with Repartitioning

6.4.2 The DTJr Algorithm

In order to minimize the I/O cost, the MR job that implements the proposed
algorithm performs the Join procedure in the Map phase, and the Refine in
the Reduce phase. To achieve this, we need to provide to a Map task as input,
a data partition that contains all necessary data in order to perform part of
the Join procedure independently from other Map tasks. Thus, an HDFS
block produced by the repartitioning phase is expanded with additional points
that exist at time (4/-)€;, and this is the process of InputSplits creation. In
this way, points are duplicated to other HDFS blocks, which means that the
same point may be output by two different Map tasks. To avoid this pitfall,
a different duplicate avoidance mechanism is introduced which practically
determines that a point is going to be output only by a single Map task; the
Map task processing the HDFS block where the point belongs to.

As already mentioned, each data partition (InputSplit) that is fed to a
Map task should contain all the data needed to perform the join of points
for the specific partition, i.e. data for the period [t29" — ¢, 197t + ¢].
However, an output file produced by the repartitioning step is not sufficient
due to the temporal tolerance ¢, thus we need to augment these output
files with extra data points, so that they form independent data partitions.
At technical level, we devised and implemented a new FileInputFormat
called BloatFileInputFormat, along with the corresponding FileSplitter and
RecordReader, which selectively combines different files in order to create
splits that carry all the necessary data points. Furthermore, during the
creation of input splits we augment (as metadata) each split with the starting
and ending time of the original partition of each split, termed tg“e and tgase.
The utility is to provide us with a simple way to perform duplicate avoidance
at the Join phase.

Figure 6.6(b) shows that each Map task takes as input a split and performs
the join at the level of point for a specific data partition. The input of this
phase is a set of tuples of the form (¢, z,y, trajID) sorted in ascending time
t order. Since the data are already sorted with respect to the temporal
dimension, we can apply the Join procedure, presented in Section 6.3.2. The
output of the Map phase will be the JP, BP and sNJP sets. Finally, the
Refine procedure presented in Section 6.3.2 can be performed at the Reduce
phase.
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6.5 Index-based Subtrajectory Join with Reparti-
tioning

The Join step of the previous algorithms is common and operates on the
array D that contains temporally sorted points. However, it can be improved
in two ways. First, by employing spatial filtering in order to avoid attempting
to join points that are far away. Second, by having an index structure that
given a point p; can efficiently locate the (temporally) previous point p;_1 of
p. Motivated by these observations, we devised and implemented an indexing
scheme in order to speed up the processing of the join.

6.5.1 Indexing Scheme

Temporal Paﬁltlo)n 1 o Pa[rt'cltltcnin i o Pa[:cltlc;n]M
Partitioning 0,1 -1, i M-1,'M

2" Level
Spatial
Partitioning
(e.g. QuadTree)

+ Hash

Spl
+
Trl

Hash

3" Level
Data

Figure 6.7: Indexing Scheme of DTJi algorithm

As illustrated in Figure 6.7, this scheme consists of 3 levels. We already
covered the first level in Section 6.4.1, where the initial data are partitioned
to equi-sized temporal partitions (Section 6.4). At the second level, we
partition the space. In order to have load balanced partitions we utilize the
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7

spatial partitioning provided by QuadTrees. More specifically, an “empty
QuadTree is created once, by sampling the original data, as in [26], and
is written to HDFS. It is important to mention here that the QuadTree
contains only the spatial partitions and not the actual points. Then, when
a new query is posed, the QuadTree is loaded into Hadoop’s distributed
cache in order to be accessible by all the nodes. Moreover, at the same
level, we employ two indexes. The first index is a spatial index (SpI) which
enables pruning of points based on their spatial distance, thus decreasing
significantly the number of points that need to be examined within the ¢
window. The second index is an index that keeps track of the representation
of each individual trajectory within the temporally sorted structure D (TrI),
thus providing an efficient way to access the previous trajectory point. The
two indexes are created gradually, as the data are read from HDFS. Finally,
at the third level, we have the temporally sorted data that correspond to
the specific temporal partition.

Spatial Index (SpI)

The spatial index, called Spl, utilizes a given space partitioning, in our
case QuadTrees. For each spatial partition of the QuadTree, Spl keeps a
temporally sorted array where each entry is the position of a point that is
contained in the given partition expanded by €g,. Spl is implemented as
a HashMap with key the partition id and value the sorted array. Thus, a
partition can be accessed in O(1), while a point in a partition can be accessed
in O(logP;), where P; here is the number of points in the corresponding
sorted array. The construction of SpI has O(|D|- h) complexity, where |D] is
the number of points in the specific temporal partition and A is the height
of the QuadTree, since for each point we need to traverse the QuadTree in
order to find out in which expanded partition it is contained. Note that
each point is enriched with the id of its original (i.e. not expanded) spatial
partition, thus consisting of (trajID,x,y,t, PartitionI D).

Trajectory Index (TrI)

The Trl index keeps track of each individual trajectory within D. Trl is also
implemented as a HashMap with key the trajectory id. For each trajectory,
the value is a temporally sorted array, where each entry corresponds to a
point of a trajectory, and the value of the entry is an integer indicating the
point’s position in D. Thus, a trajectory point can be efficiently accessed in
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Algorithm 6.4 Join! (Split, gy, €, t22%¢, t5a5¢)

base tbase
17, t,

Input: A split, €5, €,
Output: All pairs of JP, BP and candidate sNJP
QT <+ LoadQuadTree()
for each point i € Split do

if point.t € [t59%¢ — ¢;,1%9%¢ + ¢;] then

DIi], Trl, SpI «+ point

TRJPlaneSweep! (D[], Tr1, Spl, esp, €1, t235¢, £235¢)
TreatLast TrPoints()
for each point j € BP[] do

output((BP[j], null), True)

»—
@

O(logT), where T is the number of points of a trajectory. To exemplify, the
first element of the array holds the position of the first point of the trajectory
inside D and so on. The construction of this index has O(T") time complexity
since the data is already sorted in time.

6.5.2 The DTJi Algorithm

Having these two indexes at hand we can utilize them in order to perform the
join operation in an efficient way. Algorithm 6.4, presents the index-enhanced
plane sweep procedure. Initially, the QuadTree is loaded into memory from
the distributed cache (line 3) and then, each accessed point is inserted not
only to an array D, which contains points sorted in increasing time, but also
to the Spl and Trl indexes. Finally, the TRJPlaneSweep!() algorithm is
invoked for each accessed point (lines 4-7).

Algorithm 6.5, presents the TRJPlaneSweep’() algorithm. Here, given a
point p; € p, instead of scanning the whole ¢; window before it, in order to
find “matches”, we perform a search in Spl and get only the points that
belong to the same partition as p; by invoking the getCandidatePoint()
method (line 4). The partition id is retrieved in O(1) and then binary search
is performed in the temporally sorted list of points in order to find the
position of p; inside it. Having that, we can get the previous element, which
will be the previous point in time that lies within the same partition, and
check if the temporal and spatial constraint are satisfied. If they are satisfied,
we have a “match”, we proceed to the previous element of Spl and so on
and so forth. Assuming that we have a “match” with g¢; that belongs to
trajectory ¢ we need to find the previous point of g. This is achieved by
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Algorithm 6.5 TRJPlaneSweep! (D[], Tr1, Spl, esp, €1, t29%¢, t535¢)

tgase’ tléase

1: Input: DJ], €gp, €,
2: Output: All pairs of JP, BP and candidate sNNJP

3: if DuplCheck(D[i].t, t?%5¢ tb%5¢)=True then

4:  for each element D[j] returned by getCandidatePoint(i, SpI, D[]) do

5: if DistS(D[i], D[j]) < €5 then

6: output((D]i], D[j]), True)

7: remove D[i] from BP]]

8: if DuplCheck(D[j].t, t22%¢, t%95¢)=True then

9: output((D[j], D[i]), True)

10: remove D[j] from BP[]

11: k « getPrevTrPoint! (5, D[], TrI);

12: if FindMatch! (D[], i, k, €sp, €, TrI)= False then
13: output((D[i], D[k]), False)

14: k < getPrevTrPoint! (i, D[], Trl);

15: if FindMatch! (D[], j, k, €sp, €1, Tr1) = False then
16: if DuplCheck(D[j].t, t2e%¢, t%95¢)=True then
17: output((D[j], D[k]), False)

18:  if there is no “match” for D[i] then

19: BPI| + DJi]

invoking getPrevTrPoint!, which performs a search in TrI in order to retrieve
in O(1) the entry of ¢ (lines 11, 14). Then, by performing binary search
in the temporally sorted list, we can find the position of ¢; and can easily
get gj—1. Having that, we need to find if it “matches” with any point that
belongs to p. Here, instead of scanning the whole 2¢; window of ¢;_1 in order
to check for “matches” with p, we perform a search in Trl in order to get
the points of p that exist “close” to the time of ¢;_; (lines 12, 15). Then,
if the spatial and temporal constraints are satisfied we have a “match” and
the FindMatch! () method returns True. Otherwise, the whole procedure
continues, until the temporal constraint is not satisfied anymore.

Example 6.3. Following the example of Figure 6.3(a)-(f), in Figure 6.8
we can see how the two indexes are utilized in order to perform the TR.J-
PlaneSweep operation. More specifically, in Figure 6.8(a), in order to find the
point that “matches” with qs, we do not scan the entire €; window, instead we
utilize the Spl index in order to find the candidate “matches” Subsequently,
in order to find the previous point of ro in r, as shown in Figure 6.8(b), we
employ the Trl index. Finally, so as to find if 1 “matches” with any of the
points of q, we make use of the Trl index again, as depicted in Figures 6.8(c)
and (d). This time we use ga.trajID and ry.t in order to find the points, if
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any, of q that exist “close” to the time of 1.
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Figure 6.8: Example of TRJPlaneSweep!.

The complexity of the index-based solution is O(|D| - h - (log2P; - a - Pi((1 —
b)- Py +b-P;-(2-(logoT + (logoT +a-T))))))), with |D| being the number
of points, h the height of the QuadTree, a and b the selectivity of € and €,
respectively. P; is the number of points within the i-th partition expanded by
€sp, where P; < |D|, and T is the number points per trajectory. In the worst
case, where a and b tend to 1, the complexity can reach O(|D| - log2P; - P?).
However, again this only occurs for values of ¢; and €, that are comparable
to the dataset’s duration and diameter respectively. Roughly speaking, the
complexity drops to O(|D| - (logaP; - a - b - P?)), which clearly shows the
benefit attained when employing the proposed indexing scheme.

6.6 Experimental Study

In this section, we provide our experimental study on the comparative
performance of the three variations of our solution, namely (1) DTJb that
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uses two MR jobs (Section 6.3), (2) DTJr that employs repartitioning and a
single job to perform the join (Section 6.4), and (3) DT.Ji that additionally
uses the Spl and Trl indexes for more efficient join processing (Section 6.5).
Furthermore, we compare our solution with the work presented in [105].

The experiments were conducted in a 49 node Hadoop 2.7.2 cluster, provided
by okeanos?, an IAAS service for the Greek Research and Academic Com-
munity. The master node consists of 8 CPU cores, 8 GB of RAM and 60 GB
of HDD while each slave node is comprised of 4 CPU cores, 4 GB of RAM
and 60 GB of HDD. Our configuration enables each slave node to launch
4 containers, thus resulting that at a given time the cluster can run up to
192 jobs (Map or Reduce). The real dataset employed for our experiments is

IMIS, as described in Section 1.5.

Our experimental methodology is as follows: Initially, we verify the scalability
of our algorithms by varying (a) the dataset size, and (b) the number of cluster
nodes (Section 6.6.1). Then, we examine the benefits of the repartitioning
step as well as the associated cost (Section 6.6.2). Successively, we compare
our solution with the work presented in [105] (Section 6.6.3). Subsequently,
we perform a sensitivity analysis in order to evaluate the effect of different
parameters to our algorithms (Section 6.6.4). Finally, we perform a set of
experiments so as to examine the creation time and the size of the proposed
indexes with respect to to varying the number of spatial partitions and eg),
(Section 6.6.5).

Table 6.3 shows the experimental setting, where we vary the following param-
eters: €, €gp, 0t, the maximum number of points per cell, and the number of
cluster nodes, which are the main parameters affecting the performance of
our algorithms.

Table 6.3: Parameters and default values (in bold) used in the experimental
study of Chapter 6

’ Parameter \ Values ‘
e (%) 100%, 150%, 200%, 250%, 300%
esp (%) 10%, 20%, 30%, 40%, 50%
0t (in minutes) 10, 15, 20, 25, 30
max # of points per cell (%) | 1%, 2%, 3%, 4%, 5%

# of Nodes 12, 24, 36, 48

In more detail, the values of ¢; were calculated as a percentage of the average

Zhttps:/ /okeanos.grnet.gr/home/
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duration between two consecutive trajectory samples (= 600 sec) and e,
was calculated as a percentage of the diameter of the smallest cell produced
by the QuadTree. Parameter 6t depends on the application scenario. For
example, when trying to identify transshipment behavior, where two vessels
might illegally exchange goods, 20 minutes is too small. The application
scenario that we had in mind when setting this parameter was the clustering
scenario, where the goal is to identify groups of objects that moved together
for at least some duration, so 20 minutes seemed appropriate. In fact, as it
was expected, setting different values to dt, as illustrated in Figure 6.12, does
not affect significantly the execution time of our solution, since it affects only
a small part of the refine procedure. Finally, the maximum number of points
per cell is calculated as a percentage over the total population.

6.6.1 Scalability
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Figure 6.9: Scalability analysis varying (a),(b) the size of the dataset and
(c),(d) the number of nodes.

Initially, we vary the size of our dataset and measure the execution time of
our algorithms. To study the effect of dataset size, we created 4 portions
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(20%, 40%, 60%, 80%) of the original dataset. As the dataset size increases
and the number of nodes remains the same, it is expected that the execution
time will increase. In order to measure this, for each portion D; of the
dataset with i € [1,5], we calculate SlowDown = %, where Tp, is the
execution time of the first portion (i.e. 20%) and Tp, the execution time
of the current one. As shown in Figure 6.9(a), as the size of the dataset
increases, the DTJr linear and the DTJi appears to have linear behaviour,
with DTJi presenting better scalability. On the other hand, DTJb appears
to have a somehow “abnormal” behaviour. This can be justified if we study
Figure 6.10, which presents the standard deviation of the different portions
of the dataset. In fact, we can observe that DTJb in Figure 6.9(a) is affected
by how imbalanced is the partitioning in each portion of the dataset, as
depicted in DTJb Figure 6.10. To investigate further the performance of
the different algorithms, we measure separately the execution time of the
Join and Refine phases for all algorithms. Concerning the Join phase, as
illustrated in Figure 6.9(b), DTJi outperforms DTJb by 16x and the DTJr
by almost one order of magnitude. Regarding the Refine phase, as depicted
in Figure 6.9(b), DTJr and DTJi, perform exactly the same, as anticipated,
since they use an identical algorithm. Instead, DTJb performs worse due to
the fact that the Refine phase is implemented as a second MR job, which
means that the output of the Join phase, which is typically several times
larger than the input data, needs to be read from HDFS and get sorted,
grouped and shuffled to the Reduce tasks.

Subsequently, we keep the size of the dataset fixed (at 100%) and vary the
number of nodes. As the number of nodes increase and the dataset size
remains the same, it is expected that the execution time will decrease. In

order to measure this, for each portion NV; of the dataset with i € [1,5], we
Tn,
Tn,

minimum number of nodes (i.e. 12) and Ty, the execution time of the current

calculate SpeedUp = , where Ty, is the execution time when using the
one. In this experiment, as illustrated in Figure 6.9(c) and (d), we observe
that all three approaches present linear scaling, with DTJi demonstrating
slightly better scalability. The reason why the behaviour is different here,
is that in this experiment the dataset that was employed was fixed (100%).
This means that, despite the fact that we vary the number of nodes, the
effect of the different algorithms over the data is the same. On the contrary,
when we increase the amount of data, as already shown in Figure 6.9(b),
we can see than the performance of DTJb is affected by the skewness of the
different portion of the dataset that were used. As depicted in Figure 6.10,
we can observe that the standard deviation of DTJb affect significantly DT.Jb
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in Figure 6.9(a) and (b).

6.6.2 Repartitioning and Load Balancing

In this set of experiments, we evaluate the cost of the repartitioning step
employed by DTJr and DTJi. In Figure 6.10(a), we compare DTJb (which
does not use this step) against DTJr and DT.Ji after including in the latter
two algorithms the time needed for repartitioning. The result shows that even
for a single query both algorithms outperform DTJb. Obviously, for multiple
queries with different query parameters (e, €gp, 0t), the gain is multiplied,
since the repartitioning cost needs to be paid only once, before processing
the first query. This experiment justifies the use of the repartitioning step,
while demonstrating its low overhead in the case of a single query, which in
the case of multiple queries becomes negligible.
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Figure 6.10: (a) Repartitioning cost and (b) Load balancing

In order to quantify whether the work allocation of the Join is balanced to the
different parallel tasks, we compare the input size of the Join phase of DT.Jb,
against the Join phase of DTJr. In Figure 6.10(b), we report the standard
deviation of the size of input data for the various tasks. Smaller values of the
standard deviation, indicate that the different tasks are assigned with similar-
sized input data, thus the load is more fairly balanced. DTJr demonstrates
significantly lower standard deviation, approximately one order of magnitude,
than DTJb. This also partly justifies the overall better performance of DTJr
illustrated in Figure 6.9(b) and Figure 6.9(d).
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6.6.3 Comparative Evaluation

As already mentioned, the problem of Distributed Subtrajectory Join has not
been addressed yet in the literature and it is not straightforward (if and) how
state of the art solutions to trajectory similarity search and trajectory join
can be adapted to solve the problem. However, if we utilize only a specific
instance of our problem, when §t = 0, then we only need to identify the
set of JP during the Join phase. Based on this observation, we select to
compare with the work presented in [105], called STM R, a state of the art
MapReduce-based spatial join algorithm, which is able to identify efficiently
the set of JP that will be passed to the Refine procedure and produce the
desired result. The reason why SJM R was chosen is that it is a generic
solution which could form the basis for any distributed spatial join algorithm
and thus required the minimum amount of modifications so as to match with
our problem specification.

More specifically, SJM R repartitions the data at the Map phase and Joins
them at the Reduce phase by performing a plane sweep join. For the sake
of comparison, we modified SJM R by injecting time as a third dimension
and introducing parameters €, and ¢;. In more detail. at the Map phase
the spatiotemporal space is divided to tiles using a fine grained grid. Then,
each data point is expanded by €y, and ¢; and is assigned to the tiles with
which it intersects. Subsequently, the tiles are mapped to partitions using
the method described in [105]. At the Reduce phase, the points are grouped
by partition and sorted by one of the dimensions (we chose the temporal
dimension so as to be aligned with our solution). Finally, we sweep through
the time dimension and report the set of JP. In addition, we implemented a
modified version of SJM R, named SJM Ri, that makes use of our quadtree
index.

So, in this set of experiments we compare DTJi-Join, which outperforms
DTJb-Join and DTJr-Join, with SJM R. In more detail, we vary the size of
our dataset and measure the execution time of the three algorithms. The
results, as illustrated in Figure 6.11 show that DTJi-Join not only performs
significantly better than SJM R but more importantly, the gain of DTJi-Join
over SJM R increases for larger data sets. The reason for this behaviour
lies mainly due to the utilization of the indexing structure of DT.Ji ( [105]
uses no indexes) and the fact that DTJi-Join is a Map-only job where the
repartitioning cost is “paid” only once (as a preprocessing step), unlike
SJM R, where this cost is “paid” every time at the Map phase, as explained
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Figure 6.11: Comparative evaluation between DTJi and SJMR

earlier.

On the other, the results show that SJM Ri performs significantly better
than SJM R but worse than DTJi-Join. The reason why DTJi-Join performs
better SJM Ri is mostly because DTJi-Join is a Map-only job while SJM Ri
is a Map-Reduce job, hence DTJi-Join avoids sorting, shuffling and network
transfer cost between the Map and Reduce phase that SJ M Ri has to undergo.

6.6.4 Sensitivity Analysis

In the following experiment, we perform a sensitivity analysis of algorithms
DTJr and DTJi. We exclude DTJb from this set of experiments, as it
consistently performs significantly worse than the other two algorithms.

Initially we vary the value of ¢ while retaining fixed the values of the
other parameters. As shown in Figure 6.12(a), the execution time of both
algorithms, as expected, increases with ¢;. In more detail, the Join phase of
DTJr is more sensitive to the fluctuation ¢; than the Join phase of DTJi,
due to the fact that the latter is utilizing the Spl index which, for a given ¢,
performs spatial filtering instead of scanning the entire space in order to find
“matching” pairs of points. What is more interesting is that as €; increases
the difference between the two approaches increases, which means that for
higher values of €; the difference, in terms of execution time, will be higher
than one order of magnitude. As far as it concerns the Refine step, both
approaches present the same increasing behavior when ¢; increases, since
both of them employ the same algorithm, due to the fact that the higher the
€t, the larger the sliding window that is created.
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Figure 6.12: Sensitivity analysis varying (a) €, (b) €5 and (c) 6t

Then, we set different values to €y, while keeping the values of the other
parameters fixed. As illustrated in Figure 6.12(b), €, affects directly the
Join and indirectly the Refine phase of both approaches. More specifically,
the Join phase of DTJr is slightly affected by setting different values to €,
due to the fact that, for a given ¢;, DTJr will search the whole space in
order to find “matches”. Hence, €, will only affect the number of “matches”.
On the other hand, DTJi does not search the whole space but utilizes the
Spl index which, consequently, makes it more sensitive to €5,. The only
case where the Join phase of DTJr performs the same as DTJi is when €,
spans the whole dataset space. Regarding the Refine step, as expected, both
approaches perform the same and the higher the €,, the higher the execution
time. The reason for this behaviour is that as €y, increases, the product of
the Join phase increases.

Finally, we vary the values of 6t while keeping the values of the other
parameters fixed. As presented in Figure 6.12(c), this parameter affects only
the Refine phase, as anticipated. More specifically, the higher the dt the
slightly higher the execution time of both approaches. This takes place due
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to the fact that as §t increases, the sliding window gets larger.

6.6.5 Indexing

In order to measure the effect of having different number of spatial partitions
in spatial index size and spatial index construction time, we perform a final
set of experiments. More specifically, we vary the maximum number of points
per cell parameter of the QuadTree, and we measure the index creation time
and the index size. As illustrated in Figure 6.13(a), the Spl construction
time increases as the maximum number of points per cell decrease, while
the Trl construction time is, as expected, not affected by that. This occurs
due to the fact that as the maximum number of points per cell decreases,
the number of spatial partitions increases. Furthermore, as depicted in
Figure 6.13(a), the fewer the maximum number of points per cell the smaller
the execution time of the Join algorithm. It is worth mentioning that the
overall index construction time as a percentage over the execution time of
the Join algorithm varies only between 4% and 11%.
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As far as the size of the indexes is concerned, Figure 6.13(b) illustrates how
the size is affected when varying the maximum number of points per cell.
As expected, the Trl index is not affected, whereas the Spl index slightly
increases its size as the number of partitions increase. At this point, we
should mention that compared to the size of D, the percentage of the total
size of the indexing scheme over D varies only between 24% and 28%.

Another parameter that can affect the Spl index is €, due to the fact that
each spatial partition is enlarged by €g,. As depicted in Figure 6.13(c), the
size of Spl increases as €, increases.

6.7 Summary

In this chapter, we introduced the Distributed Subtrajectory Join query,
an important operation in the spatiotemporal data management domain,
where very large datasets of moving object trajectories are processed for
analytic purposes. To address this problem in an scalable manner following
the MapReduce programming model, we initially provided a well-designed
basic solution which is used as a baseline in order to propose two efficient
improvements, called DTJr and DTJi which can boost the performance by
up to 16x and 10x, respectively. Our experimental study was performed on
a very large real dataset of trajectories from the maritime domain,consisting
of 56 GB of data (or 1.5 billion time-stamped locations).
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fd Scalable Distributed Subtrajectory
Clustering

Having already tackled the problem of Distributed Subtrajectory Join, in this
chapter, we address the problem of Distributed Subtrajectory Clustering in
an efficient and highly scalable way. The problem is challenging because the
subtrajectories to be clustered are not known in advance, but they need to be
discovered dynamically based on adjacent subtrajectories in space and time.
Towards this objective, we split the original problem to three sub-problems,
namely Subtrajectory Join, Trajectory Segmentation and Clustering and
QOutlier Detection, and deal with each one in a distributed fashion by utilizing
the MapReduce programming model. The efficiency and the effectiveness of
our solution is demonstrated experimentally over a synthetic and two large
real datasets from the maritime and urban domains and through comparison
with two state of the art subtrajectory clustering algorithms. An earlier
version of the content of this chapter appears in [91].

7.1 Introduction

Nowadays, the unprecedented rate of trajectory data generation, due to
the proliferation of GPS-enabled devices, poses new challenges in terms of
storing, querying, analyzing and extracting knowledge from big mobility data.
One of these challenges is cluster analysis, which aims at identifying clusters
of moving objects (thus, unveil hidden patterns of collective behavior), as
well as detecting moving objects that demonstrate abnormal behaviour and
can be considered as outliers.

The research so far has focused mainly in methods that aim to identify
specific collective behavior patterns among moving objects, such as [48, 45,
44, 60, 51, 50, 92, 107, 28]. However, this kind of approaches operate at
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specific predefined temporal “snapshots” of the dataset, thus ignoring the
route of each moving object between these sampled points. Another line of
research, tries to identify patterns that are valid for the entire lifespan of the
moving objects [56, 67, 21, 79]. However, discovering clusters of complete
trajectories can overlook significant patterns that might exist only for some
portions of their lifespan. The following motivating example shows the merits
of subtrajectory clustering.

Example 7.1. (Subtrajectory clustering) Figure 7.1(a) illustrates siz tra-
jectories moving in the xy-plane, where each one of them has a different
origin-destination pair. More specifically, these pairs are A - B, A — C,
A— D, B— A, B— C and B— D. These six trajectories have the same
starting time and similar speed. A typical trajectory clustering technique
would fail to identify any clusters. However, the goal of a subtrajectory
clustering method is to identify 4 clusters (A — O (red), B — O (blue),
O — C (purple), O — D (orange)) and 2 outliers (O — A and O — B
(black)), as depicted in Figures 7.1(b).

B B
C é ¢ — A
‘- |
D
A A
(a) (b)

Figure 7.1: (a) Six trajectories moving in the xy-plane and (b) 4 clusters
(red, blue, orange and purple) and 2 outliers (black).

The problem of subtrajectory clustering is shown to be NP-Hard (cf. [3]).
In addition, the objects to be clustered are not known beforehand (as in
entire-trajectory — from now on — clustering algorithms), but have to be
identified through a trajectory segmentation procedure. Efforts that try to
deal with this problem in a centralized way do exist. More specifically, an
approach that segments the trajectories based on their geometric features,
and then clusters them by ignoring the temporal dimension is presented
in [49]. Instead, the authors in [70] take into account the temporal dimension,
and the segmentation of a trajectory takes place whenever the density of
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its spatiotemporal “neighborhood” changes significantly. The segmentation
phase is followed by a sampling phase, where the most representative sub-
trajectories are selected and finally the clusters are built “around” these
representatives. A similar approach is adopted in [3], where the goal is to
identify common portions between trajectories,with respect to some con-
straints and/or objectives, thus taking into account the “neighborhood” of
each trajectory. These common subtrajectories are then clustered and each
cluster is represented by a pathlet, which is a point sequence that is not
necessarily a subsequence of an actual trajectory.

Unfortunately, applying centralized algorithms for subtrajectory clustering
(e.g., [70, 49, 3]) over massive data in a scalable way is far from straightforward.
This calls for parallel and distributed algorithms that address the scalability
requirements. In this context, one challenge is how to partition the data in
such a way so that each node can perform its computation independently,
thus minimizing the communication cost between nodes, which is a cost
that can turn out to be a serious bottleneck. Another challenge, related
to partitioning, is how to achieve load balancing, in order to balance the
load fairly between the different nodes. Yet another challenge is to minimize
the iterations of data processing, which are typically required in clustering
algorithms. Interestingly, there have been some recent efforts towards mining
mobility data in a distributed way, such as mining co-movement patterns [28],
identifying frequent patterns [79] or adapting already existing distributed
solutions to trajectory data [21], yet no approach for distributed subtrajectory
clustering exists as of now.

Motivated by these limitations, we study the Distributed Subtrajectory Clus-
tering (DSC) problem, which has not been addressed yet in a scalable and
efficient way. Moreover, salient features of our approach include: (a) the
discovery of clusters of subtrajectories, instead of whole trajectories, (b) spa-
tiotemporal clustering, instead of spatial only, and (c) support of trajectories
with variable sampling rate, length and with temporal displacement.

Our main contributions are the following:
o We formally define the problem of Distributed Subtrajectory Clustering,
investigate its properties and discuss the main challenges.

e We propose two neighborhood-aware trajectory segmentation algo-
rithms, which are tailored to DSC problem, covering different applica-
tion requirements.
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e We design an efficient and scalable solution for the problem of Dis-
tributed Subtrajectory Clustering.

e We perform an extensive experimental study, where the performance
and the effectiveness of the proposed algorithms is evaluated by using a
synthetic and two large, real trajectory datasets from different domains
(urban and maritime). The merits of our solution are demonstrated with
respect to two state of the art subtrajectory clustering algorithms, [70]
and [49].

The rest of the chapter is organized as follows. In Section 7.2 we introduce
the DSC problem, in Section 7.3 we present our proposed solution and in
Section 7.4 we perform a complexity analysis of the algorithms that constitute
our solution. Then, in Section 7.5, we present the results of our experimental
study. Finally, we conclude the chapter in Section 7.6.

7.2 Problem Formulation

Given a set D of moving object trajectories, a trajectory r € D is a sequence
of timestamped locations {r1,...,rn}. Each r; = (loc;, t;) represents the i-th
sampled point, 7 € 1,..., N of trajectory r, where N denotes the length of r
(i.e. the number of points it consists of). Moreover, loc; denotes the spatial
location (2D or 3D) and ¢; the time coordinate of point r;, respectively. A
subtrajectory r; ; is a sub-sequence {r;,...,r;} of r which represents the
movement of the object between ¢; and t; where i < j and 4,5 € 1,...,N.
Let ds(74, s;) denote the spatial distance between two points r; € 7, s; € s. In
our case we adopted the Euclidean distance, however, other metric distance
functions might be applied. Also, let dy(r;, sj) denote the temporal distance,
defined as |r;.t — s;.t|. Furthermore, let At, symbolize the duration of
trajectory r (similarly for subtrajectories).

7.2.1 Similarity between (sub)trajectories

Subtrajectory clustering relies on the use of a similarity function between
subtrajectories. Although various similarity measures have been defined in
literature, our choice of similarity function is motivated by the following
(desired) requirements:

Variable sampling rate and lack of alignment. We make the realistic
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assumption that the trajectories do not have a fixed sampling rate and that
different trajectories might not report their position at the same timestamp.

Variable trajectory length. We also assume that different trajectories
might have different length (i.e. number of samples). This specification
excludes euclidean-based similarity measures which deal with trajectories
of equal length.

Temporal displacement. A property that a desired similarity measure
for (sub)trajectory clustering should hold, is to allow trajectories that have
some temporal displacement to participate to the same cluster.

Symmetry. Given a pair of (sub)trajectories r and s, an appropriate
similarity measure between r and s should have the property of symmetry
(i.e. Sim(r,s)=Sim(s,r)).

Efficiency. The computation of the similarity should be efficient enough in
order to be able to deal with massive volumes of data, without compromising
the quality of the results.

In order to meet with the aforementioned specifications we utilize the Longest
Common Subsequence (LCSS) for trajectories, as defined in [97]. However,
other trajectory similarity functions, which meet with the specifications set,
are also applicable. More specifically, the LCSS utilizes two parameters, the
parameter €; indicating the temporal range wherein the method searches to
match a specific point, and the €y, parameter which is a distance threshold
to indicate whether two points match or not. Hence, the similarity between
two (sub)trajectories r and s is defined as:

LCSSe, ., (r,s)

min(|r], |s|)

(7.1)

Sim(r, s) =

where |r| (|s|) is the length of r (s respectively). Moreover, it holds that

Sim(r,s) = Sim(s,r).

However, LCSS returns the length of the longest common subsequence, which
means that for a given point r; € r that is matched with a specific point
sj € s the LCSS will consider the similarity between r; and s; as 1, regard-
less of their actual distance dg(r;, sj), which could vary from 0 to egz,. Put
differently, LCSS considers as equally similar all the points that exist within
an €5, range from 7, which is a fact that might compromise the quality of the
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clustering results. Ideally, given two matching points r; € r and s; € s, s;
(73, respectively) should contribute to LC'SS, c,, (7, 5), proportionally to the
distance dg(r4, s;). For this reason, we propose a “weighted” LCSS similarity
between trajectories, that incorporates the aforementioned distance propor-
tionality. In more detail, for each discovered longest common subsequence
the similarity is defined as:

_ds(rk‘vsk)
k=1 1 Eop )

min(|r, [s])

Sim(r,s) = (7.2)

where (7, si) is a pair of matched points.

7.2.2 A Closer Look to the Subtrajectory Clustering Prob-
lem

Our approach to subtrajectory clustering splits the problem in three steps.
The first step is to retrieve for each trajectory r € D, all the moving objects,
with their respective portion of movement, that moved close enough in space
and time with r, for at least some time duration. Actually, this first step is a
well-defined problem in the literature of mobility data management, known
as subtrajectory join, and more specifically the case of self-join. In detail,
the subtrajectory join will return for each pair of (sub)trajectories, all the
common subsequencies that have at least some time duration, which are
actually candidates for the longest common subsequence. Formally:

Problem 7.1. (Subtrajectory Join) Given a temporal tolerance €, a
spatial threshold es, and a time duration dt, retrieve all pairs of subtrajectories
(r',s") € D such that: (a) for each pair At., Aty > §t, (b) Vr; € 1’ there
exists at least one sj € s’ so that ds(ri,s;) < €sp and di(ri,sj) < €, and
(c) ¥sj € s there exist at least one r; € 1" so that ds(sj,mi) < €sp and
di(sj,75) < €.

Figure 7.2 illustrates two trajectories r and s and their respective matching
subtrajectories (rag, s3,7). Each point of a trajectory defines a spatiotemporal
'neighborhood’ area around it, i.e. a cylinder of radius €, and height €. In
order for a pair of subtrajectories to be considered matching, each point
of a subtrajectory must have at least one point of the other subtrajectory

in its neighborhood, thus making the result symmetrical. Furthermore the
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Figure 7.2: A pair of “matching” subtrajectories (748, s3,7).

duration of the match should be at least dt.

The second step takes as input the result of the first step, which is actually a
trajectory and neighboring trajectories and aims at segmenting each trajectory
r € D into a set of subtrajectories. The way that a trajectory is segmented
into subtrajectories is neighbourhood-aware, meaning that a trajectory will
be segmented every time its neighbourhood changes significantly, so as to
result in homogeneous subtrajectories (with respect to their surrounding
moving objects). Returning to Example 7.1, trajectory A — D should
be segmented to A — O and O — D, since at O the cardinality and the
composition of its neighbourhood changes significantly. The problem of

trajectory segmentation can now be formulated as follows.

Problem 7.2. (Trajectory Segmentation) Given a trajectory r, identify
the set of timestamps C' P (cutting points), where the density (or alternatively
the composition) of the neighborhood of r changes significantly. Then accord-
ing to CP, r is partitioned to a set of subtrajectories {ry,...,r}, where
M = |CP|+1 is the number of subtrajectories for a given trajectory r, such
that v = UL, v}, and k € [1, M].

Given the output of Problem 7.1, applying a trajectory segmentation al-
gorithm for the trajectories D will result in a new set of subtrajectories
D'

The third step takes as input D’ and the goal is to create clusters (whose
cardinality is unknown) of similar subtrajectories and at the same time iden-
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tify subtrajectories that are significantly dissimilar from the others (outliers).
More specifically, let C = {C1,...,Ck} denote the clustering, where K is the
number of clusters, and for every pair of clusters C; and C}, with ¢, j € [1, K],
it holds that C; N C; = @. Now, let us assume that each cluster C; € C' is
represented by one subtrajectory R; € C;, called Representative. Further-
more, let R denote the set of all representatives. Actually, the problem of
clustering is to discover clusters of objects such that the intra-cluster similar-
ity is maximized and the inter-cluster similarity is minimized. Therefore, if
we ensure that the similarity between the representatives is zero, then the
problem of subtrajectory clustering can be formulated as an optimization
problem as follows.

Problem 7.3. (Subtrajectory Clustering and Outlier Detection) Given
a set of subtrajectories D', partition D’ into a set of clusters C' and a set of
outliers O, where D' = C' U O, in such a way so that the Sum of Similarity
between Cluster members and cluster Representatives (SSCR) is mazimized:

SSCR= Y Y Sim(Rr}) (7.3)
VR¢€RV7";€CZ-

However, trying to solve Problem 7.3 by maximizing Equation (7.3) is not
trivial, since the problem to segment trajectories to subtrajectories, select
the set of representatives R and its cardinality |R| that maximizes Equation
(7.3), has combinatorial complexity.

7.2.3 Distributed Subtrajectory Clustering

In this chapter, we address the challenging problem of subtrajectory clustering
in a distributed setting, where the dataset D is stored distributed in different
nodes, and centralized processing is prohibitively expensive.

Problem 7.4. (Distributed Subtrajectory Clustering) Given a dis-
tributed set of trajectories, D = U D;, where P is the number of partitions
of D, perform the subtrajectory clustering task in a parallel manner.

Actually, Problem 7.4 can be broken down to solving Problems 7.1, 7.2 and
7.3 (in that order) in a parallel/distributed way. In the following, we adopt
this approach and outline a solution that is based on MapReduce.
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7.3 Problem Solution

7.3.1 Overview

An overview of our approach is presented in Algorithm 7.1 and illustrated in
Figure 7.3. Initially, we Repartition the data into P equi-sized, temporally-
sorted partitions (files), which are going to be used as input for the join
algorithm in order to perform the subtrajectory join in a distributed way
(line 3). Note that this is actually a preprocessing step that only needs to
take place once for each dataset D.

Algorithm 7.1 DSC(D)

1: Input: D

2: Output: set C of clusters, set O of outliers

3: Preprocessing: Repartition D;

4: for each partition D; € UZ | D; do

5. perform Point-level Join;

6: group by Trajectory;

7. for each Trajectory r € D do

8:  perform Subtrajectory Join; — Sect. 7.53.2

9:  perform Trajectory Segmentation; — Sect. 7.3.3
10: group by Dy;

11: for each subtrajectory r’ € D; do

12:  calculate Similarity with other subtrajectories; — Sect. 7.3.3
13: perform Clustering; — Sect. 7.3./

14: perform Refine Results;

15: return C' and O;

Subsequently, for each partition D; € Uf;lDi and trajectory we discover
parts of other trajectories that moved close enough in space an time (line 5).
Successively, we group by trajectory in order to perform the subtrajectory
join (line 8). At this phase, since our data is already grouped by trajectory,
we also perform trajectory segmentation in order to split each trajectory to
subtrajectories (line 9). In turn, we utilize the temporal partitions created
during the Repartition phase and re-group the data by temporal partition.
For each D; € UfilDi we calculate the similarity between subtrajectories
and perform the clustering procedure (line 12). If a subtrajectory intersects
the borders of two partitions, it is replicated in both of them. This results
in having duplicate and possibly contradicting results. For this reason, as
a final step, we treat this case by utilizing the Refine Results procedure
(line 14). Finally, a set C of clusters and O of outliers are produced.
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7.3. Problem Solution

7.3.2 Distributed Subtrajectory Join

As already mentioned, the first step is to perform the subtrajectory join in a
distributed way. For this reason, we exploit the work presented in Chapter 6,
coined DTJ, which introduces an efficient and highly scalable approach to
deal with Problem 7.1, by means of MapReduce.

7.3.3 Distributed Trajectory Segmentation

The Trajectory Segmentation algorithm (TSA) takes as input a single tra-
jectory, along with information about its neighborhood, and partitions it to
a set of subtrajectories. We have already presented a neighborhood-aware
trajectory segmentation algorithm in Section 3.3.1. However, the voting
function introduced in Equation 3.3 considers that the space is unbounded
(in our case the space is bounded by €g,) and, for this reason, it utilizes
an extra parameter, coined o, in order to control how fast the “voting in-
fluence” decreases with distance. It turns out that setting parameter o is
not a straightforward task and can affect significantly the outcome of the
segmentation procedure. Furthermore, the segmentation algorithm presented
in Section 3.3.1 takes into account only the density and not the actual com-
position of the neighborhood of a trajectory. For the above reasons, in this
chapter, we propose two alternative segmentation algorithms.

The first algorithm, coined T'S A1, identifies the beginning of a new subtra-
jectory whenever the density of its neighborhood changes significantly. Such
a segmentation algorithm is reminiscent of the flock definition [48], where the
identified groups need to be composed of at least m objects. For this purpose,
we use the concept of voting as a measure of density of the surrounding area
of a trajectory. For a given point r; and any trajectory s, the voting V' (r;) is
defined as:

Vi)=Y dalri; 5t) (7.4)

vseDp  Gsp

where, si is the matching point of s with r;, as emitted by the subtrajectory
join procedure. For a trajectory r that consists of N points {r1,...,ry}, we
compute its normalized voting vector V(r) as follows:

V(r1) V(rn)
1[113@(1.]\;1 Viry) maxf\il V(r;)

Vil =A{ } (7.5)
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Figure 7.4: (a) Five trajectories A - B, A - C, A — D, C — B and
D — B, (b) TSA; segmentation, (¢) T'S Ay segmentation

Finally, the voting of a trajectory (or subtrajectory) is defined as:

N
Vi) = & V) (7.6)
=1

The difference of T'S A,

The second segmentation algorithm, coined T'S As, identifies the beginning of
a new subtrajectory whenever the composition of its neighborhood changes
substantially. This segmentation algorithm is reminiscent of the moving
cluster definition [45], where the identified groups need to share a sufficient
number of common objects. Such an algorithm does not take as input the
V(r)[] but instead, for each point r; € 7, it takes as input a list L(r;)[] of the
trajectory ids that have been produced as output by the DTJ procedure.

The following example explains intuitively the difference between the two
segmentation algorithms.

Example 7.2. Consider the example of Figure 7.4(a) that illustrates five
trajectories: A— B, A—-C, A— D, C — B and D — B. Figures 7.4(b)
and (c) depict the result of TSAy and T'S Az, respectively. In more detail,
we can observe that both TSA1 and TSAy segmented trajectory A — D
to subtrajectories A — O and O — D, due to the fact that after O, both
the density and the composition of the neighborhood changes. The same
holds for trajectories A — C, C — B and D — B, which are segmented
to subtrajectories A - 0O, O - C,C - 0,0 - B, D — O and O — B.
However, when it comes to trajectory A — B, we can observe that while
TSAy segments it to subtrajectories A — O and O — B, TSA; does not
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Time

Figure 7.5: The two consecutive sliding windows W; and W5 used by the
segmentation algorithms.

perform any segmentation. This is due to the fact that, after O, even though
the density of the neighborhood remains the same (i.e. 3 moving objects), the
composition of the neighborhood changes completely. In a subsequent step
this will drive the clustering algorithm to identify, in the case of TSAy a
flock-like cluster from A to B, while in the case of T'SAs two moving clusters
from A to O and from O to B.

Both segmentation algorithms share a common methodology, which employs
two consecutive sliding windows W; and Wj of size w (i.e. w samples) to
estimate the point r; € C'P (cutting point) where the “difference” between
the two windows is maximized. This methodology has been successfully
applied in the past on signal segmentation [63, 61]. To exemplify, let us
consider trajectory A — D of Example 7.2. For simplicity, we assume that
the voting of the specific trajectory from A to O is 3 and from O to D is 1.
Figure 7.5 illustrates the two sliding windows W; and Ws that traverse the
voting signal of trajectory A — D.

Trajectory segmentation. Since the output of the DTJ algorithm is per
trajectory, it is straightforward to give it as input to T'SA which operates
at the level of a trajectory. Moreover, the segmentation is performed in
an embarrassingly parallel way, due to the fact that each trajectory can be
processed by a different reduce task independently from others, as depicted in
Figure 7.3. In more detail, for a given trajectory r € D, T'S A; first calculates
the normalized voting vector V(r)[] and then performs the segmentation
by utilizing it. Apart from V(r)[], the input of the T'SA algorithm is two
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additional parameters: w and 7. The output is a vector C' P[], which keeps
the starting position of each subtrajectory of r.

Algorithm 7.2 TSA;(V(r)[],w,T)

1: Input: V(r)[],w, 7

2: Output: CP][]

31— C'P[];

4: for n = w+1 ...N-w-1 do

my = S, V()[i;

my = 4 ST V()i

dln] = |my — mol;

dimae = maxp 7" d[i];

if d[n] > 7 Ad[n] >= dpes then
10: n — CPJJ;

In more detail, as presented in Algorithm 7.2, two consecutive sliding windows
of size w are created over V(r)[], named W; and Wy (line 4). These sliding
windows move forward in time until V(r)[] is traversed. Here, N is the
number of points of trajectory r € D. Then, for each window, the average
normalized voting is computed (lines 5-6) and their absolute difference is
stored in d[], which is an array that stores all the differences between the
sliding windows (line 7). Subsequently, we examine whether the current
difference d[n] is larger than the maximum difference d,,q, and we update
dmaz accordingly (line 8). Finally, if the difference d[n] is higher than a
threshold 7 and is locally maximized, then, at that point, we segment the
trajectory and we store the starting position of the new subtrajectory to
CP]] (lines 9-10).

On the other hand, the input of T'S A5 is a list of lists L(r)[] for each r € D.
Similarly, two consecutive sliding windows W7 and Ws of size w are created
(line 4). Then, for each window, the union of lists is computed and stored
in [; and [la, respectively (lines 5-6). Successively, the Jaccard dissimilarity
between [; and Iy is computed and is stored to d[], which is an array that
stores all the similarities between the sliding windows (line 7). From then
on, the algorithm is identical to TS A;.

Similar subtrajectories. After trajectory segmentation, the next step is
to calculate the similarity between all the pairs of subtrajectories, using
Equation 7.2. This cannot be done completely after the segmentation at the
Reducer phase of Job 1, illustrated in Figure 7.3, because at that point each
reduce function has information only about the segmentation of the reference
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Algorithm 7.3 T'SAy(L(r),w,T)

1: Input: L(r),w,

2: Output: CP[]

31— CPH;

4: for n = w+1 ...N-w-1 do
b= Ui, L) [);

by = Uit~ L(ry)[);

1 [11Nl2] )
dln] =1 - prGEinG)

dmaz = max;L,17 dfil;
if d[n] > 7 Ad[n] >= dines then
10: n — CP[;

trajectory to subtrajectories. For this reason, at this point we cannot calculate
the denominator of Equation 7.2. However, for each subtrajectory ' € r,
where 7 is the reference trajectory, we can calculate the similarity between
the matching points (enumerator of Equation 7.2).

In more detail the output of each reduce function (Job 1 Figure 7.3) is
a relation, called STP, which holds a set of key-value pairs of the form
< (r"ID,s.ID),{(ss.t,Sim(s¢,7")) ... (si.t,Sim(s;,r"))} >, where sf,5
are the temporal first and last point, respectively, of trajectory s that
“matches” with subtrajectory 7. Moreover, in a separate relation, coined ST,
we hold some extra information for each subtrajectory. More specifically,
the tuples of ST are key-value pairs, where the key is the subtrajectory
identifier < I'D > and the value is of the form < tg4,t., V,Card >, where t;
(te) is the starting time (ending time, respectively) of the subtrajectory, V' is
the voting and Card is the number of points which constitute the specific
subtrajectory. Due to the fact that these two relations can be pretty large,
we need to partition them into smaller files. In order to achieve this, we
broadcast the load balanced temporal partitions that were created during
the Repartitioning phase of DTJ. As illustrated in Figure 7.3, each reducer
loads these partitions and assigns each subtrajectory (tuple of ST and STP)
to all the partitions with which it temporally intersects. Subsequently, the
tuples are grouped by temporal partition and each group is fed to a Mapper.

At this point, each Mapper has now all the information needed to calculate
the similarity between all the pairs of subtrajectories (Equation 7.2), for
each temporal partition separately. The similarity between subtrajectories
is output in a new relation, called SP. Each tuple of this relation holds
information about a subtrajectory r’ and its similarity with all the other
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subtrajectories, whenever this similarity is larger than zero. More specifically,
SP contains a set of key-value pairs where the key is the ID of the subtrajectory
(r'.ID) and the value is a list AdjLst containing elements of the form
(s".ID, Sim), where s is a subtrajectory for which it holds that Sim(r’,s") >
0.

7.3.4 Distributed Clustering

Clustering. After having calculated the similarity between all pairs of
subtrajectories for each temporal partition, we can proceed to the actual
clustering and outlier detection procedure. The output of the similarity
calculation process, namely SP, is actually an adjacency list. The intuition
behind the proposed solution to Problem 7.3 is to select as cluster repre-
sentatives, highly voted subtrajectories (Equation 7.6) that are not similar
with the already selected representatives R; € R. Then, we assign each
subtrajectory r} to the R; (and hence C;) with which it has the maximum
similarity Sim(r}, R;).

Algorithm 7.4 Clustering(SP, ST, k, «)

1: Input: SP, ST, k, «

2: Output: set C of clusters, set O of outliers

3: sort ST by V in descending order;

4: for each element st € ST do

5. if st € R then

6 if st.V > k then
7: st — R;
8:
9

for each element [ € st.AdjLst do
if | ¢ C then

10: if Sim(l, st) > a then
11: I — C(st);

12: if [ € O then

13: 0=0 -1

14: else

15: O=0uUl

16: else

17: if Sim(l, st) > Sim(l, R(l)) then
18: C(R(l)) =C(R(1)) =,
19: [ — C(st);

20: else

21: O = 0O U st;

222 C=CUR
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The input of the clustering algorithm is SP, ST and parameters k and « and
the output is the set of clusters C' and the set of outliers O. More specifically,
k is a threshold for setting a lower bound on the voting of a representative.
This prevents the algorithm from identifying clusters with small support.
Parameter « is a similarity threshold used to assign subtrajectories to cluster
representatives. It ensures that a subtrajectory assigned to a cluster has
sufficient similarity with the representative of the cluster. This actually poses
a lower bound to the average distance between the representatives and the
cluster members and, consequently, guarantees a minimum quality in the
identified clusters (intra-cluster distance).

Lemma 7.1. The average distance ds(r',s"), between a representative sub-
trajectory r' and a cluster member s' will always be at most €5 - (1 — ).

ds(r,s") <egp- (1 — ) (7.7)

Proof.

D g

€sp

S- Iy — k=1
im(r, ) AN T)
man(|r’|,|s'[)
min(],|s']) -
S- Iy — k=1
im(r, &) (L 15])

ds (T;C,s;)

€sp

man(|r'],|s'])
But, Z ds(ry, %) = min(|r'|,|s']) - ds(r’, &)
k=1
man(|r'],|s'])-ds(r’,s’)

€sp

min(|r'l, |s'|) —

So, Sim(r',s') =

min(|r'], |s'])

. min(jr'],|') - (1 - “E)

S, /, €sp
im(r, s e CINT)
d ! !
Sim(r', s =1— ', )
Esp

But, Sim(r',s') > «

SO, ds(rl73/) < €sp - (1 - a)

O]

To begin with, we want to traverse the subtrajectories by their voting, in
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descending order (i.e. highly voted subtrajectories first). In order to achieve
this, we need to sort ST by V (line 3). Subsequently, for each subtrajectory
st € ST we examine whether it is already assigned to cluster (line 5). If st
is not assigned to any cluster and the voting of st is less than k, then we
add st to the outliers set (line 21). Otherwise, we create a new cluster and
consider st as the representative (lines 6-7). Successively, we consult relation
SP and retrieve the adjacency list of st (line 8). Then, for each element
[ that belongs to the adjacency list of st, we examine if it is assigned to
any cluster. If not, we investigate whether the similarity between [ and st
is greater or equal than the similarity threshold a. If not, we add [ to the
outlier set O, otherwise we assign it to the cluster led by st and remove it
from the outliers O, in case [ € O (lines 9-13). If [ is assigned to a cluster,
we examine whether the similarity of [ with st is greater than the similarity
with the representative of the cluster that [ is currently assigned. If this
is the case, then we remove [ from the current cluster and assign it to the
cluster led by st (lines 17-19). Finally, we concatenate C' with R (line 22)
so as to return, except from the outlier set O, both cluster members and
representatives.

Refinement of Results. At this point we successfully accomplished to deal
with Problem 7.3 for each temporal partition. However, this might result in
having duplicates due to the fact that each subtrajectory that temporally
intersects multiple partitions is replicated to each one of them. The actual
problem that lies here is not the duplicate elimination problem itself but the
fact that the result for such a subtrajectory might be contradicting in different
partitions. In more detail, for each partition, the clustering procedure will
decide whether a subtrajectory is a Representative (Repr), a Cluster Member
(Cl) or an Outlier (Out). Hence, for each intersecting subtrajectory ¢ and
for each pair of consecutive partitions (i, j) with which ¢ intersects, ¢ can
have the following pairs of states: (a) Out-Out, (b) Repr-Repr, (c) CI-Cl,
(d) Repr-Cl (Cl-Repr), (e) Repr-O (O-Repr) and (f) CI-O (O-Cl).

In order to implement the above procedure we need to have all the information
concerning the intersecting subtrajectories (C' and O) for all the Partitions
sorted in time. To do this, we group the trajectories according to whether
they are intersecting or not. As illustrated in Figure 7.3, the non-intersecting
are emitted, since they are not affected, while the intersecting subtrajectories
get sorted by partition. Hence, a Reducer will receive all the required
information to make the appropriate decisions. In more detail, we sweep
through the temporal dimension and for each pair of consecutive partitions
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we make the appropriate decisions.

Algorithm 7.5 RefineResults(q)

1: Input: Intersecting Subtrajectories

2: Output: set C of clusters, set O of outliers
3: for each pair p — (F;, P;41) of Partitions do
4 PNPy—1

5. for each element e € I do

6: switch (p)

7: case (a):

8: remove ¢ from O;;

9: case (b):

10 merge C;(q) and Ci+1(q);
11: case (c):

12: if Sim(q, Ri(q)) > Sim(q, Ri+1(q)) then
13: remove ¢ from Cjyq;
14: else

15: remove ¢ from Cj;

16: case (d):

17: remove ¢ from C;

18: case (e),(f):

19: remove ¢ from O;

20: end switch

For each of the above cases, as depicted in Algorithm 7.5, a decision has
to be made, in order to eliminate duplicates and provide the correct result
according to the problem definition. More specifically, in case of (a), ¢
is marked as outlier in both partitions, hence, we only need to eliminate
duplicates. In case of (b), the two clusters are “merged”, since all of the
subtrajectories that belong to them are similar “enough” with ¢, which is the
representative of both clusters. In case of (c), let us assume that ¢ belongs
to cluster C;(R(q)) in Partition ¢ and Cj11(R(q)) in Partition ¢ + 1. Then,
q is assigned to the cluster with which it has the largest similarity with its
representative. In case of (d), ¢ remains to be a cluster representative and is
removed from the cluster C' in which it is a member. Finally, in case of (e)
and (f), ¢ is removed from O.

7.4 Complexity Analysis

The purpose of this section is to analyse and provide insight to the complexity
of the different algorithms that are involved to the solution to the Distributed
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Subtrajectory Clustering problem, presented in this chapter.

DTJ: The complexity of the Join algorithm is roughly O(|D|log2@), with @
being the average number of points per spatial index partition and Q << |D|.
The complexity of the Refine algorithm is O(T - SW - dt - [), where T is the
average number of points per trajectory, SW is the average number of points
contained in a 0t + 2¢; window, dt the average number of points contained in
a 0t window and [ is average the size of the MatchingPoints list. For more
details about the complexity of the algorithms involved in DTJ please refer
to [89].

Segmentation: The complexity of the T'SA; algorithm is O(l - |T'|), where
[ is average the size of the “matching” list and |T'| is the average number of
points per trajectory. The reason that we include [ to this analysis is that
in order to perform T'SA;, we first need to calculate the normalized voting
vector. The complexity of the T'S Ay algorithm is also O(l - |T'|), since I and
lo are already sorted by trajectory id and the list intersection can take place
in linear time to the size of the lists.

Clustering: The complexity of Clustering algorithm is O(|ST)| - log|ST| +
|ST|-|Ll|), with |ST| being the number of subtrajectories, |L| the average size
of the adjacency list AdjLst and |ST| - log|ST)| is the sorting cost. Here, we
should mention that |ST| << |D|. Furthermore, ST and S P are implemented
as HashMaps, hence key search has an O(1) time complexity. The complexity
of the Re fineResults algorithm is O(M - |P|-|I|), where M is the number of
temporal partitions, | P| is the average number of intersecting subtrajectories
per partition and I is the average size of the intersection. We should mention,
here, that the intersection between two consecutive partitions is performed
in linear time by utilizing HashSets sets.

7.5 Experimental Study

In this section, we present the findings of our experimental evaluation. The
experiments were conducted in a 49 node Hadoop 2.7.2 cluster, provided
by okeanos'. The master node consists of 8 CPU cores, 8 GB of RAM and
60 GB of HDD while each slave node is comprised of 4 CPU cores, 4 GB
of RAM and 60 GB of HDD. Our configuration enables each slave node to
launch 4 containers, thus up to 192 tasks (Map or Reduce) can be launched

'TAAS service for the Greek Research and Academic Community https://okeanos.grnet.
gr/home/
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7.5. Experimental Study

simultaneously. For our experimental study, we employed two real datasets
that will assist us to evaluate the performance, scalability and effectiveness of
our solution. Furthermore, we utilized a synthetic dataset that simulates the
case of Figure 7.1 in order to verify that our solution operates as anticipated,
given a dataset with a known ground truth. The real datasets are from two
different domains, namely the urban and the maritime domain. In more
detail, the first one, is SIS and the second one is Brest, as described in
Section 1.5.

Table 7.1: Parameters and default values (in bold) used in the experimental
study of Chapter 7

Parameter Values
() |G [Gi) [ @Gv) | (v)
esp (%) 10% | 15% | 20% | 25% | 30%

e (%) 0% | 25% | 50% | 75% | 100%
ot (%) 0% | 25% | 50% | 75% | 100%
w 10 15 20 25 30
T 0.2 |04 | 0.6 0.8 1
a (in o) -2 -1 0 1 2
k(no) |2 |1 |0 1 |2

Our experimental methodology is as follows: Initially, in Section 7.5.2 we
verify the correctness of our solution by applying it to a dataset with a known
ground truth and compare our findings with T-OPTICS [56], a well-known
entire trajectory clustering technique. Moreover, we compare our solution
with TraClus [49] and S?T-Clustering [70], two state of the art subtrajectory
clustering methods. Subsequently, in Section 7.5.3, we study the scalability
of our solution by varying (a) the dataset size, and (b) the number of cluster
nodes. Finally, in Section 7.5.4, we perform a sensitivity analysis in order to
evaluate the effect of setting different values to the parameters of our solution,
in terms of execution time and quality. Table 7.1 shows the experimental
setting, where we vary the following parameters: €y, €, 0t, w, 7, a and
k and measure their effect in the performance and the effectiveness of our
algorithms. We should mention that the default segmentation algorithm in

our experimental study is TS A;.

7.5.1 Parameter Setting

Setting the different parameters for different datasets can turn out to be
an arbitrary procedure, which, in turn, can jeopardise the quality of the
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clustering results. For this reason, we provide some simple rules for setting the
parameters relatively to the dataset being clustered, that do not compromise
the quality of the results. In more detail, €, can be set as a percentage of
the dataset diameter. This, however, can be problematic when dealing with
datasets having large spatial variation in their density (e.g., ports in the
maritime domain). For this reason, we utilized the partitioning provided by
the spatial index (QuadTree) of DTJ and calculated ey, for each point, as a
percentage of the diameter of the cell of the QuadTree to which it belongs.
Moreover, €; and 0t are calculated relatively to the average duration between
two consecutive trajectory samples (= 1200 sec for SIS and ~ 950 sec for
AIS Brest).

Parameter w sets the size of the windows W7 and W5 upon which some
measure is calculated. Small values on w can affect the robustness of the
estimation, thus resulting to over-segmentation. On the other hand, large
values of w can result to overlooking some cutting points due to the large
window size. It has been observed that for w ~ 20 the robustness of the
estimation is not affected and the size of the window is small enough so as
not to overlook any cutting points. Concerning parameter 7, our experiments
show that the best result in terms of quality is achieved for 7 =~ 0.4 Finally,
the values of a and k can be set “around” the mean value of the similarity
and the voting of the temporal partition, respectively, in terms of standard
deviation. In fact, it has been observed that the average similarity and voting
can produce clustering results of good quality. For more details about the
effect, in terms of quality, of setting different values to the parameters of our
solution, please refer to Section 7.5.4

7.5.2 Comparison with related work

Initially, so as to verify that our solution operates as expected, we utilize a
synthetic dataset? that simulates the case of Figure 7.1. The only difference
is that the two outliers mentioned there (O — A and O — B), will now form
clusters. Hence, the ground truth for the synthetic cluster becomes A — O,
B—-0,0—-C,0—-D,0— Aand O — B.

In fact, as depicted in Figure 7.6(a), T-OPTICS identifies the six original
routes: A — B (in red), A — C (in blue), A — D (in orange), B — A
(in yellow), B — C (in light blue) and B — D (in purple). On the other

2The original dataset was found in [55]
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(b)
Figure 7.6: Identified clusters by (a) T-OPTICS and (b) DSC

hand, DSC identifies, with Accuracy = 100% and F-measure = 1, the six
expected clusters of subtrajectories: A — O(in red), B — O (in yellow),
O — C (in blue), O — D (in light blue), O — A (in purple) and O — B (in

green).

Subsequently, we compare DSC with two state of the art subtrajectory clus-
tering algorithms, S% T-Clustering and TraClus. The metric that we employ
in order to evaluate the quality of the outcome of the clustering procedure is
the well-known RMSFE metric, which is actually a measure of intra-cluster
distance between the representatives and the cluster members. Hence the
larger the RMSE, the higher the intra-cluster distance and consequently the
lower the quality of the clustering. It is obvious that, under this definition,
RMSE is equivalent to SSRC (Equation 7.3). In order to perform this ex-
periment, we utilized the 20% of each dataset which was further partitioned
in 4 portions (25%, 50%, 75%, 100%). This choice was necessary because
the centralized implementations of S? T-Clustering and TraClus could not
scale with the full size of the datasets that we utilized.

As illustrated in Figure 7.7, DSC outperforms, in terms of RMSE, both
TraClus and S% T-Clustering. In more detail, TraClus presents the largest
RMSE which is somehow anticipated, since the specific algorithm utilizes
a density-based approach to cluster subtrajectories, which in turn, through
cluster expansion, can lead to spatially extended clusters. On the other hand,
S% T-Clustering presents smaller RMSE than TraClus, due to the fact that
it adopts a distance-based approach and discovers more compact clusters.
However, DSC results in smaller RMSE than S? T-Clustering, mostly due
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Figure 7.7: Comparison of the RMSE metric between DSC, S?T-Clustering
and TraClus

to the fact that in the latter, two trajectories might end-up in the same
cluster even if they have small “matching portions”. However, in DSC this

“matching portions” should have a minimum (dt) duration.

7.5.3 Performance and Scalability

Initially, we vary the size of our datasets and measure the execution time
of our algorithms. We show the impact of the individual steps: Join, RSE,
Clustering and RefineResult using stacked bars. To study the effect of dataset
size, we created 4 portions (20%, 40%, 60%, 80%) of the original datasets.
RSE stands for the Refine and Segmentation procedure (Figure 7.3, Job
1, Reduce phase). As illustrated in Figures 7.8(a) and (b), as the size of
the dataset increases, DSC' appears to scale linearly. Subsequently, we keep
the size of the datasets fixed (at 100%) and vary the number of nodes. As
the number of nodes increases and the dataset size remains the same, it
is expected that the execution time will decrease. Indeed, as depicted in
Figures 7.8(c) and (d), as the number of nodes increases, DSC presents linear
speedup. This linear behaviour, is somehow anticipated due to the fact that
the DSC approach is dominated by DTJ, in terms of execution time, which

presents linear speedup, as shown in [89].

Investigating further the performance of the different steps of our proposal,
we can observe that, as expected, the execution time of the whole procedure
is dominated by the Join step (Figure 7.3, Job 1, Map phase), followed
by RSE. Finally, as anticipated, the Clustering and the RefineResults step
(Figure 7.3, Job 2) present very good performance, since the computationally
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Figure 7.8: Scalability analysis varying the size of the (a) AIS Brest and
(b) SIS dataset and the number of nodes over the (c)AIS Brest and (d) SIS
dataset

intensive part of the similarity matrix calculation has already been done as
part of the previous steps.

7.5.4 Sensitivity Analysis

In this section, we perform a sensitivity analysis of all the involved parameters.
More specifically, we vary each parameter presented in Table 7.1, while
keeping the rest of them in their default value (bold), and we measure their
effect in the execution time and the quality of the clustering results, in
terms of RMSE. Figures 7.9(a) and (b) show that the parameters that
appear to have a significant impact on execution time are ¢; and €g,. This
is justified from the fact that these parameters actually affect significantly
the complexity of the Join step (Figure 7.3, Job 1, Map phase), which is the
dominant cost of DSC. Another parameter that seems to have a perceivable
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Figure 7.9: Sensitivity analysis in terms of execution time of (a) the AIS
Brest and (b) the SIS dataset and in terms of RMSE of (c) the AIS Brest
and (d) the SIS dataset

effect on the execution time, is §t, which in fact “filters” the results of DTJ,
thus fewer data reach the next steps.

Regarding the quality of the clustering results, as illustrated in Figure 7.9(c)
and (d), all the parameters seem to have an effect over it. In more detail,
the larger the values of ¢; and €, the larger the RMSE. This behaviour is
expected since we allow objects that are further away from a representative
to participate to the same cluster. In contrast, as dt increases, the RMSE
decreases, which is also anticipated since it sets a lower bound to the longest
common subsequence. Furthermore, all the parameters that control the seg-
mentation have the same effect on the RMSE, i.e. the smaller (in length) the
subtrajectories, the smaller the RMSE. This shows that breaking trajectories
to subtrajectories has a positive effect on the quality of the clustering and
justifies the motivation of our work. Moreover, as « increases the RMSE
decreases, since for small values of «, less similar objects are allowed to
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participate in a cluster. Finally, the larger the k the smaller the RMSE, since
it disallows the identification of clusters with small support.

7.6 Summary

In this chapter, we addressed the problem of Distributed Subtrajectory Clus-
tering by building upon a scalable subtrajectory join query operator in order
to tackle the problem in an efficient manner. Subsequently, we proposed
two alternative trajectory segmentation algorithms. Finally, we proposed a
distributed clustering algorithm where the clusters are identified in a par-
allel manner and get refined as a final step. Our experimental study was
performed on a synthetic and two large real datasets of trajectories from the
urban and the maritime domain.
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Conclusions

In this chapter, we summarize the contributions of this thesis and point to
future research directions.

In Part II, we discussed the problem of subtrajectory clustering and outlier
detection in trajectory databases. In more detail, in Chapter 3, we proposed
a novel subtrajectory clustering algorithm, namely S?T-Clustering, that is
novel not only because it solves the problem more effectively than the state-
of-the-art (namely, TRACLUS), but also due to the fact that our proposal is
designed in-DBMS, i.e., it is registered as a query operator in a real MOD
engine over an extensible DBMS (namely, PostgreSQL in our prototype im-
plementation). Having such functionality in their hands, data scientists are
able to perform cluster analysis via simple SQL in a real DBMS. Moreover,
in Chapter 4, we introduced the temporally-constrained subtrajectory cluster
analysis problem. To address it, we proposed ReTraTree, an indexing scheme
which organizes trajectories by using an effective spatiotemporal partitioning
technique. Partitions in ReTraTree correspond to groupings of subtrajecto-
ries, which are incrementally maintained and represented via a hierarchical
organization of a small (thus, light-weight in-memory) set of ‘representative’
subtrajectories. Given this, the problem in hand can be efficiently solved
as a query operator on ReTraTree, coined QuT-Clustering. Our ap