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ABSTRACT

In our days more and more the SSDs are entering our life. The advantage of
providing us faster with information, the quicker elaboration of data, the small size
and the cost decreasing year after year, makes it tempting for someone to buy it.
They definitely work different from the HDDs and so we are facing new challenges in
the sector of forensics with these disks.

The purpose of this paper is to give the reader one more part in the foggy picture
of what is going on nowadays in the field of forensics in SSDs. Reading this paper you
will get a lot of information and knowledge around the SSDs and what happens in
the forensic part. In order to achieve that, after providing our reader with the proper
information, we are checking some possible scenarios of finding evidence in our disk
even after a quick format, the results will surprise you!




The History of SSD

It has been about 67 years since the first idea or the ancestor, someone could say
, of the Solid State Drive walked on earth. Year 1950, two contiguous technologies
appear in the market, the CCROS (charged capacitor read only storage) and magnetic
core memory. They were born in an era of vacuum tube computers and lasted until
the low cost drum storage components appeared.

During the 70’s we meet the first milestone in the history of SSDs. Thanks to the
evolution of technology, we can see a huge stream of implementation at
supercomputer’s semiconductor memory (such as IBM and Amdahl). In the late 70’s
General Instruments gave to the market the silicon nitride EAROM (electrically
alterable ROM) which were working somehow like today’s NAND flash memories,
but through practice it was proved that this type of product could not survive the
test for about 10 years life and it was abandoned from the companies.

The first SSD actually appears in 1976 by Dataram, which introduces to the world
the “BULK Core” and it looked like this!

Replace Fixed-Head Disc

with Dataram BULK
Zii DATARAM CORE

N] corPorATiON

The need for faster but cheaper SSDs was the reason for evolution, imagine that
the Bulk Core system was providing a massive storage of about 2MB for
minicomputers, the data access time was ranged from 0.75 ms to 2 ms while today
SSDs have 0.06ms, also consider that the cost for 256KB of storage, back these days,
would be something around 9.700$ and nowadays would be about 40.0005. The
Bulk Core was compatible with Digital Equipment Corporation and Data general.

In 1978 the company named Texas Memory Systems produced a bigger capacity SSD
for the needs of oil companies for the process of seismic data acquisition.




In 1983 the bubble memory appears. The magnetic bubble memory had
properties very alike the modern flash memories, such as not loosing data when the
power was off. Although the bubble memory was around the market since the ‘60s,
it wasn’t until 1979 that consumers started using this technology and mostly in 1982
when a chip appeared in a few portable computers. The apple Il SSD, called the MPC
Bubdisk used that chip and its cost was about (back these days) 895 for 128KB of

data!

The MPC BUBDISK
Bubble Memory Module.
Featuring an Intel 7110 bubble.

Passing from 90’s to year 2000 and after, in 1995 the Israeli firm M-Systems sets
the first template of today’s SSD form, the flash fast disk (FFD-350 series). In 3.5 inch
form, was provided with capacities from 16MB to 896 MB.
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And we come to year 2000 and after where the first SSDs come to place during
the rising of the notebooks! Their capacity increased with the rise of notebook’s
capability and finally we got a 2.5 inch SSD replacing an original HDD disk.

SSD
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Nowadays the capacity of a 2.5 inch SSD reaches the 1TB and keeps upgrading

with time, so after this, it is very interesting to have a look within the differences
from HDD to SSD and how the SSD works.




What is an SSD and how does it work?

So what is actually the SSD? We could say that a Solid State Drive (or Disk if you
like) is a solid state device which in order to storage information uses integrated
circuit assemblies for memory, to store data persistently! SSDs in comparison with
the HDDs, have no mechanical moving components and as an advantage of this, they
are more resistant in physical shock, more silent, they consume less energy than
HDDs and they have lower latency and access time to data, which makes them
faster. But let’s see all these differences and advantages with more details.

First we will have a small look at how an HDD works. The hard drive stores his
data on a series of magnetic spinning disks, which are called platters. It also consists
of an actuator arm with read and write heads attached to it. This arm, positions the
read and write heads over the correct area of the platter in order to read and write
some information. Now because the drive heads must stop in specific areas of the
disk, in order to read and write data, consider also the fact that the disk is constantly
spinning, there is some “wait time” before we can have access to the data. Added to
this, the drive may need to read from multiple locations in order to load a file or
launch a program, which means it may have to wait for the platters to spin into the
right position multiple times before it could complete the command we gave him.
Furthermore, if the drive is asleep or in a low state of power, it could take some
extra seconds for the disk to come in an operational state.

From the beginning of modern computers, we could clearly see that the hard
drives could not possibly match the speed at which a CPU was operating. Imagine
that the latency in the HDD is measured in ms (milliseconds) while for a typical CPU
in ns (nanoseconds). One ms is equal to 1076 ns and usually takes 10-15 ms for a
hard drive to find data and begin reading them. The hard drive industry tried to
minimize that problem by introducing the market smaller platters or on disk memory
caches and faster spindle speed to counteract this problem but many times we
realize that is the nature the one that puts the limits in our universe and although
today we have disks with speed up to 10.000-15.000 RPM the problem still remains
and the CPU remains much more faster.

The table below lays out the memory hierarchy:

LEVEL ACCESS TIME TYPICAL SIZE
Registers “instantaneous" under 1KB

Level 1 Cache 1-3ns 64KE per core

Level 2 Cache 3-10ns 256KB per core
Level 3 Cache 10-20 ns 2-20 ME per chip
Main Memory 30-60 ns 4-32 GE per sy:-.:er“l"

Hard Disk 3,000,000-10,000,000 ns over 1TB




And here comes the SSD! Solid State Drives took their name actually because they
don’t rely on spinning disks or moving parts, instead the information is stored in a
pool of flash memory (NAND flash memory). Before we proceed, it would be wise to
have a small look at what is a flash memory.

In computer dialect we have a difference between storage and memory. Storage
holds all the stuff of digital information (movies, pictures, music etc) and can retain
all these even if the power is off, while on the other hand, memory or RAM (random
access memory) holds the program a computer is running as well as data but
requires power to do so. Both storage and RAM boast their capacity according to the
number of bytes they can hold. A small scale just to realize the difference of size
from storage and RAM, storage nowadays could be up to some Terabytes while RAM
comes up to some Gigabytes.

Now we also have the devices referred as “flash memory”, which blur the line
between storage and memory! A device with flash memory can still hold lots of data
(in the scale of TB), even if the power is off. But unlike hard drives, which contain
moving parts and spinning platters they have nothing mechanical in them!

They are made from transistors and other components that someone could find in
a computer chip and for that they can proudly enjoy the label of “solid state” and
take advantage of semiconductor properties.

There are two different types of flash memory. The NOR and the NAND memory,
they both contain transistors in a grid but the wiring between the cells is different. In
NOR flash the cells are wired in parallel while in NAND flash in a series. Because NOR
cells contain more wires they become bigger and more complex. NAND cells require
less wires thus can be packed in a chip in greater density. As a result we have NAND
flash memories to be less expensive and with the advantage to read and write data
more rapidly.

The above make the NAND flash an ideal storage technology and explains why
they have dominated in the market in the construction of SSDs. NOR flash is ideal for
having lower density, high speed and read only applications, such as those in code
storage.
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(Above you can see a simplified diagram between a chunk of NOR and NAND flash)




NAND itself is made from what we call “floating gate transistors”. Unlike the
transistor designs used in DRAM, which have to be refreshed many times per
second, NAND flash is designed to retain its charge state even if the power is off. This
makes NAND a type of “non volatile” memory.

Source Bit Line|
Line Word Line
Control Gate
Float Gate

Above we have the picture of a simple flash cell design. The electrons are stored
in the grey area with the name “float gate” which then reads as charged = “0” while
not charged = “1”. In NAND flash memory the “0” means the data is stored in the cell
while “1” the opposite, it has a different logic as we typically all know.

The NAND memory of a SSD stores the data differently. It has transistors arranged
in a grid of rows and columns, so if a chain of transistors conducts current, that
means we have a zero “0”, if not we have a “1”. In the beginning all the transistors
are setted to 1, as save operations begin, the current is blocked in some transistors,
turning them to 0 and this occurs because of how the transistors are arranged. At
each section of column and row, a cell is formed with two transistors.

The first is called the “floating gate” and the second “control gate”. When we have
the current reaching the control gate, the electrons flow upon the floating gate,
creating a net positive charge that blocks the current flow. By applying the correct
voltage to the transistors, we have a unique pattern of 1s and Os emerging. NAND
flash comes in three different styles based on how many 1s and Os can be stored in
each cell. Thus we have SLC (single level cell) NAND, that stores one bit per cell
(either one or zero), TLC (triple level cell) NAND and MLC (multy level cell) NAND that
stores two bits per cell. MLC flash gives us higher capacity but wears out more
quickly, still is less expensive per gigabyte that SLC, as a result it is this technology to
be preferred in the construction of the most SSDs.




As we mentioned before the NAND is organized in a grid. The whole grid layout is
referred as “a block”, while the individual rows that make up the grid are called “a
page”. A common page size comes from 2KB to 4KB, 8KB or 16KB with 128 or 256
pages to form the block. Therefore the block size typically varies from 256KB to 4MB.

The advantage of this system is obvious! Because the SSDs have no mechanical
parts, they operate at speeds far beyond a typical HDD. In order to see that better,
here comes a chart that shows the access latency for typical storage (in
microseconds).

SLC MLC TLC HDD RAM
P/E cycles 100k 10k 5k e g
Bits per cell 1 2 3 - *
Seek latency (ps) - : * 9000 *
Read latency (ps) 25 50 100 2000-7000 0.04-0.1
Write latency (ps) 250 900 1500  2000-7000 0.04-0.1
Erase latency (ps) 1500 3000 5000  * :
Notes * metric is not applicable for that type of memory

As we can observe, NAND is nowhere as fast as the RAM but it is many times
faster than the HDD. While write latencies are significantly slower for NAND than
read latencies, they still outrun traditional spinning media.

From the above chart, there are some things we must notice. First we can see that
by adding more bits per cell of NAND, it has a serious impact on the memory’s
performance. It is better for writes as opposed to reads, for example the TLC latency
is four (4x) times worse compared with SLC NAND for reads, but six (6x) times worse
for writes. The erase latencies are also impacted. Well, the impact is not
proportional, for example the TLC is nearly twice as slow as the MLC, despite of
being able to hold 50% more data (three bits per cell than two).

10

——
| —



SLC

2 levels

A
A

4 |evels 1

-
MLC/D /\: :/\
maew A AN NN A AN

& levels ., 001 010 011 100 101 110

TLC MAND voltages

The reason why the TLC NAND is slower than SLC or MLC has to do with how
much data moves in and out of the cell. For instance, in the SLC NAND the controller
has to know only if the bit is “0” or “1”, while in the MLC we may have four values
(00 01 10 11) and as you can predict in the TLC we have eight possible values. In
order to read the proper value out of the cell, it requires from the memory controller
to use a very precise amount of voltage to find out whether any specific cell is
charged or not.

Bits per cell

P/E Cycles 100,000 3,000 1,000

Read Time 25 pus 50 ps ~75 ps
Program Time 200-300 ps 600-900 s ~800-1350 ps

Erase Time 1.5-2 ms 3 ms 4.5 ms

Higher density /'Lower cost

Higher performance and' endurance
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Reads Writes and Erasure

Garbage Collection

One functional disadvantage of the SSDs is that although they can read and write
data very fast (especially when the drive is empty), the time for overwriting is much
bigger and in this case they are slower. This happens because while an SSD reads
data at the page level (from individual rows inside the NAND memory grid) and also
writes at the same level, considering the fact that the surrounding cells are empty, it
only erases data at the block level!

This is because the action for erasing data in a NAND flash requires a high amount
of voltage. Theoretically we could erase NAND at the page level, but the amount of
energy (voltage) required for this action “harms” the individual cells around the cells
that our targeted data are being rewritten. Using the path of erasing data at the
block level mitigates this problem.

Furthermore, the only way for the SSD to update an already existing page, is to
copy the whole content of the block into the memory, erase the block and after that
to write the content of the old block plus the updated page. In the case where the
drive is full and there are no available pages empty, the SSD scans for blocks that are
marked for deletion (and not having been deleted yet), erases them and then writes
the data to the freshly erased page. This is the reason why a SSD becomes slower as
it ages, a new and mostly empty drive has a lot of blocks that are available for
writing data immediately, while a mostly full drive is more likely to be forced to do
the whole procedure (find and erase pages) and thus be slower.

Something you must be familiar with or have heard, when interacting with SSDs,
are the two words - expression: “garbage collection”. Garbage Collection is the
background procedure that allows our drive to soothe the performance impact of
the program/erase cycle, implementing certain tasks in the background. Below you
can see this procedure in the image.
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1. Four pages {A-D) are written 2. Four new pages (E-H) and four 3. In order to write to the pages
to a block (X). Individual pages replacement pages (A'-D') are with stale data (A-D) all good
can be written at any time if written to the block (X). The pages(E-H & A'-D') areread and
they are currently free (erased). original A-D pages are now written to a new block (¥) then
invalid (stale) data, but cannot the old block (X} is erased. This
be overwritten until the whole last step is garbage collection.

block is erased.

We must note that in the above example, the drive takes advantage of the fact
that it can write very fast to the empty pages by writing new values for the first four
blocks (A’ to D’). It has also written two new blocks, E and H. Now the blocks from A
to D are marked for the garbage collector to take them, they are marked as stale,
which means that they contain information that the drive has marked as out of date.
Now during an idle time, the SSD will move the fresh pages to a new block erase the
old block and finally mark it as free space! This automatically gives the drive the
advantage, for the next time it will need to perform a write, to do it directly to the
now empty block X rather than performing the program/erase cycle thus being
faster!

In order to prevent the undesirable effect of aging our SSD, modern SSDs run
complex routines called garbage collection. They do that because is beneficial to
always keep as large a reserve as possible of empty blocks ready for writing. Garbage
collection involves having the controller search through the inventory of written
pages for the ones that have been marked as “stale” (meaning the data they contain
must be modified by the OS). But, because in order to change a page’s state is
impossible unless you first erase it, the changes are written to new pages and the old
pages are marked as stale.

Garbage collection looks out for blocks with a mix of good and stale pages and
after it duplicates all the good pages into new blocks, leaving behind to the old block
the stale ones, finally erases the old block and marks it as ready for use.
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Trim

The second thing you must have heard in the topics about SSDs is the word
“TRIM”. The TRIM is the command that allows the operating system to inform the
SSD that it can skip the procedure of rewriting certain data the next time it performs
a block erase. Thanks to that command, we have a lower total amount of data being
written to the drive, thus increasing the SSD’s life (there is also another technique
for that, we will analyze it later on, it is called wear leveling). Both the reads and the
writes damage the flash, but writes do much more damage than reads, thankfully
block level longevity has not proven to be an issue in the modern NAND flash
memories.

Trim is an ATA command which the operating system causes to be sent when we
have the deletion of a file. This command actually provides us with the bridge to
communicate from the file level to the block level, supplying the operating system
with a way to inform the SSD that we have deleted files and mark those file’s pages
as stale.

With the help of the TRIM, the drive is no longer forced to save pages which
belong to deleted files. Trim does not exclude the need for garbage collection, it
actually works with the garbage collection by making it more efficient to find the
marked pages as stale. Let’s see an example below.

Garbage collection without TRIM copies
deleted pages

() ERASED
() ERASED
[} ERASED

™ STALE PAGE (™ ERASED [ EMPTY PAGE

Block to be garbage Old block is erased Space in new block is
collected after copying wasted by deleted
stuff

Garbage collection with TRIM ignores
deleted pages

[ ERASED

[} ERASED [} EMPTY PAGE

() ERASED () EMPTY PAGE
™) STALE PAGE () ERASED [} EMPTY PAGE

Block to be garbage Old block is erased Only good pages are
collected after copying copied to new block
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Without the Trim, the garbage collection is not informed about the deleted files
and continues moving the pages containing deleted data along with the “good”
pages, increasing this way the write amplification. So Trim actually informs the
controller that it can stop collecting pages with deleted content, so they can be left
behind for erasure with the rest of the block.

Trim makes a difference in the reduction of the write amplification and extends
the life and the performance of the SSD, so always use it if you can. But for our own
purposes of the research we are going to see what happens if we have deactivated
the TRIM command (all these later on).

Wear Leveling

As we said before, we will talk now about the technique that expands the life limit
of a SSD, the “wear leveling” also about the concept of “write amplification”.
Because SSDs write data in pages but erase them in blocks (as mentioned before),
the amount of data being written to our SSD happens to be larger than the actual
update. For example, if we make a change of a 4KB file, the entire block that
contains this file must be updated and rewritten. Now depending on the number of
the pages per block and the size of our pages, we might end up writing a 4MB size of
data to update a 4KB size file. The procedure of garbage collection mitigates the
impact of write amplification, as the TRIM command does so. Keeping a significant
space of the drive free also reduces the impact.

Wear leveling refers to the technique that ensures that certain NAND blocks are
not written or erased more often than others inside our SSD. Although wear leveling
proliferates the life expectancy and endurance of the drive, by writing equally in the
NAND, it could sometimes increase the write amplification. To be clearer with the
last phrase, it is often necessary to program and erase blocks (in order to achieve the
wanted balance of writes) even though their content is not changed by the user. It is
supposed that a proper wear leveling algorithm seeks to balance this affair.

Nowadays many manufactures use the wear leveling technique to counteract the
degradation of the NAND flash. As we mentioned, distributing the data writes across
all the blocks of the SSD, ensures us that the flash memory wears evenly, but of
course even with that, there is a point in time that the drive will decay over time. A
NAND flash memory of the single level cell variety usually delivers 50.000
program/erase cycles, while the flash of the multi level cell delivers 5.000 cycles.

Because of that, many of you may find in the market (as a solution from the data
centers) the combination of HDD and SSD. The approach is to use the SSD in a laptop
and the HDD as an external storage space, for music movies and other files, with that
trick you have the ultrafast access to data from your SSD (on the one hand) and the
inexpensive and high capacity HDD (on the other).
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The SSD Controller

The last part that comes to complete the picture of a functional SSD, is the SSD
controller.
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Although we could say that the mechanical challenges inside a HDD are pretty
serious, considering the fact that it must balance multiple read-writes heads
nanometers above platters that spin up to 10.000 RPM, however the controller is a
class by itself.

Controllers usually have a DDR3 memory pool to help them managing the NAND
itself. A lot of drives incorporate single level cell caches that act like buffers,
increasing with that the drive performance by dedicating fast NAND to read/write
cycles. The NAND flash memory is actually connected to the controller through
parallel memory channels and the drive controller is performing some of the same
load balancing work, such as a high end storage array, wear leveling, garbage
collection and SLC cache management.

There are also SSDs that use data compression algorithms to reduce the total
number of writes thus improving the drive’s lifetime. The SSD controller is
responsible also for the error correction and as the time passes, the algorithms for
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controlling single bit errors have become increasingly complex. Of course we cannot
go into too much detail about the controllers, because the producing companies do
not let their secrets to leak, such as the recipe to create a controller!

SSD Controller

SATA
and
Power

Config and More FLASH
General /O on back Qg
The future that never ends. The new type of hard drive called SSD, has advantages
and disadvantages, it is much faster than HDD but also problematic as the time
passes. Of course the cost of this new technology is significant but also is the size.
The latest tech gives as the opportunity of making things smaller but also more
fragile.
A new era has already begun. Only a few weeks ago Intel announced the new disk
that will replace the SSD (as we know it today) because of its speed, the “Intel
Optane SSD”!

Latency

Milliseconds Microseconds Nanoseconds

DRAM

3D XPOINT™

NAND v
A

HARD NN UEE WS
DRIVE = [l BN AN

slower faster

Latency measurements by technology’

This image is the latest information we have about the optane ssd. When it was
firstly announced by Intel, in 2015, they claimed that it would be about 1.000 times
faster than a NAND flash, 10 times thicker than DRAM and would have 1.000 times
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better endurance than NAND, without saying faster at “what” or what kind of

“NAND”.

But today is much more clear, the 3D Xpoint has the one thousandth of the
latency of NAND flash and about 10 times the latency of DRAM and at the same
amount the density of DRAM (10 times).

Hardware for SSD forensics

Everyone who is familiar with forensics in HDDs will definitely know the write-
blocker device and the usability of this tool. Mainly in order to image SSD drives,
available SATA compliant write blocking forensic acquisition hardware is used but
the question is why so little chip-off solutions for the SSDs compared to the number
of companies that do mobile chip-off? | believe that the possible answer to that
guestion is hidden behind the word “controller”!

Imagine we could easily chip-off the controller from SSD so that we could avoid
the Garbage Collection and after that have a full and safe access to the pool of data
named flash memory! We know for sure that the controller does not apply the data
uniformly inside the flash (meaning that with the constant remapping and the
shuffling of data for the performance and the lifespan routines of the disk, the data
inside the flash memory are heavily fragmented) they scatter them and also that
these data will be encrypted. So, although if we could gain access to these precious
data, we couldn’t take advantage of them or read them at all.

What happens after TRIM

There are some SSDs in the market that operate what we call DRAT (deterministic
Read After Trim) and DZAT (deterministic Zeroes After Trim), returning all zeroes just
after the Trim command releases a certain data block, but there are also other
drivers that do not support or follow this protocol and could return all the original
data (until of course they are erased by the garbage collection).

DRAT and DZAT have been a part of the SATA designation a long time now. In
Linux environment there is a way to verify that SSD drives use DRAT or DZAT with the
command “hdparm —I” which returns us whether the drive supports TRIM and if he
does apply DRAT.

18
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«S sudo hdparm -I /dev/sda | grep -i trim»

Data Set Management TRIM supported (limit 1 block)
Deterministic read data after TRIM

We have three different types of TRIM designated in the SATA protocol which are
implemented in various SSD drives.

e Non - deterministic TRIM: where every read command after TRIM can
return different data.

e Deterministic Trim (DRAT): where all the read commands after TRIM shall
return the same data or become determined.

e Deterministic Read Zero after Trim (DZAT): where all the read commands
after the TRIM must return zeroes until the page is written with new data.

We must note here that the DRAT type does not return necessary zeroes when
trim pages are accessed, instead it guarantees us that the data which return, will all
be the same (determined), before and after the “marked” pages pass from the
process of garbage collection and until they are written with new information. Also
that the DRAT is not implemented in Windows because NTFS doesn’t allow
applications reading the trim data.

As we can figure out there are cases that the SSD will give us not original data (all
zeroes, all ones or other non original data) this is not because the blocks have been
cleared immediately after the trim command, but because the controller tells that
there are no valid data held at the trimmed address on a logical level previously
associated with the trimmed physical block.

If we could (somehow) had the ability to read the data directly from the physical
blocks mapped to the logical blocks that have been trimmed, we could also obtain
the original data from the physical blocks before of course they are erased by the
garbage collection procedure. Obviously there is no way to address the physical
blocks through the standard ATA command set, nevertheless the manufacturer of
the disk could probably achieve that in the lab. So sending the SSD for forensics
investigation to the manufacturer may be a solution to the problem.

Possible scenarios for acquiring evidence in SSD

We could distinguish two possible occasions for the state of the disk we would
like to examine. The first could be that our disk contains only existing files, the
second one could be having the full disk content.

In the first one, the SSD contains some files and folders but the free disk space will
be really empty (like filled with zero data). As a result searching the free disk space
would return us no information or just traces of information, while carving the entire
disk space would return data contained in existing files, but this does not mean that
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the carving method is useless. It helps us to locate moved or hidden evidence. Any
evidence contained in existing files including for example deleted records from SQL
databases can still be recovered.

In the second occasion our disk contains the complete set of information. If there
is a possibility for the SSD not to destroy all the evidence (due to the routine of
garbage collection), that would be if the TRIM command has not been issued or if
the TRIM protocol is not supported. Below are some cases that this could happen.

Operating System Support

The TRIM command is a part of the operating system as long as this is the
property of the SSD device itself. There are older file systems that do not support
TRIM. In Windows 7 it is the first time we meet the TRIM support, of course it is
supported in Windows 8, 8.1 and Windows 10. In Vista and earlier the protocol is not
supported and the command is not issued. As a result, when we analyze the SSD in
order to complete a forensics investigation, with an old version of Windows it is
possible to obtain the total content of the disk.

There is only a small possible exception, where the TRIM like performance can be
activated by third party solutions like a part of Intel SSD toolbox called “Intel SSD
optimizer”.

Mac OS X have started supporting the TRIM command since the version 10.6.8 for
the Apple, older builds of Mac OS X do not support it.

Older or Basic Hardware

We can still find in the market SSDs that do not support TRIM and/or background
garbage collection. SSD like flash media and older SSDs used in basic tablets and sub
notes do not support it. Intel started manufacturing TRIM enable SSDs with drive
lithography of 34nm (G2) and their 50nm SSDs do not have TRIM support. Many
entry level sub notebooks often misunderstood as SSDs did not have the feature of
garbage collection or supported the TRIM protocol.

File Systems ( NTFS)

TRIM is a feature of the file system which belongs to the SSD drive. Windows only
support TRIM on NTFS formatted partition and volumes formatted like FAT, FAT32
and exFAT are not included.

Note that some older SSD drives used a swindle to work around the lack of TRIM
support by trying to interpret the file system, attempting to erase the “Dirty blocks”
not referenced from the file system. This technique when enabled it worked only for
the FAT file system and it is a published spec.
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External drives, USB enclosures and NAS

Through the SATA interface the TRIM command is fully supported, including the
eSATA extensions and SCSI through the unmap command. It is believed that if an SSD
drive is connected through a usb enclosure or installed in most models of NAS
devices (Network Attached Devices), the TRIM command will not work at all because
it will not be communicated via the unsupported interface.

YES NO

Of course there is an exception to the last phrase since the manufactures of NAS
devices are starting to recognize the usability of devices with ultra high performance,
noise free operations and low power consumption provided by SSDs and they slowly
start to adopt the TRIM in some new models.

Corrupted Data

SSD drives with damaged partition tables, file system etc (corrupted system
areas), are more possible to recover than the healthy ones. That is because the TRIM
command is not applied over corrupted areas because the files there are not deleted
properly. As a result these files become invisible and inaccessible to the operating
system and many data recovery tools can reliably extract information from logically
corrupted SSD drives.

Bugs in SSD firmware

Firmware that is used in SSD drives may sometimes contain bugs which often
affect the TRIM functionality and mess up the garbage collection. For example it is
reported that the OCZ Agility 3 with 120GB space was shipped with buggy firmware
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version 2.09, in which TRIM did not worked. The version 2.22 introduced issues with
data loss on wake up procedure after sleep, something that the version 2.25 fixed
but the last one disrupted TRIM operation again. So actually a particular SSD may or
may not recover, depending on what bugs are applied to its firmware.

Bugs in SSD over provisioning

One of the many wear leveling techniques that intent to expand SSDs lifetime is
the SSD over provisioning. Some areas of the disk are reserved on the controller
level, which actually means that for example a 250GB SSD contains more than 250GB
of physical memory. These extra data blocks are called OP area (over provisioning)
and they are used by the controller when a fresh block is required for a write
operation. A “dirty” block would then enter the OP pool and would be erased by the
garbage collection mechanism during an idle time of the drive.

Firmware bugs can affect the TRIM behavior in other ways also, for example
revealing trimmed data after a reboot or a power off. SSDs remap very often after
the TRIM to allocate addresses out of the OP pool. As a result of this action, the SSD
gives us a report of some trimmed data blocks as “writeable” (actually just erased)
immediately after TRIM, obviously the drive did not have the time actually to clean
the old data from these blocks. Instead it just maps some physical blocks from the
OP pool to the address referred to, by the TRIM logical block!

Now let’s take a look on what happens to the old block. For a while it still contains
the original data (in many cases they will be compressed, depends on the feature of
the controller). Nevertheless as the data block is mapped out of the addressable
logical space, we can access or find the original data since they are inaccessible.

Issues like this may cause problems like, after deleting data and immediately
rebooting the computer, some users could see the old data again as they were
never deleted. Obviously because of the mapping issue the new pointers could not
work as they were supposed to, due to a bug in the driver’s firmware.

SSD shadiness

It has been published on internet that about two years ago, a couple of very well
known SSD manufactures (Kingston and PNY), after releasing to the market a very
good model of SSD and after this one got very good reviews, they were caught bait
and switching some components of the device with cheaper ones! In that occasion
the two manufactures sold their SSDs with one hardware specification and silently
changed the hardware configuration after the reviews were gone out.

But what all that could mean for a person who is familiar with forensics? The
forensic friendly SandForce controller was found on the revision of PNY Optima
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drives. Instead of the original silicon motion controller, the new batch of PNY Optima
drives had a different, SandForce based controller know for its less than perfect
implementation of garbage collection, as a result leaving data on the disk for a long
time after these were deleted!

Small files, Slack Space

Another possible way finding evidence could be through the remnants of deleted
evidence from so called slack spaces as well as from MFT attributes (Master File
Table).

MFT Structure

Extaent
Master File Takle Extent
- LTI
L file record
=d Extent

UL

Extent 1
srall e reeemd INNERNENEINNINRERENNNNEEE
Extent 2
Large files record || || ||| ||
Small directory record

Extent 2

In the new world of SSDs the word “slack space” gets a different meaning. Instead
of being a matter of file and cluster size alignment, the new definition deals with the
different sizes of minimum writeable and erasable blocks on the physical level.

As we have mentioned before, page is the smallest unit of storage that can be
written in SSDs (typically around 4KB and 8KB) and the block on the other hand is the
smallest unit of storage that can be erased, depending on the design of a particular
SSD drive one single block may contain from 128 to 256 pages.
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As a result we could have the case that if a file is deleted and its size is less than
the size of a single data block, or in the case a data block which contains pages that
remain allocated, the particular block is not erased by the garbage collector. In
practical terms this means that files or file fragments with size less than 512KB or
less than 2MB (depending on the SSD model), may not be affected by the TRIM
command and can be able for forensic recover.

However, the existence of DRAT protocol (we mentioned before) adopted by
many SSD manufactures, makes trimmed pages inaccessible through standard SATA
commands. With the presence of DRAT or DZAT protocols in the SSDs, the actual
data may stay on the drive for a long time but unavailable to forensic specialists with
standard acquisition techniques.

MFT Attributes

It is well known to every user of windows, that this operating system is using NTFS
as file system. This type of file system stores information about the files and the
directories in the MFT (master file table). The MFT contains information about all the
files and the directories that are listed in the file system and actually every file or
directory has at least one record in the MFT.

In computer forensics terms, a specific feature of the MFT stimulates our interest.
NTFS has a unique ability to store small files directly to the file system. The entire
substance of a small file can be stored as an attribute inside a MFT record, improving
greatly the reading performance and decreasing the slack space (wasted disk space).
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As a result, the small files being deleted are actually not, because the entire
content continues to exist in the file system, the MFT records are not emptied and
also not affected by the TRIM command. This is what allows the investigators to
recover resident files by carving the file system. The maximum size of this small file
that will continue to live inside an MFT record cannot exceed the size of 982 bytes
and in turn this fact severely limits of course the value of resident files for the
purpose of digital forensics.

Encrypted Volumes

There is a possibility to recover deleted information, from certain types of
encrypted volumes (provided that the investigator is familiar with the either the
original password or the binary encryption keys of the volume), as it may not be
affected by the TRIM command (some configurations of Bitlocker, Truecrypt, Pgp
and others). Files being deleted from encrypted volumes on SSDs drive can be
recovered unless the user has wiped them out specifically.

On the way down, we will see what is known about this matter in some of the
most popular encrypted programs.

e Apple FileVault: The Company (Apple) introduced it with the ability to
provide whole disk encryption. To be more accurate, file-vault enables
whole volume encryption only on HFS volumes (encrypted volumes).
Apple chose to enable TRIM with file vault volumes on drives.

e Microsoft Bit-locker: This is Microsoft’s choice for the corresponding
Apple’s program. They followed the same option of enabling TRIM on Bit
locker volumes located on SSDs. As usual for Microsoft Windows, the
TRIM command is only available on NTFS volumes.

e TrueCrypt also supports TRIM on located encrypted volumes in SSDs. They
have issued several security warnings in relation to wear leveling security
issues where the TRIM command was revealing information about which
blocks are in use and which are not.

e PGP whole disk encryption, on encrypted volumes has no TRIM command
enabled. But, when they were facing wear leveling issues on SSDs, they
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introduced an option in order to enable the TRIM on SSD volumes through
a command line option.

So after all these information, we come to the conclusion that if an encrypted
volume is created, the behavior is to encrypt also the content of the file representing
the encrypted volume. This disables the affection from the TRIM command, for the
contents of this encrypted volume!

We should take a closer look when investigating these options. But one thing is
for sure, in many configurations (including the default ones), files that are deleted
from the encrypted volumes of a disk may not be affected by the TRIM command.

In reality SSD forensics remains difficult. The SSDs do destroy court evidence,
making it extremely hard to recover deleted files and destroyed information
(especially when the disk has been formatted). Still numerous exceptions exist and
some specialists may be able to gain access in destroyed evidence under certain
circumstances.

The modern idea in production of SSDs nowadays is to increase the capacity and
also reduce the cost for the market. Also trying to achieve a smaller size the
compression of the controllers turns to become a standard, making chip off
acquisition not efficient and an unpractical hardware technique to mess with.

Most SSDs appear to follow the DRAT approach, which means that a quick format
may instantly render deleted files inaccessible to standard read operations, even if
the drive is acquired with write blocker device used right after.

SSDs are becoming more and more complex, adding over provisioning support
and use compression for better performances and wear leveling. However because
of this increase of complexity, some manufactures have released SSDs with buggy
firmware, which drives to improper operation of the TRIM and garbage collection.
Sometimes considering how complex the whole function of the SSD has become
makes you wonder how these things manage to work!
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Experimental Part

In this part of the research we are going to see if some of the above cases are true
or not. In order to achieve that we will use two computers with different software in
each one, the first is a Dell laptop with 8GB RAM and Intel Core i5-5250U CPU
1.6GHz with Windows 10 and the second one is a table computer with 8GB RAM
and AMD Phenom Il X4 810 CPU 2.6GHz with Windows 7.

In both computers we have installed two different open source forensic
programs, the Autopsy (computer software that deploys many tools used in the The
Sleuth Kit) which can analyze Windows, disks and file systems like NTFS, FAT, UFS1/2
Ext2/3 and the Pc Inspector which is specially designed for the recovery of
multimedia files from a camera memory or for micro SD cards, both capable for
retrieving files after format or deleted ones in hard disks.

We are using a Kingston A400 SSD with 120GB space for our experiment, 2.5”
with read speed 500 Mb/s and write speed 320 Mb/s (SATA 1l 6Gbit/s), the idea is to
fill up the hole disk with one image (we have taken a picture with a mobile camera at
the size of 3.14MB) and repeatedly written it to the disk as many times as possible.
After that we are performing a quick format to the disk and by the end of this
procedure we will start searching with our two open source programs.

We are going to search for 4 different scenarios:

e Number one scenario, we will connect the SSD to an external case and
this case will connect to our computers through usb gate. As we have
written before it is believed that by this way the TRIM command is not
supported or not transmitted to the controller of the SSD, as a result we
can retrieve all our deleted files! This one will be tested in Windows7 and
in Windows10.

e Number two scenario, will include the same procedure (fill up the disk,
quick format, search) but this time only in Windows7 and with a SATA
cable, in order to check if this time the TRIM command will activate the
Garbage Collection, transmitting the command through the SATA
connection.

e Finally the third scenario, will be the same procedure but this time we will
have installed inside our disk software of Windows7 (32-bit) and after that
it will be filled up with our image, then a quick format will occur and we
will see the results of the two programs.

In all the above cases, we will always have the TRIM command enabled, thus we
will check for it every time before we start a procedure. For a windows user to check
if TRIM is active-enabled the only thing he has to do is to open to command line
(cmd) and type the following command: fsutil behavior query DisableDeleteNotify
As you can see below in our Windows10 the TRIM command is enabled. We must
notice that if the result of the command is zero (0) the trim is enabled, if one (1) it is
not.
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As we can see the hole disk is filled up to 110Gb out of 111Gb that has free and

available space, using 36.036 files to achieve that.
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After having a quick format to our SSD we are launching the Autopsy program and
after that the Pc Inspector. The procedure for the Autopsy lasted about 6 hours and
for the Pc Inspector less than an hour. The results are surprising!
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The Pc Inspector could not retrieve any files at all, at least in his sector “deleted
files” the list was empty but we could see in the “lost files” sector that it had
retrieved all our files, but in clusters as you can see below!
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-?ll: PC Inspector File Recovery -
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INSPECTOR"
File IRecOve
Folders Content of 'Lost’
{_1 Root Mame I Size | Diate modified | MFT entryl Cone »

1474560 00.00.1920 0000 -1
1474560 00.00.1330 00:00
1474560 00.00.1920 00:00
1474560 00.00.1330 00:00
1474560 00.00.1330 00:00
1474560 00.00.1330 00:00
1474560 00.00.1920 00:00
1474560 00.00.1330 00:00
1474560 (00.00.1330 00:00
1474560 00.00.1330 00:00
1474560 00.00.1920 00:00
1474560 00.00.1330 00:00
1474560 00.00.1330 00:00
1474560 00.00.1330 00:00
1474560 00.00.1920 00:00
1474560 00.00.1930 00:00
1474560 (00.00.1330 00:00
. 1474560 00.00.1330 00:00
er 1001 G 1474560 00.00.1920 00:00

10 1 1474560 00.00.1330 00:00
er 10071 44 G 1474560 00.00.1330 00:00

10 G 1474560 00.00.1930 00:00
er 10016424, 1P G 1474560 00.00.1920 00:00

e

/%

1 4]

36075 Object(s) selected

The clusters retrieved were about 36.075 in number as much as we have written
in the disk (they are not 36.036 because the procedure of rewriting and carving the
files was done a second time and that time more files were written to the disk). It is
very interesting that the cluster was looking like this:
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On the other hand the Autopsy program although it was started first, it could

retrieve the amount of 933 files (from the total amount of 36.036) but the images
were complete as you can see below!
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/ f5945128.jpg limg_F:/$Carvedrilesif5945128.jpg
/f5951576.jpg lfimg_F:f$CarvedFilesifS951576 jpg
' F5358024.jpg fimg_F:$CarvedFiles 5958024, pg
/' F5364472.jpg [img_F:{$CarvedFiles 5964472, jog
/ f5870920.jpg limg_F:/$Carvedrilesif5a70920.jpg
/ f5977368.jpg lfimg_F:f$CarvedFilesifS977365 jpg
/' F5383816.jpg fimg_Fii$CarvedFiles F5953516.§og
/fSQQUlE‘LJpg limg_F:/$Carvedrilesif5990264.jpg
/ f5896712.jpg limg_F:/$Carvedrilesif5996712 jpg
/ f6003160.jpg fimg_F:/$CarvedFilesifE003160.jpg

Modified Time
0000-00-00 00:00:00

0000-00-00 00: 0000
0000-00-00 00;00:00
0000-00-00 00:00:00
0000-00-00 00:00:00
0000-00-00 00: 0000
0000-00-00 00: 0000
0000-00-00 00:00:00
0000-00-00 00:00:00
0000-00-00 00;00:00
0000-00-00 00: 0000
0000-00-00 00:00:00

Change Time
0000-00-00 00;00:00

0000-00-00 00:00:00
(0000-00-00 DO;00;00
0000-00-00 00:00:00
0000-00-00 00:00:00
0000-00-00 00:00:00
0000-00-00 00;00;00
0000-00-00 00:00:00
0000-00-00 00:00:00
(0000-00-00 D0;00;00
0000-00-00 00;00;00
0000-00-00 00 I

Access Time
00n0-00-00 00:00:00

0000-00-00 00:00:00
0000-00-00 00;00:00
0000-00-00 00:00:00
00n0-00-00 00:00:00
0000-00-00 00:00:00
0000-00-00 00:00:00
0000-00-00 00:00:00
00n0-00-00 00:00:00
0000-00-00 00;00:00
0000-00-00 00:00:00
0000-00-00 00:00:00

-0
933 Results|
Created Time Size |
AAA0-00-00 OO0 3296 A
0000-00-00 00:00:00 3298
0000-00-00 DOO0O0 3238
0000-00-00 000000 3298
AAA0-00-00 OOM00 3296
0000-00-00 00:00:00 3298
0000-00-00 000000 3298
0000-00-00 000000 3298
AAA0-00-00 OOM00 3296
0000-00-00 DDODOD 3238
0000-00-00 000000 3238
0000-00-00 000000 3298

Hex Strings File Metadata Results Indexed Text Media
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€ mE

i B Data Sources
- | Views
+ File Types
w Deleted Files
y  File System (0)
x Al(933)
i MB File Size
Results
Extracted Content
@ EXIF Metadata (933)

ol Ll

SCENARIO Number 1B (Windows7/usb):

In the same scenario but with Windows7 this time things were a little bit
different. The procedure was the same, checking first the TRIM command if enabled
and then filling up the disk with the same image, a quick format and after that we
started searching. Take a look what happened.

Bl Mogspwothc CAWindows\System32\cmd.exe Iﬂlﬁ

Microsoft Windows [Exdoon 6.1.76811
MusupotLrd drkovopoto $c? 2007 Microsoft Corporation. Me enupidoin waBe vopLpouw
5L KOLOUOTOC -

C:sWindowsssystem32»fsutil behavior guery DisableDeleteMotify
DisableDeleteNotify = @

C:-sUindowsssystem32 > _

The procedure this time for the Autopsy software lasted about 13 and a half
hours and in the Pc Inspector we had the same result as the scenario 1A (also the
same time of procedure).

33

——
| —



W Ayamnuiva
%3 Dropbox
M Emupéveia zpyadiog
8 Mige
%l Npoa,

i Nige

Win7(palia) (C:)

5 5 = |
Apoppuan Néog Topos () | o1

e
(11168

9 Biphiod
B Bivrz

Toompa apyelov

26,0 GB ehe6Bzpo oo 99,9 GB

hoBepa omé 100 GB

4 Movadec okAnpwv Siokwv (5)

=g 16,7 GB sAzvBepa oo 365 GB

Basic (D:) Néog topog (E)

J >
S 553 M8 cheobepn amo 111 GB

Néog tépos ()

== g 1,18 TB sAevBepa amo 1,72 TB

fupovpeva péoa omoBrikevanc (3)

Movédo DVD RW (F:

i MPOZOXH: H Sapopypwon Ba opriozt OAA T Sz50pva 0F GUTOV T0 SioKo.
- Em¢Ete "OK yia TN SLopép@wan Tou Sigkou. Ma poTaiwon e Spepeuwane, el

& Tomwos biokoe

ERz0Bzpoc xwpoc, 853 MB

B (=S @eocnrovt) 7| | foxerac tag J
vved =
) Eaou] | MErBoSHev oS sciprnons Aapdppuan Néog Tpos (E)
2 Mou 4036 byte -
188 Vrohoy| | | Emavag0ps rpocmroyay ouorauic AKYPO",
&, wini(]
Enwera Tépou
s Basic Pk
Néog Tapog
cu Méog
. Niog||  EmbovicBousperonc
= Néog Tpriyopn Siapépgewan
anpoupyia pac BiokEras sadvnenc Tou
MS-DOS
i Aikruo

Fuvohue péyeBog 111 GB

Katéoraon BitLoc... Avevepyig

Toompa apyeiwv: NTFS

(=@ ® ]
-
@@v\:'@ » Ymoloyaric » + [#| [ Avagimon Yretoparic 2|
Opyévwson »  AvtépatnExtéhzon  ISwmntec  ISwtnmec m Kerépynan eykataaroanc f cdhayr svoc mpoypéppatos  AvTioToion Siokou Sikriou B 0 @

Case Details | Ingest History |

Ingest Jobs Ingest Modules
Data Source Start Time End Time Ingest Status Module Name Module Version
E: |2017/06/15 22:07... |2017/06/16 13:38:03 |Completed

So this time the Autopsy not only found all the files from our disk but also found
that the disk was rewritten twice, giving us proof about this. The Autopsy in the
sector Deleted Files/All has the number of 72.172 , which if divided by 2 the result is
36.086 the actual number of files written on our disk!

——
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Case View Tools Window Help

<

I

= Add Dsta Source ﬁ ViewInages/Videos o, Timelne [, Generate Report | gg) Close Case B el ‘ Q: Keyword Search
c o [ Directory istng. | EE
] 10000 Resuls
B oea S (o ]
& Views Name Location Modified Time Change Time Access Tme Created Tme Size Flags(Dr)  Flags(Mets) Mode UserD
; ::;Z::ES ./ fo000072.pg fimg_E4/[$CarvedFies/fa000072.jpg  0000-00-00 00:00:00  0000-00-00 00:00:00  00C-00-00 0:00:00  0000-00-0000:00:00 3298301 Unallocated  Unallocated 0 B
by FleSystem (0) ./ f008520.50g fimq_E:{{§CarvedFies(fO006520.jpg  0000-00-0000:00:00  0O0O-00-00 00:00:00  0000-00-00 00:00:00  0000-00-0000:00:00 3298901 Unalocated  Unallocated 0 E\
¥ Al(72172) / 0012968.3pg. fimg_E:f{§CarvedFies/fD012968./pg  0000-00-00 00:00:00  000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-0000:00:00 3298901  Unallocated  Unallocated 0
MB Fie Size / 0013416.jpg limg_E:j $CarvedFies/f0019416,jpg  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-00 00:00:00 3298901  Unallocated  Unallocated 0
:I ;s:‘;a:fsd s / 0025864.jog Jimg_E:j $CarvedFies/fO025864.jpg  0000-00-00 00:00:00  0000-D0-00 00:00:00  0000-00-00 00:00:00  00D0-00-00 000000 3298501 Unallocated  Unallocated 0
Ll EXIF Metadata (36076) / 0032312.jog Jimg_E:j $CarvedFies/fO032312,jpg  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-00 00:00:00 3298501  Unallocated  Unallocated 0
X KeynordHits -/ fo038760.10g Jimg_E:}}4CarvedFies/fa035760.jpg  0000-00-00 00:00:00  000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-0000:00:00 3238901 Unalocated  Unalocated 0
A Single Literal Keyword Search (0) ./ fonasae.jpg Jimg_E:/{$CarvedFies/f0045208.jpg  0000-00-0000:00:00  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-0000:00:00 3298901 Unalocated  Unallocated 0
H H\ :‘”i‘;’:g“‘” Expression Search (0) /0051656, pg Jing_E:{j4CarvedFles/fO0S1656.jpg  0000-00-0000:00:00  0O00-00-00 000000 0O0D-00-00 000000 0000-00-0000:00:00 3298901 Unallocated  Unalocated
ashet i
i [/ oz nasite
% Interestig ltems /64552300 Jmg_E:fI§CarvedFiks/fO064552 o0 0000-00-00 00 0000-00-00 00:00:00  0000-00-0000:00:00  0000-00-0000:00:00 3298901 Unalocated  Unallocated
@ Accounts / 0071000.jog Jimg_E:{$CarvedFies/f0071000,jpg  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-00 00:00:00 3298901  Unallocated  Unallocated
@ Tags / 0077448.ipg. Jimg_E:j $CarvedFies/fO077448.jpg  0000-00-00 00:00:00  0000-D0-00 00:00:00  0000-00-00 00:00:00  0000-00-00 000000 3298501 Unallocated  Unallocated
b R / 0083836.jpg. Jimg_E:{ $CarvedFies/fO08389%.jog  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-00 00:00:00 3298501  Unallocated  Unallocated
o/ foos0344. g Jmg_E:{/4CarvedFles/ionsnas+ oy 00D0-00-00 00:00:00  00OD-D0-00 O0:00:00  0D00-D0-0000:00:00  00DG-00-0D0D:00:00 3298901 Lnalocated  Unallocated 0
-/ fo096792.5pg fimg_E4/[$CarvedFies/fa096752.jpg  0000-00-00 00:00:00  0000-00-00 00:00:00  000-00-00 00:00:00  0000-00-0000:00:00 3298301 Unallocated  Unallocated 0
/ fot3240.5pg fimg_Ex/[$CarvedFies(f103240.jpg  0000-00-00 00:00:00  0000-00-00 00:00:00  00C-00-00 00:00:00  0000-00-00 00:00:00 3298301 Unallocated  Unallocated 0
/ 0109688.7pg. {img_E:f{$CarvedFies/fD109688.40g  0000-00-00 0O: 0 0000-00-00 00:00:00  0000-00-00 0Q:00:00  0000-00-0000:00:00 3298901 Unallocated  Unallocated 0
/ 0116136.jpg fimg_E:if $CarvedFiles/f0116136.jpg  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-0000:00:00 3298901 Unallocated  Unallocated 0
/ 0122584.jog Jimg_E:j $CarvedFies/f0122584.jpg  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-00 00:00:00  0000-00-00 00:00:00 3298901  Unallocated  Unallocated 0
/ 0123032.jog Jimg_E:j $CarvedFies/f0123032.jpg  0000-00-00 00:00:00  0000-D0-00 00:00:00  0000-00-00 00:00:00  00DO-00-00 00:00:00 3298901  Unallocated  Unallocated 0

[ e e i o

& Data Sources
- = Views
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_;_ File Types

=y Deleted Files

ME File size

winTautopsy - Au
Case View Tools Window Help

- File System (0)
o Al (72172)

Add Data Source ﬂ View Inagesideos '-E Tinene | GenerateReport @ Close Case

l © - KeywordLists ‘ Q Keyword Search
¢ ot [P EoED
Images 36076 Results
B Data Souces [ abe [Tumbrai]
i ij Name Location Modified Time. Change Time Access Time Created Tme Size Flogs(Dr)  Flags(Meta) Mode UserD
‘B EI‘E;:DEE:MW ./ Fo000072.pg fimg_F:J{4C: g 0000-00-00 00:00:00 3298901 Unallacated  Unalocated 0
5 |/ Images (36076) ./ Fo008520.4pg fimg_E:f4C: g 0000-00-00 00:00:00 3298301 Unallacated  Unalocated 0
R Videos 0) / 012963.g g E:J 145 o 0000-00:00 00:00:00 3238901 Unclocated  Linalocated o
& Audo (0) / Fo013416.4pg fimg_E:J{4C: g 0000-00-00 00:00:00 3296901 Unallacated  Unalocated 0
W wdives ) / fo025864pg fimg_Foff4C: 0000-00-00 00:00:00 3238500 Unalocated  Unallcated 1 0
/ Ro032312.jpg fimg_E:J{4C: 0000-00-00 00:00:00 3298301 Unallacated  Unalocated o
3} MIMEType / Fo035750.4pg fimg_E:J{4C: 0000-00-00 00:00:00 3298301 Unallacated  Unalocated o
Y. Delted Fies / Fo045208.4pg fimg_E:J{4C: 0000-00-00 00:00:00 3238901 Unallocated  Unalocated 0
iy Fie System (0) fimg_F
¥ Al(217)
MBFe e / Fo053104.pg fimg_F:J{4C: 0000-00-00 00:00:00 3298301 Unallacated  Unalocated
2] Resils / Fo064552.pg fimg_E:J{4C: 0000-00-00 00:00:00 3298301 Unallacated  Unalocated
B Extracted Content // Fo071000.4pg fimg_E:J{4C: g 0000-00-00 00:00:00 3296301 Unallacated  Unalocated
i EXIF Metadata (36076) / f0077448.5pg Jimg_E:J4C g 0000-00-00 00:00:00 3288301 Unallocated  Unallocated
N KfV:;?‘:L‘:w N // foosasse.pa Jmg £l 0000-0000 00:00:00 3298901 Unalocated  Unalocated
., singie Regular Exgression Search (1) / foos0344.4pg Jimg_E:}4C g 0000-00-00 00:00:00 3298901 Unallocated  Unallocated
* Hashset Hits /009673239 Jma_E:fj4c: g 0000-00-00 00:00:00 3236901 Unalocsted  Unalocated
% EMail Messages / f103240.5pg Jimg_E:}4C 0000-00-00 00:00:00 3296901 Unallocated  Unallocated
% 2‘2:;”9 Ttems o/ fo09588.pg e 0000-00-00 00:00:00 3238901 Unalocated  Unallocated
& / P11s136.pg img_E:{§CarvedFlesifol16136.og 00000000 00:00:00 3296901 Unelocated  Lnalocated
& Reports / fo122584.5pg Jimg_ExJ4C: 0000-00-00 00:00:00 3208901 Unallocated  Unallocated
/ fo129032.5pg Jimg_Ex}4C: 0000-00-00 00:00:00 3208901 Unallocated  Unallocated &
[ m ’
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- Data Sources
=) || Views

File Types

-, By Extension
' Images (36076)
Videos (1)
Audio (0)
Archives (0)
[t 5 Documents
i #2.  Executable
[+, By MIME Type
-y Deleted Files
----- y  File System (0)
----- ¥ Al(72172)
- MB File Size
5| Results

E Extracted Content
@ EXIF Metadata (36076)

i

=

'|m

[

E!I..

= Sl Kewwnrd Hite
T8 vinTautopsy S Autopsy 440N ad ~ _' — = —d L ] L - =Rl
Cese View Tools Window Help i
acdDataSouce I Vew Inagesideos =, Tinckne [ GenereteRepart | @ Cose Cose: A™  © -keporiis Cumrmera
I o escry g mEE
(F Metadata 36076 Rt
B vata Sources Table | Thumznai
B Views Source Fle Date Created DeviceModel  Device Make  Data Source  Tags
; E:;Z:e:\gs 8 600960809 B IHISAET G0N SAELNG B 2
"y FieSystem @) 8 6003160, 0g B IHISOET G0 SAMSUNG E
Ly M@ 1 75596712 pg MIIBIHISAOET GO0 SMELNG
MB e Sze 8 59902649 20141218 131520EET  GMI9I00  SAMSUNG  E:
W e Wimiepy  aneriomisam omm s
| e ) 507736800 2B IHISAET G0N SAELNG B
A Kepword His 8 f5570520.iog B IHISOET  GHIB00  SAMSUNG
A Single Literal Keyword Search (0) I f5969472.jpg 2014-12-18 13:15:20 EET  GT-19100 SAMSUNG  E:
) r;g:\;ﬂ(‘:::ﬂu\arExwesswnsearm(v) Q 0EET -
(i i 5951576, pg 4218 1HISET  GHIBI00  SAMSUNG
K Ineresting Items 1 £5945128.00 AHIZIBIHIGAET G0N SAELNG B
i Accounts 8 5936680, Jp 2B IHISOET G0 SAMSUNG
[ Tags o fe932232. 09 2014-12-18 13ISA0EET  GLII00  SAMSUNG  E:
| E 522578450 AHIZBIHISAET  GHII00  SAMSLNG
1 £59133%6 Jog 4B IHISET  GHIB00  SAMSUNG  E:
5012898 100 AHIZIBIHIGAET G0N SAELNG B
1 5306440 o B IHISAOET G0 SAMSUNG
8 75399092 g 1B IHISAOET GO0 SAMELNG
8 5693544, 0g AHIZBIHISAET G0 SAMSLNG
i 5387096 Jog 4B IHISAET  GHIB00  SAMSUNG
1 538064600 AIZIBIHIGAET G0N SAELNG B
I 55742050 Z0HIZIBIHISAEET  GTIB00  SAMSUNG  E -

In the metadata we could also find information about the images carved this time,
from what mobile was the picture taken and the actual date and time.

Directory Listing |
EXIF Metadata

Table | Thumbnail

Source File Date Created Device Model Device Make Data Source

& fo009608.jpg 2014-12-18 1531320 EET  GT-I19100 SAMSLMNG E:
[ f5003160.jpg 2014-12-15 1531520 EET  GT-I19100 SAMSLIMG E:
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Now for our second open source software the results of deleted files were again
zero, but in the sector of “lost files” , Pc Inspector had found all the files in clusters
and also that these were written twice.

S PCInspector File Recovery
Object Edit View Info Tools Help
& _u product o]
ZE
Content of 'Lost’
Hame [sze [ Datemodfied | MFT entiy | Condition | Type [
[ chuster 100002720PG 1474560 000019800000 A1 Ewsva JPEG [
D) chuster 10001073JPG 1474560 00001980 00,00 1 Ewdva JFEG
[ ciustzr 10001886JPG 1474560 00.00.198000:00 A1 Ewdva JPEG
[ cluster 100026930PG 1474560 000019800000 A1 Ewéva JPEG
[ chuster 10003600JPG 1474560 00001980 00,00 1 Euva JFEG
D) chuster 10004307 JPG 1474560 00001980 00,00 1 Euwva JFEG
(3 cluster 1000508.JPG 1474560 000019800000 1 Ewéva JPEG
[ chuster 10005114JPG 1474560 000019800000 A1 Ewsva JPEG
[ chuster 10005321 PG 1474560 00.00198000:00 1 Ewdva JFEG
[ ciuster 10006728JPG 1474560 00.00.198000:00 A1 Ewdva JPEG
[ cluster 100075350PG 1474560 000019800000 A1 Ewéva JPEG
D) chuster 10008342JPG 1474560 00001980 00:00 1 Euva JPEG
[ chuster 10009143JPG 1474560 00001980 00,00 1 Euva JFEG
[ cluster 10009956.0PG 1474560 000019800000 A1 Ewéva JPEG
[ chuster 10010763JPG 1474560 000019800000 A1 Ewsva JPEG
D) chuster 10011670JPG 1474560 00001980 00,00 1 Euva JFEG
?ﬂ [Jcuster 10012377.0P6 1474560 000019800000 A1 Ewéva JPEG

[ custer 10 40PG 1474560 000019800000 A1 Ewéva JPEG
D cster 10017184JPG 1474560 00001980 00:00 1 Ewva JFEG
[ chster 10013391 JPG 1474560 00001980 00:00 A1 Euva JPEG

f [Jcuster 100147980PG 1474560 000019800000 A1 Ewéva JPEG
[ chuster 10015605 PG 1474560 000019800000 A1 Ewsva JPEG
D) chuster 10016412JPG 1474560 00001980 00,00 1 Ewva JFEG |
[Jcuster 100172190PG 1474560 000019800000 A1 Ewéva JPEG
[Jcuster 100180260PG 1474560 000019800000 A1 Ewéva JPEG
D chster 10012833JPG 1474560 00001980 00:00 1 Ewdva JFEG
[ chuster 10019640JPG 1474560 00001980 00,00 1 Euva JFEG
[ cluster 100204470PG 1474560 000019800000 A1 Ewéva JPEG
() cluster 1002120JF6 1474560 00.00198000.00 4 Ewdva JPEG
[ chuster 10021254JPG 1474560 00001980 00,00 1 Euva JFEG
[ cluster 10022061 0PG 1474560 000019800000 A1 Ewéva JPEG

17662 Object(s) 0KB Memory usage: 1882856 Bytes

| [T ECU T R TS

17662 Object(s)
I-\'.

The images retrieved from that list were again half as before.

SCENARIO Number 2 (Windows7/SATA):

In this case, we connected our SSD with a SATA cable in our table computer, with
Windows7. The procedure again the same, filling up the whole disk with the same
image, quick format and then running our programs for evidence!
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8 b YroloywoTig b + |43 [l Avagimon Yrolopioric o
Opyévwon =  Avtépatn Extiheon  ISimreg  ISwtnTeg ovotdpetog  Katapynon eykaTéoToong i ahkayr evsc poypappaTo;  AvTIoToiion Siokov Skiou BE~ 0 @
9 Ayemnpéve 4 Movadeg okinpuwv Siokwv (5)

%3 Dropbox Win7(palia) (C3) Basic (D3) Niog topec (E)
e < patia) (L) - T )
B Adpec 241 GB Az08zpa: omé 999 GB = 16,7 GB zhz08zpa a6 365 GB = 70106 shevBzpo amo 111 GB
‘&l Npoo.ioag Néog Topog (H:) ) Neog topec ()
B Anpac S 12,4 6B cABepa amd 100 GB S 11118 hzobepa a6 17278
. , : 5 :
3 Bihobrikec ZUOKEVEG HE cupalpoUpeva HEo amoBnkevang (2)
H Bivreo ']
. : Movéda Siokétag, (A:) MovéSa BD-ROM (G:)
[ Eyypapa =
[ Ewoveg
&' Mouowsn

/% Ymohoyotig
&, WinT(palia) (C:)
s Basic (D)
a Néog Topog (E)
—a Néog Topoc (H:)
a Néog Topoc )

€ Aikruo

:;;‘7 Tomkog Siokeg

NEOG TOUOG (E5) Acoprupivog xip.. n— 0ol péycfoc 111 GB

EhciBepoc ywpog 704 MB Toatnpo apxeiav: NTFS

Katdataon BitLoc... Avevepyog

%% Dropbox

.| Emupavaia zpyogiog
B Mgac

%:-_l Mpoa.Bégeig

& e

4 BifhwoBrikeg
E Bivto
[ Eyypopa
[ Ewdveg
J’ Mouawn

L Ymohoylotrig
£, WinT(palia) (C:)
(a Basic (D)

a Niog Topog (E)

L . s

|, fakelos 24.6GB - Avtiyporpny

1. fakelos 24.6GB - Avtypagn - Avtypapry

| fakelosl

|, fakelos] - Avtiypaspr

| fakelosl - Avtypaspri - Avtiypacpr

1. fakelosl - Avtiypapn - Avtiypapr - AvTiypoipr

: A
| Iéwdnec: fakelosl - Avtiypouph - AvTiypaipn, .. u
Fevikd | Mpocapuoyr
J 36,036 apyzia, 40 pakzhoug
Tunog: Dha peTino dakehoc apyeiwy
Bz Dha oro E:\
MéyzBoc: 110 GB (118,879, 196,436 byte)
MgyzBog oro dioko: 110 GB (118.968. 385,536 byte)
XapaKTmpigTka: [T mMavo yia avayveom
s

As we can see all the files are 36.036 giving us a 110GB of data. After the quick
format we started with the Autopsy program and this time the procedure lasted

about two hours and fifty minutes, also the results are surprising!

F
M Case Properties -

| Case Details | [ngest History |

Ingest Jobs Ingest Modules
Data Source Start Time End Time Ingest Status Module Name Module Version
E: |2017/06/22 01:02... [2017/06/22 02:48.... |Completed
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Case View Tools Window Help
= =
‘Add Data Source ﬁwew ImagesVideos oo, Timeine i, GenerateReport ) Close Case A © - Kewerd s Q KeywordSearchy
¢ = Directory Listng EE
nu 5 Renits
& Date Sources Tabe [Thunbrei
sdE e Nerme Location Vodfied Tme Change Tme Access Tie Created Tme Size Foos(r)  Fogse) Mode  UserlTR)
1) SCervedies (53
) xend ) / a2 g fma_E:/f5C: g 3298901 Unallocated  Unaliocated
1[0 sorphanFies (0) /60850768 1pg Jing_E:fj4C: 3298001 Unalocated  Unalcated
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This time seems that the garbage collection was activated and actually very fast,
since the procedure started a minute after the quick format and as you can see from
the results, our program retrieved only 55 files out of 36.036!! Probably during the
carving and since TRIM was working the controller was informed to start the garbage
collection and only a few files came to our hands!

& Data Sources
&

& E

SCarvedFiles {55)

SExtend (&)

S0rphanFiles {0)

SUnalloc (2)

System Volume Information (3)

- @ Views

EI . File Types
By Extension
2, By MIME Type
£+ Deleted Files

iy File System (0)
=
- MB File Size

-[E] Results

= B Extracted Content
@ EXIF Metadata {55)
E- “A Keyword Hits
Er] “L  Single Literal Keyword Search (0)
A, Single Regular Expression Ssarch (1)
-~ %  Hashset Hits
- E-Mail Messages
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[ﬁ' Accounts
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Reports

——

39

et




Our second software for forensics the Pc Inspector also found “nothing” but a few
files in the sector “lost files” in the amount of 62 files out of 36.036! In the “deleted
files” sector the result was zero.

?‘l PC Inspector File Recovery | e S

Object  Edit View Info Teols Help

Content of 'Lost’
{:I Root M arne Size | D ate modified | MFT entry | Condition | Type = ./
T Deleted 1474560 00.00.198000:00 A Eikéwver . ’ 3
| & Lest 1474660 00001900000 A ERdval Die Datenret
@) Searched 1474580 000019800000 A Ewvat, ¥
\ 1474560 00.00198000:00 A Eikéiv .
1474560 00.00.198000:00 A Euéver | E
| l 1474560 00.00198000.00 A Einérva
| 1474560  00.00.198000:00 A Einérva
_ 1474560 00.00198000:00 A Einérvar .
e 1474560 00.00198000:00 A Einérva .
1474560 00.00.198000:00 A Einérvar .
\ 1474560 00.00198000:00 A Eikérvar .
: 1474560 00.00198000:00 A Eikérvar .
d 1474560 00.00198000:00 A Eikérva .
1474560 00.00.198000:00 A Eikévar .
1474560 00.00198000:00 A Eikérvar .
1474560 00.00198000:00 A Eikévr .
| @J 1474560 00.00198000:00 A Eikévar .
1474560 00.00.198000:00 A Eikérvar .
\ 1474560 000019B000:00 A Eikéivar .
1474560 00.00198000:00 A Einérva.
1474560 00.00.198000:00 A Einérvar .
1474560 00.00198000:00 A Einérvar .
1474560 00.00198000:00 A Einérvar .
1474560 00.00198000:00 A Eikéva. =
62 Object(s) selected 89280 KB Memory usage: 402812 Bytes

SCENARIO Number 3 (Windows7/SATA/Windows installed in the SSD):

In our final scenario the plan is a bit different now. We have installed Windows7
(32-bit) in our SSD, we have checked for the TRIM if enabled (the answer was yes)
and we fulfilled it with the same image as many times as possible leaving a few GB
free for the envelope of the case created by our program Autopsy (during the
carving procedure the Autopsy creates a big enough file with all the results of the
case inside).

B Administrator: CUWindows! System32cmid.exe EI@

Microsoft Windows [Version 6.1.76011
Copyright <c> 2889 Microsoft Corporation. All rights reserved.

IC:~Windows~system32>*fzsutil behavior guery DisableDeleteMotify
DizableDeleteNotify = A

G “\Windows~system3d2>
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Organize « Systemn properties Uninstall or change a program Map network drive Open Contn

4 Hard Disk Drives (1)
Miog Topog (i)

r Favorites
Bl Desktop
B Downloads

"%l Recent Places

10.5 GB free of 111 GB

4 Devices wilh Remuovable Slorage (3)

= Libraries
@ Documents $ Floppy [hsk e (4:)
J\ Pusic

= Flimdiieme

VDY BW e (1)
=

This time the files were simply “deleted”, no quick format was made in this case,
but after that the same procedure was on. First the Pc Inspector started the work
and after about a few minutes we had our first results.

(5eneral |Sharir|g | Security I Previous Versions I Customize

3

Images

images

Type:

Location:

Size:

File folder

CiUsers™Jim Desktop

88.1 GB (94,678 458,700 bytes)

Size on disk:  88.2 GB {54,745,451,200 bytes)

Cortains: 28,700 Files, 47 Folders

Created: Today, June 24, 2017, 2 hours ago I
Attributes: [H] Read-only {Only applies to files in folder)

Hidden [ Advanced... ]

The amount of files this time was about 28.700 in number due to the space
occupied by our software installed on the same disk. Below you will see the result of
the Pc Inspector after carving the SSD.
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9,: PC Inspector File Recovery
Object Edit View Info Tools Help

INSPECTOR"

]

=)

Content of 'Deleted'

{3y Lost

@ Searched

Gl
s
o)
)
‘-
S
@I

| Size | Date modified

| MFT entr_l,ll Condition | Type

818 Objects) selected

3292901
3292901
329830
323330
32333
3238301
3238301
3238301
329890
3292901
3292901
323330
32333
32333
3238301
3238301
3298301
329890
32928901
329830
323830
323830
3238301
3238301
3238301
3238301
3292901
3292901
329830

00.00.1530 00:00
00.00.1530 00:00
00.00.1980 00:00
00.00.1980 00:00
24.06.2017 16:43
24.06.2017 16:43
24 06,2017 1856
24 06,2017 1856
24062017 1855
24 06,2017 1856
24062017 1355
24.06.2017 18:54
24.06.2017 18:56
24.06.2017 18:55
24 06.2017 1854
24 06,2017 1856
24 06,2017 1855
24 06,2017 1854
24062017 1856
24062017 1355
24.06.2017 18:56
24.06.2017 18:56
24.06.2017 18:56
24 06.2017 1856
24 06,2017 1854
24062017 1856
24062017 1855
24062017 1854
24.06.2017 18:54
24.06.2017 18:56
24.06.2017 18:55
24.06.2017 18:54
24 06,2017 1856
24 06,2017 1855
24062017 1854

23

374

49329
52621
17649
534

46841
46249
46271
46542
46263
46129
46344
46269
46171
4E34E
46270
46212
46543
46266
46345
46839
46347
46348
46087
46464
46283
46037
46048
4B679
46416
46185
4EER1
46417
46186

good
good
good
good

gaad
gaoad
gaad
good
good
good
good
gaoad
anod
gaoad
gaad
good
good
good
good
good
goad
anod
gaad
gaad
good
good
good
good
good
goad
gaad
gaad
gaad

File folder

File: falder

File folder

File folder

File folder

File folder

JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image
JPEG image

m

Die Datenret

M

AN

Our program managed to carve only 818 file with some of them being our image,
also these ones could not be opened by any program to be seen in our pc. It seems

that TRIM worked and nothing was left behind after the garbage collection!

Next in turn was the Autopsy, with the procedure lasting about 13 hours and 40
minutes take a look what happened! Our program found many information from the

disk for everything else but our picture file! Well actually it found that in our disk

there were written 70.626 files and these were later deleted (here actually is the two
times of writing the files and formatting the disk after that) but in the end these files
could not be retrieved and seen by any program!

The garbage collection also worked before we could have any useful information
or evidence in our hands giving us nothing in the end.
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M. scd windows sata mesa - Autopsy 4.4.0
Case View Tools Window Help

Add Data Source ﬁ\ﬂewlmagesl'ﬂdecs ETmei‘e | GenerateReport (g Close Case

@ - Keyword Lists

(E= Bom =5

Q Keyword Search

€ [ Show Rejected Resuts AID'EC“"’ Ll 1%] m@s
& Data Sources m
B-® Views —
= = D i e e i e
3 2014-12-18 13.15.20 - Copy (127) - Copy - Copy - Copy.Jpgscom. fimg_C:{$0rphanFiles /2.5 GE - Copy/2014-12-18 13,1520, 201412180
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Conclusion

Finally we have reached an end to this research. The results were truly surprising
since what was made as hypothesis mostly came true. On the one hand, TRIM
although enabled will not pass to the controller of our SSD when connected through
usb port to our computer, as a result the garbage collection never starts. On the
other hand when our disk is connected to our pc through SATA cable or with
software installed on it the garbage collection starts working immediately!

The only dull spot in our survey was in the first scenario with the Autopsy
program carving only a thousand of files instead all of them, perhaps time matters
perhaps not (talking about when the garbage collection will start working).

The truth is that in the end there are some methods that evidence can be
retrieved by an SSD disk although this seems impossible theoretically. Thus there is
still pretty room for extra research in this matter.
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