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ExTevig MepiAnyn

To WIMAX mov givar yvootd og Worldwide Interoperability for Micro Wave Access
givon éva TpdTumo oyedloouévo and v |EEE ( Institute of Electrical and Electronic
Engineers) 1o omoio kabopiletar amd t0 mpmtokoiro |IEEE 802.16-2004 (otabepéc
acvpuoteg epappoyéc) kot to |EEE 802.16e-2005 (kivntéc acvpuateg epappoyés). H
opada emuéretag oo WIMAX (WiMAX Forum’'s Network Working Group (NWG))
éxel opioer 10 WIMAX o¢ 10 péco mapoyng acvpuatns evpnlmvikng mpdoPaong

VYNADOV TOYVTATOV GE LEYOAES OMOGTAGELS.

Avm n epyacia Ba mpoomadnoel va dMOEL POl YEVIKY] TEYVIKN EMIGKOTNOT NG
WiMax apyitektovikng oOue®vo HE TIC TPOdSlypaPsés, Kot oty ovuvéyela Oa
TapovVoldosl to mpotewvoOpevo oxedooud tov WiMax ASN GW deiyvovtag Tig
Baowkég Aertovpyiec tov Data Plane koau Control Plane, evd oty ocuvéyelo Oa
emkevTpbel otV Tapovsiaon Tov TpoTEWOHEVOL Gyedtacpon Tov WiMax ASN GW
Management Plane.

H epyacia &gl v mopakdto doun:

Keparaio 1: Ewcaymyn kot 1 meptypapr TG Ooung g pyociog.

Kepdarato 2: WiMax Network Architecture, to xepdAaio mapovoidlel v
QPYITEKTOVIKT] TOV GLOTHUATOG SIKTOOV oV &xel avomtuydel and tnv WIMAX NWG.
310 TP®OTO UEPOC, TapovotaleTor To poviédo avapopds tov WIMAX diktdov (Wimax
Network Reference Model) kat tpocdiopilet Tig facikég Aettovpyikéc oviOTNTEG OTTMG
Kol TNV 0AANAOGUVOEST TOVC.

To Movtého Avagopdg tov WIMAX dikthov £xel ¢ 6TOY0 TV dnpovpyio
piog eVvOmomuUeEVNG SIKTLOKNG APYLTEKTOVIKNG, 1 omoia va vrootnpilel otabepéc aArd
Kot Kivntég vAomomoelg kot eniong Oa Paciletar o€ 1P Service Model.

O1 Baowkég Aerrovpyikég ovtotnreg evog WIMAX diktdov givar 0 Kivntog
Ytafuoc(Mobile Station-MS), o Xtabudc Bdaong (Base Station-BS), 1o Aiktvo
E&vmmpémong IpdcPaonc (Access Service Network—ASN), o mopfvag tov AKTdo
E&vmmpémong IpocPacng (ASN Gateway-ASN GW), to Aiktvo E&uanpétnong
Yvvdeopomrag (Connectivity Service Network-CSN).  H AAAnAocvuvdeon twv



TOPATVED OVIOTHTOV YiveTal dlapécon tov Xuvoéocuwv Avapopds (Reference Points
- RP) mov £yovv npocdiopiotei and v WIMAX NWG.

>10 dgvtepo  pépoc, mapovcidlovior o1 Pacwkég  Aswtovpyieg  mov
vrootnpiloviar and o WIMAX diktvo, 0nmg 1 Atayeipton kwvnrikdtntag (Mobility
Managementt), Radio resource management, AvaxdAvymn kot emloyrf] AKTOHOV
(Network Discovery and Selection), Avafeon IP AievBuveng (1P address assignment),
Apyuektovik, ITiotomoinong kot Acediewng (Authentication and  security
architecture), Paging and Idle-Mode Asttovpyia.

Kepdrao 3: WIMAX ASN Gateway Design, oto mp®to péPOG yivetat
avapopd otig Aesttovpyikéc meptypagés tov ASN GW Data Plane, 6moc
npodaypdpovtar and o WiIMAX npdtumo. Ot Baocwéc Asttovpyieg tov Data Plane
Ynroovotiuatog eivan : GRE Encapsulation-Decapsulation, |P over |P Encapsulation-
Decapsulation, Packet Classification, Xfjuavon tov Qo0S, Awyeipion g Kivnong,
Ynroompi&n tov ypedoenv, YrootmpiEn tov Handover kot téhog n Acpdlela.

¥10 Oe0TEPO PEPOG yiveTaw avapopd oty Asttovpywkodtnto oo ASN GW
Control Plane, moapovolaletar 0 TPOTEWOUEVOS SoY®PICUOS TOV  PacIKOV
AELITOVPYIOV TOV OE OOPOPETIKEG povades Aoyiopkov. To Moviého Avagopds tov
WIMAX dwktoov mpoodiopiler dwpopetikd mpoeik Yy 1o ASN mote va
eEummpetovivtal ot petaPANTES OTTOUTNOEL, TOV  OWPOPETIKOV  OIKTLAKAOV
apyrtektovik®v. To kabBe ASN Tlpoeilh opiler Sopopetikd Soympiond TV
Aertovpywv pésa oto ASN. T mapdderypa, to ASN Ilpoeil B apopd pia eviaio
ovtotta Tov GuVOLALEL Tig Asttovpyieg Tov Ttabud Baong (BS) kat tov ASN GW.
Evo, ta ASN TIpopih A ka1 C dwouympilovv Tig Asrtovpyieg HeTaEd TOL ZTOOHOV
Bdaong (BS) kot oo ASN GW. Xto kepdroio avtd mapovctaletat pio mpdtaot Tov
mOavoy daympiopov tov Poaocwkdv ASN GW  Control Plane Aettovpyidv oe
Eeywplotég vopovadeg Aoyiopkov (Software Modules). Ot mapakdtom vropovadeg
Bo amaptiCoov to ASN GW Control Plane kot 0o gumdéxovior oe pia M
nepiocotepec WIMAX Aertovpyieg eléyyov: Data Path Module, Session Management
Module, Security Module, Accounting Module, Routing, Proxy/Relay ARP, Update
Forwarding Entries, QoS Module, RRM Module, 1P Addressing Module, Mobility
Module, Location Update/Paging Module.

Kot téhog, oto 1pito pHéPog yiveTan Aemtopepn TPOVGINGT] TOV TPOTEVOUEVOD
oyedaopov Tov ASN GW Management Plane, to onoio Oa givar veevBovo yia v

dwyeipion tov ASN GW. [Ipwta, mopovclaletoar o0  OOYOPIGUOG  TNG



Aerrovpywkdtrag tov ASN GW Management Plane copgova pe to npotomo I TU-T
X.700 oe Pooikég Aertovpyikéc meployec olayeipiong, yvmotdc og FCAPS (Faut
(Zpdiua), Configuration (Awpdpomwon), Performance (Amddoom),
Security(Acpdaieia)). Kat otnv cuvéyelo mapovotdletal 0 mpoTeEVOUEVOC OYESIUGIOGC
tov ASN GW Management Plane.

2NV GLVEYE COUP®VO, LE TNV TPOCEYYIOT TOV aKoAovBeital oty epyacia
mopovclalovra,

1) o mpotewvduevog oyxedlooudc tov Configuration Agent, o omoiog Ppioketan
o010 ASN GW kot droepiCetont oty pviun tov to Configuration Tree.

2) o pumrovicpog vrebbvvoc yioo v admiotn  emkowvovia petafd Tov
Configuration Clients kot Tov Configuration Agent, kot

3) n Baon Agdopévav yia v amodnkevon tov Configuration Tree.

4) 0 mPOTEWOUEVOC GYEJGHOC TG vrootHpEng tov ITieovaopod Tov
YVoTHUTOG Kot TS ovoyng tov o oeaipato (Redundancy and Fault Tolerance).

5) n mpotewoduevn mpocéyyion g Acpdisiog kot g EEovoloddtnong
(Security and Authorization), o mpotewvouevog tpdmog eAEYXOV TG TPdGPaong Tov Ha
gyovv o1 ypnotec kar GAleg ovtotnteg oto Configuration Tree. cOupowva pe ta
dwkoudpato tovg. [veton mpodtoon tpidv dwpopetikdv pebddov: Agent Based,
Radius Based, TACACS Based.

6) o1 Tree Manipulation Primitives, 1 e£ac@dMon GUVERELNG KoL EYKVPOTNTOG
™m¢ mpooPaong katr g dwayeipong tov  Configuration Tree (ecmtepikd péow Tov
Configuration Agent ka1 e€otepkd péow tov Configuration Clients) Oa yivetat péow
ektéleonc tov Primitives. Xto onueio ovtd meptypdpovial Ot TPOTEWOUEVES
Primitives, n dour kot n Agttovpyio TovG.

7) 10 mpoteWoOpeEVO TTp®TOKOALO EMKOVMVING KOl 1) SOUT TV TOKETOV Y10l TO
unvopata mov Ha avtoddldoocovv ot Configuration Clients pe tov Configuration
Agent.



1 Introduction

WIMAX is a short name for Worldwide Interoperability of Microwave Access. The
WIMAX Forum’'s Network Working Group (NWG) has developed and standardized
these end-to-end networking aspects that are beyond the scope of the IEEE 802.16-
2004 and IEEE 802.16e-2005 standards. The forum describes WIMAX as "a
standards-based technology enabling the delivery of last mile wireless broadband
access as an alternative to cable and DSL".

The goals of this work are, Firstly, to provide a general review of the end-to-end
network systems architecture developed by the WiMAX NWG. Secondary, to present
WiIMAX Data Plane and Control Plane functionalities, and finally to introduce the
design specification of the WiMAX ASN GW Management Plane.

The document is organized as follows:

Chapter 2: The First Part presents the WiIMAX Network Architecture and the
WiIMAX network reference model, defines the various functional entities and their
interconnections. The Second Part presents WiMAX Network Functionalities, like
Mobility Management, Radio resource management, Network discovery and
selection, | P address assignment, Authentication and security architecture, Paging and
|dle-Mode Functionality.

Chapter 3: First Part presents a functional description of the ASN GW Data Plane,
based on the WiIMAX standards. Second Part describes ASN GW Control Plane
Functionalities and a possible decomposition of the main ASN GW control plane
functionality into various software modules. And the Last but not Least Part, presents
the design specification for the development of Configuration Management of
WiIMAX Management Plane.



2 WiMax Network Architecture

An interoperable network architecture framework that deals with the end-to-end
service aspects such as IP connectivity and session management, security, QoS, and
mobility management is needed. The WiMAX Forum's Network Working Group
(NWG) has developed and standardized these end-to-end networking aspects that are
beyond the scope of the IEEE 802.16-2004 and | EEE 802.16e-2005 standards.

This chapter looks a the end-to-end network systems architecture developed by the
WIMAX NWG and introduces the WiMAX network reference model and define the

various functional entities and their interconnections.
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Figure 1: WiMax Network Architecture

2.1 Network Reference Model

2.1.1 Overview and Definitions

A network reference model has been developed by the WiMax Network Working
Group (WiMAX NWG) in order to provide an architecture framework for WiMAX
deployments. This model aims at ensuring interoperability among different WiMAX
equipment and operators. The network reference model envisions unified network
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architecture for supporting fixed, nomadic, and mobile deployments and is based on
an |P service model.

The main parts of the network include the mobile stations (MS) used by the users to
connect to the network, the Access Service Network (ASN) and the Connectivity
Service Network (CSN) that provides the IP connectivity. The Network Reference
Model (NRM) isshown in Figure 2.

NAP Visited NSP ]Hume NSP
SR Y - S O o
| .
| R2 |
— T PR R e e e S T — b _l
N m ’*J—
N Bs 12 |
| | | ASN
; RSB GW
BS RB
SOl T e 6 g || R3] RS
Bs | _R6_ I W
[ ASN
RB
b ps [N |
BS —— | csn CSN
~ ASN : |
| i _,—\_pl'-.._-"\ —— l- .F".--_.-\-'\.
R4 il il
1 _“ASP Network > ASP Network )
i_ orinternet /(_ orintemet
‘_\.-1—_‘ o _,- "—.‘1__.\-#‘ _'__.-'
Anather ASN ——  bearer plane
Ta— s — — control plane

Figure 2: Network reference model (NRM)

Three different Profiles (A, B and C) are defined in the specifications that divide the
functionality of the ASN between the BS and the ASN GW. In Profile B, ASN GW
and BS functions are developed within the same system. In Profiles A and C, ASN
functions are mapped into ASN GW and BS. Their main difference is in the mapping
of the Handover control and the Radio Resource Controller which in Profile A are
mapped to the ASN GW while in Profile C they are mapped to the BS.

A Reference Point is defined within WiMAX NWG as a conceptual link that connects
two groups of functions that reside in different functional entities of the ASN, CSN,
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or MS. Reference points are not necessarily a physical interface, except when the
functional entities on either side of it are implemented on different physical devices.
The reference points are explained in the following subsection.

2.1.2 Reference Points

Figure 2 introduces several interoperability reference points. A reference point (RP) is
a conceptual point between two groups of functions that resides in different functional
entities on either side of it. These functions expose various protocols associated with
an RP. All protocols associated with a RP may not aways terminate in the same
functional entity. The normative reference points between the major functional
entities are in the following subsections.

Reference point R1

Reference Point R1 represents the interface between the wireless device and the base
station, and consists of the protocols and procedures between MS and ASN as per the
air interface (PHY and MAC) specifications (IEEE P802.16e-2005, |IEEE P802.16-
2004 and |EEE 802.16Q). Reference point R1 may include additional protocols related

to the management plane.

Reference point R2

Reference Point R2 represents the link between the MS and the CSN, and consists of
protocols and procedures between the MS and CSN associated with Authentication,
Services Authorization and IP Host Configuration management. This reference point
islogical in that it does not reflect a direct protocol interface between MS and CSN.
The authentication part of reference point R2 runs between the MS and the CSN
operated by the home NSP, however the ASN and CSN operated by the visited NSP
may partially process the aforementioned procedures and mechanisms. Reference
Point R2 might support IP Host Configuration Management running between the MS
and the CSN (operated by either the home NSP or the visited NSP).

12



Reference point R3

Reference Point R3 represents the link between the ASN and the CSN. R3 consists of
the set of Control Plane protocols between the ASN and the CSN to support AAA,
policy enforcement and mobility management capabilities. It also encompasses the
Bearer Plane methods (e.g. tunneling) to transfer user data between the ASN and the
CSN.

Reference point R4

Reference Point R4 represents the link between an ASN and another ASN. R4
consists of the set of Control and Bearer Plane protocols originating/terminating in
various functional entities of an ASN that coordinate MS mobility between ASNs and
ASN GWs. R4 is the only interoperable reference point between similar or
heterogeneous ASNS.

Reference point R5

Reference Point R5 represents the link between a CSN and another CSN. R5 consists
of the set of Control Plane and Bearer Plane protocols for internetworking between
the CSN operated by the home NSP and that operated by a visited NSP.

Reference point R6

Reference point R6 located within an ASN and represents a link between the BS and
the ASN GW. R6 consists of the set of control and Bearer Plane protocols for
communication between the BS and the ASN GW. The Bearer Plane consists of intra-
ASN datapath between the BS and ASN gateway. The Control Plane includes
protocols for datapath establishment, modification, and release control in accordance
with the MS mobility events.

Reference point R7

Reference Point R7 located within the ASN GW and represents internal
communication within the gateway. R7 consists of the optional set of Control Plane
protocols e.g., for AAA and Policy coordination in the ASN gateway as well as other
protocols for co-ordination between the two groups of functions identified in R6. The
decomposition of the ASN functions using the R7 protocolsis optional.

13



Reference point R8

Reference Point R8 located within an ASN and represents a link between two base
stations. R8 consists of the set of Control Plane message flows and optionally Bearer
Plane data flows between the base stations to ensure fast and seamless handover. The
Bearer Plane consists of protocols that allow the data transfer between Base Stations

involved in handover of a certain MS.

2.1.3 ASN Reference M ode€l

2.1.3.1 ASN Definition

The Access Service Network (ASN) defines a logical boundary and represents a
convenient way to describe aggregation of functional entities and corresponding
message flows associated with the access services. The ASN represents a boundary
for functional interoperability with WIMAX clients, WIMAX connectivity service
functions and aggregation of functions embodied by different vendors. Mapping of
functional entities to logical entities within ASNs as depicted in the Network
Reference Model (NRM) is informational.

2.1.3.2 ASN Decomposition

ASN

Figure 3: ASN Reference Modd containing a single ASN GW
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An ASN shares R1 reference point (RP) with an MS, R3 RP with a Connectivity
Service Network (CSN) and R4 RP with another ASN. The ASN consists of at least
one instance of a Base Stations (BS) and at least one instance of an ASN Gateway
(ASN GW). A BSis logically connected to one or more ASN Gateways (Figure 4)
The R4 reference point is the only RP for Control and Bearer Planes for
interoperability between similar or heterogeneous ASNs. | nteroperability between any
types of ASNSs is feasible with the specified protocols and primitives exposed across
R1, R3 and R4 Reference Points.

R1
-=—-4d BS

Figure 4. ASN Reference Modd containing multiple ASN GW

When ASN is composed of n ASN GWSs (where n > 1), Intra ASN mobility MAY
involve R4 control messages and Bearer Plane establishment. For all applicable
protocols and procedures, the Intra-ASN reference point R4 shall be fully compatible
with the Inter-ASN equivaleri.

2.1.3.2BS
The WIMAX Base station (BS) is defined by the standard as a logical entity that

embodies a full instance of the WIMAX MAC and PHY in compliance with the IEEE
802.16 suite of applicable standards and may host one or more access functions. Thus,
it is responsible for providing the air interface to the MS. Additional functions that
may be part of the BS include micro mobility management functions, such as handoff
triggering and tunnel establishment, radio resource management, QoS policy
enforcement, traffic classification, DHCP (Dynamic Host Control Protocol) proxy,

key management, session management, and multicast group management. A BS may
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be connected to more than one ASN GW if required, as a load balancing or

redundancy option.

2.1.3.4 ASN GW
The ASN Gateway (ASN GW), as defined by the standard, is a logical entity that

represents an aggregation of Control Plane functional entities that are either paired
with a corresponding function in the ASN (e.g. BS instance), aresident function in the
CSN or a function in another ASN. The ASN GW may also perform Bearer Plane
routing or bridging function. Practically the ASN GW is a control and data traffic
aggregation point within the ASN.

Functions within the ASN GW include service flow authorization, service flow
authentication, key distribution, session and context maintenance, handover
coordination, mobility management, paging control, RRM control/relay, data path
management, QoS and policy enforcement, traffic classification, mobile IP foreign
agent, accounting client and routing to the selected CSN.

The ASN GW may be decomposed as shown in Figure 5 into the decision point (DP)
which includes non-bearer plane function and the enforcement point (EP) which
includes bearer-plane function. DP and EP are connected through the reference point
R7.

i ASN GW

Decision Point {DP)
R6 R3

|
| | R7

Enforcement Point (EP)

Rd

Figure 5: ASN GW Decomposition
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2.1.4 ASN Profile Introduction

A profile maps ASN functions into BS and ASN GW so that protocols and messages
over the exposed reference point are identified. (The following text describes the three
profiles of an ASN based on the R1 v1.2 Stage 2 specifications.) These three profiles
show three possible implementations of the ASN and do not necessarily mandate a
vendor to support all three. If a vendor chooses to implement any given profile, then
that vendor’s implementation shall conform to the chosen profile. The depiction of a
function on either the ASN GW or the BS in the figures below does not imply that the
function exists in all manifestations of this profile. Instead, it indicates that if the
function existed in a manifestation it would reside on the entity shown.

2.1.4.1 Profile A

ASN functions are mapped into ASN GW and BS as shown in Figure 6. Some of the
key attributes of Profile A are:
Handover (HO) Control isinthe ASN GW
Radio Resource Control (RRC) is in ASN GW that allows Radio Resource
Management (RRM) among multiple BSs
ASN Anchored mobility among BSs shall be achieved by utilizing R6 and R4

physical connections.

17



R3

gL Faging Autnariticamr
II:E 2. Eﬂﬁ..’“ Contralier
Handver LeowzitaHn ey
Eunclicn gl ster Diistribuibor R4
Conent DHCF
ASN-GW Sunchicn MR FA Preco ' Ralay
- Srv. Shony
FRIFE Clismt Aulh
AAA ] et BRC
ASN fE
(Types 1 - Dt R Funetion
Type 2 - Optional)
ES Haneewer ) ) Auih
R Fwging) Acpert Rl
S";_q;“""“ Ky Receer
* ASN Anchored Mability shall be possible over RS and R4
* Support for this funclion s optional.

Figure 6: Functional View of ASN Profile A

Table 1 illustrates the reference points over which intra-profile intraaASN
interoperability is achieved in accordance with Profile A.
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Table 1: Profile A Interoperability Reference Points

2.1.4.2 Profile B

Profile B ASNs are characterized by unexposed intraeASN interfaces and hence intra-
ASN interoperability is not specified. However, Profile B ASNs shall be capable of

interoperating with other ASNs of any profile type via R3 and R4 reference points.
Inter-ASN anchored mobility shall be possible via R4.
Mapping of ASN functions is not specified for Profile B ASNs and as such there can

be several different realizations of a Profile B implementation. These include, for

example, implementations where all the ASN functions are located within a single
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physical device such as an Integrated BS network entity (IBS), and ones where ASN

functionality is distributed over multiple network nodes.

3
Location Registar
BS FA e
1
Fagng Controller |
Authenticator/AAACant PRIR Client Ryt
Faging Agent |
Hay Cistributar
Contést Fr |
| sfA || FRRC |
Key Recaiver —
s || RRA | Doata Fatn Fr
DHCP ProwyRelay Handaft Fn

Motes
1. Mo assumption made on physical co-location of functions withn an ASN
2 Allews cenlralized, distibuted or Fybad implementations. Intra ASN interfaces are not exposad in this profile

Figure 7: Functional View of ASN Profile B

2.1.4.3 ProfileC

According to Profile C, ASN functions are mapped into ASN GW and BS as shown in
Figure 8. Key attributes of Profile C are:
HO Control isin the Base Station.
RRC isin the BS that would allow RRM within the BS. An “RRC Relay” isin
the ASN GW, to relay the RRM messages sent from BS to BS via R6.
Asin Profile A, ASN Anchored mobility among BSs SHALL be achieved by
utilizing R6 and R4 physical connections.
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Figure 8: Functional View of ASN Profile C

Table 2 illustrates the reference points over which intra-profile intraeASN

interoperability is achieved in accordance with Profile C.
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Table 2: Profile C Interoperability Reference Points

2.1.5 ASN Functional Protocols

Protocol Layering of WiIMAX considers end-to-end protocol layering. Data and
control packets are forwarded from the MS to the CSN in uplink. The traffic is
concentrated in the ASN GW and forwarded to the CSN and same way, concentrated
in the ASN GW for downlink and distributed to the MSsresiding in different BSs. IP
packets use | P convergence sublayer (IP-CS) or Ethernet convergence sublayer (ETH-
CS) over |EEE 802.16e. The IP-CS with IP-in-1P encapsulation between BS and ASN
GW is considered in most designs. Bridging is also another way of routing packet
within ASN.
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Network Discovery and Selection implements manual or automatic selection of the
appropriate network. MS first discovers all the NAPs where each has an Operator ID
embedded into Base Station ID and transmitted with DL-MAP of each frame. And
MS continue to listen the channel for SII-ADV signal which system identity
information advertisement to advertise NSP IDs. The MS selects one NSP from the
list according to an algorithm and performs network entry and provide its identity and
its home NSP domain with a network access identifier (NAI). The ASN selects the
next AAA hop from the realm portion of the NAI.

IP Address Assignment is done through DHCP or AAA: ASN hosts DHCP relay or
DHCP proxy respectively. In order to deliver the point of attachment |P address to
MS. For IPv6 there is access router in ASN to obtain globally routable IP address.
The MS gets the care-of-address (CoA) from ASN and home address (HoA) from
CSN. Authentication and Security Architecture implements 802.16e security with
IETF EAP framework. AAA framework is used for service flow authorization,
mobility management and policy control. AAA framework is based on pull model in
which supplicant sends a request to ASN and ASN forwards it to AAA server. The
AAA return with appropriate response to ASN which set up the service and inform
the MS. The elements are depicted in Figure 9.

Authentication Authentication

Supplicant Relay Authenticator Server
MS BSs AAA Server
| | | |
A i |
< o L >le EAPIAUthentication Relay oo | EAPiapA )
I
I

' ASN

Figure 9 : Authentication Relay Insde the ASN

User and device authentication is supported with PKMv2 and EAP. PKMV2 is
between MS and BS and BS relays this EAP messages to ASN GW where AAA
client encapsulates the EAP and forwards to AAA server in the CSN over RADIUS.
EAP-AKA, EAP-TLS, EAP-SIM, EAP-PSK, EAP-TTLS are the supported EAP
types. Both user and device authentication is performed with double-EAP and device
credentials are in the form of digital certificate, secret key, or X.509 certificate.

Quality of Service Architecture in WiMAX complements the QoS framework in IEEE
802.16e-2005 QoS model. The QoS provides rich set of variety: per user and per
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service flow basis differentiated levels; admission control; bandwidth optimization.
QoS provides static and dynamic service flow creation. For each service there is
provisioned, admitted, and active states. When flow is in active state it starts getting
the service. Entities are Policy function and AAA server residing in CSN, Service
flow management residing in BS, and Service flow authorization residing in ASN
GW.

Mobility Management implements mobility with the ASN and across the. ASN-
anchored mobility iswhen MS moves within the same Foreign Agent domain residing
in ASN GW. Control signals use R6 and R8 reference points and data path shift
happens in ASN GW with new R6 to target BS when handover is complete. CSN-
anchored mobility additional to ASN-anchored mobility triggers the FA change
through Home Agent. Now, R3 and R4 reference points also become active.

Radio Resource Management is responsible to fully utilize the network by
information gathering and implementing decisions. The information such as radio-
related measurements; base station spare capacity reports are concentrated to assist
handover decision and load balancing decisions.

Paging and Idle Mode Operation is responsible to maintain a track and alert for MS
when it is in idle mode for battery power saving reasons. Paging is executed to alert
MS when there is an incoming message. MS is tracked when it isin the idle mode and
information is stored to a location register (LR). Granularity of track is bigger than
cell size since a paging group (PG) is composed of multiple cell and when a MS
moves across paging groups, location update occurs via R6 and/or R4. Paging
Controller (PG) in ASN GW retrieves the location from LR and alerts the paging
agent in (PA) in BSto signal to MS.

2.1.6 CSN Reference M odel

The Connectivity Service Network (CSN) consists of all the functions/equipment that
enable |P connectivity to WiIMAX subscribers. As a consequence, the CSN includes
the following functions:
User connection authorization and Layer 3 access (IP address allocation for
user sessions, AAA proxy server and functions)

QoS management (policy and admission control based on user profiles)
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Mobility support based on Mobile IP (Home Agent (HA), function for inter-
ASN mobility)

Tunneling (based on IP protocols) with other equipment/networks (ASN-CSN
tunneling support, inter-CSN tunneling for roaming)

WiMAX subscriber billing

WIMAX services (Internet access, location-based services, connectivity for

peer-to-peer services, provisioning, authorization and/or connectivity to IMS).

2.2 Network Functionalities

2.2.1 Mobility M anagement

The WiMAX mobility-management architecture was designed to
Minimize packet loss and handoff latency and maintain packet ordering to
support seamless handover even at vehicular speeds
Comply with the security and trust architecture of IEEE 802.16 and IETF
EAP RFCs during mobility events
Supporting macro diversity handover (MOHO) as well as fast base station
switching (FBSS)7
Minimize the number of round-trips of signaling to execute handover
Keep handover control and data path control separate
Support multiple deployment scenarios and be agnostic to ASN decomposition
Support both 1Pv4- and 1Pv6-based mobility management and accommodate
mobiles withmultiple 1P addresses and simultaneous IPv4 and [Pv6
connections
Maintain the possibility of vertical or intertechnology handovers and roaming
between NSPs
Allow a single NAP to serve multiple MSs using different private and public
I P domains owned by different NSPs
Support both static and dynamic home address configuration
Allow for policy-based and dynamic assignment of home agents to facilitate

such features as route optimization and load balancing
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The WiMAX network supports two types of mobility:

(1) ASN-anchored mobility and (2) CSN-anchored mobility.
ASN-anchored mobility is also referred to as intracASN mobility, or micromobility.
In this case, the MS moves between two data paths while maintaining the same
anchor foreign agent at the northbound edge of the ASN network. The handover in
this case happens across the R8 and/or R6 reference points. ASN-anchored handover
typically involves migration of R6, with R8 used for transferring undelivered packets
after handover. It is also possible to keep the layer 3 connection to the same BS
(anchor BS) through the handover and have data traverse from the anchor BS to the
serving BS throughout the session.
CSN-anchored mobility is also referred to as inter-ASN mobility, or macromobility.
In this case, the MS changes to a new anchor FA, this is called FA migration. The
new FA and CSN exchange signaling messages to edtablish data-forwarding paths.
The handover in this case happens across the R3 reference point, with tunneling over
R4 to transfer undelivered packets. Figure 10 illustrates the various possible handover
scenarios supported in WiMAX.
Mobility management is typically triggered when the MS moves across base stations
based on radio conditions. It may also be triggered when an MS wakes up from idle
mode at adifferent ASN or when the network decides to transfer R3 end points for an
MS from the serving FA to anew FA for resource optimization. In many cases, both
ASN- and CSN-anchored mobility may be triggered. When this happens, it is simpler
and preferable to initiate the CSN-anchored mobility after successfully completing the
ASN-anchored mobility.
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Figure 10: Handover scenarios supported in WIMAX

2.2.1.1 ASN - Anchored Mobility

ASN-anchored mobility supports handoff scenarios in which the mobile moves its
point of attachment from one BS to another within the same ASN. This type of
movement isinvisible to the CSN and does not have any impact at the network- or | P-
layer level. Implementing ASN anchored mobility does not require any additional
network-layer software on the MS.

The WIMAX standard defines three functions that together provide ASN-anchored
mobility managment: data path function, handoff function, and context function.

1. The data path function (DPF) is responsible for setting up and managing the bearer
paths needed for data packet transmission between the functional entities, such as BSs
and ASN GWs, involved in a handover. This includes setting up appropriate tunnels
between the entities for packet forwarding, ensuring low latency, and handling special
needs, suchas multicast and broadcast. Conceptually, four DPF entities are defined in
WIMAX:
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a. anchor data path function, which is the DPF at one end of the data path that
anchors the data path associated with the MS across handovers;

b. serving data path function, which is the DPF associated with the BS that
currently has the |EEE 802.16e link to the MS;

c. target data path function, which is the DPF that has been selected as the target
for the handover; and

d. relaying data path function, which mediates between serving, target, and

anchor DPFsto dedliver the information.

2. The handoff (HO) function is responsible for making the HO decisions and
performing the signaling procedures related to HO. The HO function supports both
mobile and network initiated handovers, FBSS, and MDHO. Note, however, that
FBSS and MDHO are not supported in Release 1. Like the DPF, the HO function is
also distributed among many entities, namely, serving HO function, target HO
function, and relaying HO function. The serving HO function controls the overall HO
decision operation and signaling procedures, signaling the target HO function to
prepare for handover and informing the MS. Signaling between the serving and target
HO functions may be via zero or more relaying HO functions.

A relaying HO may modify the content of HO messages, and impact HO decisions.
The WIMAX standard defines a number of primitives and messages such as HO
Request, HO Response, and HO Confirm, for communication among the HO

functions.

3. The context function is responsible for the exchange of state information among the
network elements impacted by a handover. During a handover execution period, there
may be MS-relaied state information in the network and network-related state
information in the MS that need to be updated and/or transferred. For example, the
target BS needs to be updated with the security context of the MS that is being handed
in.-The context function is implemented using a client/server model. The context
server keeps the updated session context information, and the context client, which is
implemented in the functional entity that has the IEEE 802.16e air link, retrieves it
during handover. There could be a relaying context function between the context
server and context client. The session-context information exchanged between the
context client and server may include MS NAI, MS MAC address, anchor ASN GW
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associated with the MS, SFID and associated parameters, CID, home agent IP
address, CoA, DHCP Server, AAA server, security information related to PKMv2 and
proxy MIP, and so on.

2.2.1.2 CSN - Anchored M obility

CSN-anchored mobility refers to mobility across different ASNs, in particular across
multiple foreign agents. It is assumed that for the current release FAs belong to the
same NAP.

CSN-anchored mobility requires IP-layer mobility management. Mobile IP (MIP) is
the IETF protocol for managing mobility across IP subnets. Mobile IP is used in
WiMAX networksto enable CSN-anchored mobility.

The WIMAX network defines two manifestations of MIP implementations for
supporting CSN anchored mobility. The first one is based on client MI1P meaning that
the MS needs to have a MIP client (Mobile Node — MN). The other is based on
having a proxy MIP in the network, that is to say the MN is implemented in the ASN
on behalf of the MS. No particular software (change in IP stack) is needed to be
present in the MS with proxy MIP. Both proxy MIP and client MIP are mandatory for
the current specification of WiMAX. Coexistence may be also supported, though in
this case the MS should support either mobile IP with client MIP or regular 1P with
proxy MIP.

2.2.2 Radio resour ce management

The RRM function is aimed at maximizing the efficiency of radio resource utilization
and is performed within the ASN in the WiMAX network. Tasks performed by the
WIMAX RRM include (1) triggering radio-resource-related measurements by BSs
and MSs, (2) reporting these measurements to required databases within the network,
(3) maintaining one or more databases related to RRM, (4) exchanging information
between these databases within or across ASNs, and (5) making radio resource
information available to other functional entities, such as HO control and QoS

management.
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RRM function in WiMAX architecture introduces a concept of Radio Resource Agent
(RRA) and Radio Resource Controller (RRC) functional elements and signaling
between RRA and RRC and between RRC and RRC.

Implementation of RRM is optional because @) many RRM tasks are executed
autonomously and locally in each BS without any interaction to other RRM
Functional Entities in the ASN b) some RRM related signalling is implicitly inciuded
in signalling between other ASN functions, e.g. Handover function, QoS function. If
RRM is supported, then ASN SHALL have at least one RRC. The radio resource
agent (RRA) resides in each BS and collects and maintains radio resource indicators,
such as received signal strength, from the BS and all MSs attached to the BS. The
RRA also communicates RRM control information, such as neighbor BS set and their
parameters, to the MSs attached to it. The radio resource controller (RRC) is alogical
entity that may reside in each BS, in ASN GW, or as a stand-alone server in the ASN.
The RRC is responsible for collecting the radio resource indicators from the various
RRAs attached to it and maintaining a "regional” radio resource database. When the
RRC and the RRA are implemented in separate functional entities, they communicate
over the R6 reference point. Multiple RRCs may also communicate with one another
over the R4 reference point if implemented outside the BS and over the R8 reference
point if integrated within the BS.

Each RRA in the BS is also responsible for controlling its radio resources, based on
its own measurement reports and those obtained from the RRC. Control functions
performed by the RRA include power control, MAC and PHY supervision,
modification of the neighbor BS list, assistance with the local service flow
management function and policy management for service flow admission control, and
assistance with the local HO functions for initiating HO.

Standard procedures and primitives are defined for communication between the RRA
and the RRC. The procedures may be classified as one of two types. The first type,
called information reporting procedures, is used for delivery of BS radio resource
indicators from the RRA to the RRC, and between RRCs. The second type, called
decision-support procedures from RRC to RRA is used for communicating useful
hints about the aggregated RRM status that may be used by the BS for various
purposes. Defined RRM primitives include those for requesting and reporting link-
level quality per MS, spare capacity available per BS, and neighbor BS radio resource
status.
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Figure 11 shows two generic reference models for RRM as defined in WiIMAX. The
first one shows the split-RRM model, where the RRC is located outside the BS; the
second shows the RRC collocated with RRA within the BS. In the split-RRM case,
RRAs and RRC interact across the R6 reference point. In the integrated RRM model,
the interface between RRA and RRC is outside the scope of this specification, and
only the information reporting procedures, represented with dashed lines, are
standardized. The decision-support procedures, shown as solid lines between RRA
and RRC in each BS, remain proprietary. Here, the RRM in different BSs may
communicate with one another using an RRM relay in the ASN GW. The split model
and the integrated model are included as part of ASN profiles A and C, respectively.
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Figure 11: Generic reference models for RRM: (a) split RRM and (b) integrated RRM

2.2.3 Paging and | dle-M ode Operation

In order to save battery power on the handset, the WiMAX MS goes into idle mode
when it is not involved in an active session. Idle mode in mobile WiMAX is a
mechanism that allows the MS to receive broadcast DL transmission from the BS
without registering itself with the network.

Paging refers to procedures used by the network to seek an MS in idle mode in the
coverage area of a predefined set of Base Station(s) identified by a Paging Group (as
per IEEE 802.16e specification). In addition, Paging Update refers to procedures to
obtain location update or network entry from an MS in idle mode. Paging procedures
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are implemented using Paging MAC message exchanges between MS and BS, under
the control of a higher-layer paging management functions.

Paging Controller (PC): Paging Controller is a functional entity that administers the
activity of idlee-mode MS in the network. It is uniquely identified by aPC ID (6 bytes)
in |EEE 802.16e and may be either collocated with the BS or separated from it across
an R6 reference point. Each idle-mode M S requires a single PC containing its updated
location information. This PC is referred to as the anchor PC. Additional PCs in the
network may, however, participate in relaying paging and location management
messages between the Paging Agent and the anchor PC. These additional PCs are
called relay PCs.

Paging Agent (PA): The Paging Agent is a BS functional entity that handles the
interaction between the PC and the |EEE 802.16e-specified paging-related functions.
A Paging Agent is co-located with BS. The interaction between PA and PC is subject
to standardization only when it is performed through R6 reference point

Location Register (LR): The Location Register LR is a distributed database that
contains information about the idle mode M Ss. The information for each M S includes,
but is not limited to, current paging group ID, paging cycle, paging offset, and service
flow information. An instance of the LR is associated with every anchor PC. When an
MS moves across paging groups, location update occurs across PCs via R6 and/or R4
reference points, and the information is updated in the LR associated with the anchor
PC assigned to the MS.

Location ASNGW 1 Location ASN &W 2
Register Register
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Paging Paging
Controller Controller
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Figure 12: Paging Network Reference Model
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Paging Groups comprise a set of Base Stations. An access network (i.e. NAP) may
consist of one or more Paging Groups. A NAP may comprise one or more Paging
Controllers. Each Idle MS in the NAP is assigned a single Paging Controller, called
Anchor PC. An MS in idle mode must be accessible in the network during Paging
Intervals for Paging and Location Updates. PC and LR entries are created when MS
enters idle mode. User plane tunnel between FA, data path and BS areremoved. LR is
updated when idle M S crosses the boundary of Paging Group and is deleted when MS
exits idle mode.

An MS in idle mode periodically monitors the downlink transmission of the network
to determine the paging group of its current location. If it moves to a new paging
group, an M S performs a paging group update, during which it informs the network of
the current paging group in which it is present. When, due to pending downlink
traffic, the network needs to establish a connection with an MS in idle mode, the
network needs to page the MS only in all the BSs belonging to the current paging
group of the MS. Without the concept of the paging area, the network would need to
page the MSs in all the BSs within the entire network. Each paging area should be
large enough so that the MS is not required to perform a paging area update too often
and should be small enough so that the paging overhead associated with sending the
page on multiple BSs is low enough.

2.2.4 Networ k Discovery and Selection

The procedure is applicable to the first time use, initial network entry, network re-
entry, or when an MS transitions across NAP coverage aress. It is assumed that an
MS will operate in an environment where multiple networks are available and
candidate for the MS to connect to and also, multiple service providers which are
offering various services over the available networks. WiMAX networks are required
to support either manual or automatic selection of the appropriate network, based on
user preference. The solution proposed by the WiMAX standard to facilitate these
operations consists of four main procedures: NAP discovery, NSP discovery, NSP
enumeration and selection, and ASN attachment.

NAP discovery: According to this process, an MS discovers all available NAPs within
a wireless coverage area. The MS scans and decodes the DL-MAP of ASNs on all
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detected channels. The most significant 24 bits of the “Base Station ID” value (within
DL-MAP message) are used as the "Operator ID", which is actually the “NAP
Identifier” (NAP-ID). During NAP discovery and in order to increase the efficiency
of the procedure, information including previously detected and retained values,
and/or other stored information such as channel, centre frequency etc could be useful
to the MS.

NSP discovery: This procedure enables the MS to discover all NSPs that provide
servicein agiven ASN. So, in additionto NAP ID, an MSis also provided with a list
of available NSP Identifier (NSP-IDs) in order to have a complete view and
information on the network prior to making a selection decision. NSP-IDs is a unique
24-bit identifier or 32-byte NAl and may be formatted as a globally assigned
identifier or acombined MCC+MNC.

The MS discovers the NSPs by listening to a unsolicited, periodic transmission of
NSP IDs broadcast by the ASN during initial scan or network entry. NSP-IDs may be
also sent by the BS on demand by MS. Alternatively, the MS could maintain a
configuration with a list of NSPs. The list of NSP IDs SHALL contain only NSPs that
are either directly connected to the NAP's network or have a direct business
relationship with NAP.

In case of NAP+NSP deployment (i.e. a NAP managed/owned by a single NSP), there
is not need for separate provision of an NSP-1D. NAP-ID is sufficient.

If the configuration list in the MS does not match the NSP-IDs in the network
broadcast, the MS should get the list from the network.

The NSP-IDs received from the detected networks are mapped to an NSP realm either
by using stored configuration information in the MS or by making a query to retrieve
it from the ASN.

NSP enumeration and selection: An NSP Enumeration list produced after NSP
discovery process and is used by the MS for both automatic and manual NSP
selection. In the former case, the MS selects an NSP from the list, based on
information obtained from the service area and stored configuration. In the latter case,
the list is presented to the user for selection and seems useful for a user to check its

connectivity with a detected network or be serviced in a"pay for use" manner.



ASN attachment: Once an NSP is selected, the M S indicates its selection by attaching
to an ASN associated with the selected NSP and by providing its identity and home
NSP domain in the form of a NAI.

An MS indicates its NSP selection by attaching to an ASN associated with the
selected NSP, and by providing its identity and home NSP domain in form of NAI.
The ASN uses the realm portion of the NAI to route AAA transactions for the MS.
The MS SHALL use a decorated NAI with additional (IETF RFC 4282) when the
information need to be routed via another mediating realm (e.g., avisited NSP).

Configuration information: As stated before, configuration information stored in MS
is used to assist network entry discovery and selection and should include, among
others, items as follows:
Ordered, prioritized NAP and NSP Identifiers Lists for both manual and
automatic network selection
NAP/NSP mapping list indicating the supported NSPs per NAP.
NSP Change Count indicating whether the list of supported NSPs per NAP is
changed
Mapping table between 24-bit NSP identifiers and corresponding realm of the
NSPs
Physical information useful in NAP Discovery including channel, centre
frequency, and PHY profile
Security parameters related to ASN attachment phase e.g. user credentials for
authentication with a NSP purposes.
Network deployment mode indicating NAP+NSP mode or NAP sharing mode.

2.2.5 Authentication and Security Architecture

The WiMAX authentication and security architecture is designed to support all the
IEEE 802.16e security services, using an |IETF EAP-based AAA framework. In
addition to authentication, the AAA framework is used for service flow authorization,
QoS policy control, and secure mobility management.
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2.2.5.1 AAA Architecture Framework

The WiIMAX Forum recommends using the AAA framework based on the pull
model, interaction between the AAA elements as defined in RFC 2904. The pull
sequence consists of four basic steps.
1. The supplicant MS sends a request to the network access server (NAS)
function in the ASN.
2. The NAS in the ASN forwards the request to the service provider's AAA
server. The NAS acts as an AAA client on behalf of the user.
3. The AAA server evaluates the request and returns an appropriate response to
the NAS.
4. The NAS sets up the service and tellsthe MSthat it is ready.

Figure 13 shows the pull model as applied to the generic WIMAX roaming case.
Here, steps 2 and 3 are split into two sub-steps, since the user is connecting to a
visited NSP that is different from the home NSP. For the non-roaming case, the home
CSN and the visited CSN are one and the same. It should be noted that the NAP may
deploy an AAA proxy between the NAS(s) in the ASN and the AAA in the CSN,
especially when the ASN has many NASs, and the CSN is in another administrative
domain. Using an AAA proxy enhances security and makes configuration easier,
since it reduces the number of shared secrets to configure between the NAP and the
foreign CSN.

ASN Visited CSN Home CSN
1 2a 2b
MS NAS ™| AAA Proxy P AAA Server
- - Server | g
4 3b 3a

Figure 13: Generic AAA roaming model

In the WiIMAX architecture, the AAA framework is used for authentication, mobility
management, and QoS control. The NAS is a collective term used to describe the
entity that performs the roles of authenticator, proxy-MIP client, foreign agent,
service flow manager, and so on. The NAS resides in the ASN, though the
implementation of the various functions may reside in different physical elements
within the ASN.
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2.2.6 |P Address Assignment
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| Pv4 address management is referring to point-of-attachment (PoA) 1P addresses. POA
addresses are dynamic and are delivered to the MS via DHCP. (Alternatively, the
home CSN may allocate IP addressesto an ASN via AAA, which in turn are delivered
to the MS via DHCP. In this case, the ASN will have a DHCP proxy function as
opposed to a DHCP relay function).

Therelease 1 of the standard does not deal with overlapping |P addresses.

When an MS is an | P gateway or host, a POA IP address is allocated to the gateway or
the host, respectively. If the MS acts as a layer 2 bridge (ETH-CS), | P addresses may
be allocated to the hosts behind the MS.

For fixed access, the |P address @) has to be routable in the CSN and ASN, b) must be
allocated from the CSN address space of the home NSP and c) may be either static or
dynamic. Static IP addresses may be assigned by manual provisioning in the MS or
via DHCP, while dynamic IP addresses are based on DHCP. The DHCP server
resides in CSN domain that allocates the POA address. A DHCP relay exists in the
network path to the CSN. The DHCP proxy may reside in ASN and retrieves IP host
configuration information during access authorization (i.e. during AAA exchange).
For nomadic access, dynamic | P address assignment based on DHCP is assumed. The
DHCP server resides in home or visited CSN domains. As in fixed case, the DHCP
proxy may reside in ASN and retrieves IP host configuration information during
access authorization (i.e. during AAA exchange).

For portable and mobile access, dynamic allocation from either the home or the
visited CSN is allowed, depending on roaming agreements and the user subscription
profile and policy. In case of Proxy-MIP, PoA IP address assignment (Mobile IP
home address) is based on DHCP. In case of Client-MIP, IP addressing will be based
on MIP [RFC 3344] instead of DHCP.

The functional entity residing in ASN may be either a DCHP relay or a DCHP proxy.
DHCP relay is used when MS initiates DHCP and address need to be retrieved from
DHCP server. DHCP Proxy is used when MS initiates the DHCP and address is
available during authentication from AAA server.
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3. WiMAX ASN Gateway Design

3.1. WiMAX ASN Gateway Data Plane Overview
This chapter presents a functional description of the ASN GW Data Plane, based on

the WiMAX standards.

3.1.1 Data Plane Functionality
The main functions of the data plane subsystem are summarized as follows:

GRE encapsulation-decapsulation: GRE tunneling is used for the datatraffic in the
R6 and the R4 reference points. The WiMAX specifications state that:

no checksumwill be used in the GRE packets;

the “Key” option is used for the Data Path ID;

the “ Sequence Number” option may be used for handover optimizations and
that Packet Header Suppression (PHS) may also be used.

IP over IP encapsulation-decapsulation: IP over IP is the proposed tunneling
method for datatraffic over the R3 reference point. However it is stated that GRE can
also be used in R3 without the “Key” and “ Sequence Number” options.

Packet classification: Several types of classification are needed for the traffic that the
data plane will handle. The classification can be actually performed in different
stages. In the first stage for example the control traffic can be identified from the data
traffic, based on the fact that control messages are not encapsulated and use the UDP
protocol with specific ports. The second stage can perform GRE (or [PolP)
classification, and the third stage can perform inner packet classification (both for the

IP and the Ethernet convergence sublayer).

QoS Marking: The datatraffic will be passed through a quality of service module to
mark the packets so asto alow QoS discrimination per flow.

Traffic management: Traffic will be switched/routed between MS (R6), CSN (R3)
and other ASN GWs (R4). The ASN GW plays the role of the FA in order to support
MIP. The WIMAX specification states that the possible granularities can be per
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service flow, per MS, or per BS. The granularity of the tunnels is defined and handled
by the Data Path function located in the control plane.

Accounting support: User data packet or octet counting will be supported. The
counting can be performed per user service flow. Counting of control packets or
octets is optional.

Handover support: The data plane can (optionally) provide support for handover
optimizations. This includes multicasting and buffering.

Security: R6 and R4 have an end-to-end secure channel, including privacy. The
channel security may be implemented using physical security, 1Psec or SSL, VPNs,
etc. R3 may not have an end-to-end secure channel. In this case, lower layers are
assumed to be insecure and the signaling protocols and data traffic provide their own

security when needed.
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3.2 WiMAX ASN Gateway Control Plane Overview

3.2.1 Control Plane Functionality

3.3.2.1 General description

The WiMAX network reference model defines multiple profiles for the ASN in order
to accommodate varying network operator requirements and the vendors preference
for different network architectures. Interoperability among ASN elements (BSs and
ASN GW) is supported among all productsthat comply with the specifications for the
same ASN profile. Each ASN profile calls for a different decomposition of functions
within the ASN. ASN profile B calls for a single entity that combines the BS and the
ASN GW. Profiles A and C split the functions between the BS and the ASN GW
slightly differently, specifically functions related to mobility management and radio

resource management.

Profiles A and C both use a hierarchical model with atopology similar to that used in
cellular networks and that is well suited to support full mobility. In profile A, the
handover function isin the ASN GW; in profile C, it isin the BS, with the ASN GW
performing only the handover relay function. Also, in profile A, the radio resource
controller (RRC) is located in the ASN GW, allowing for RRM across multiple BSs.
In profile C, the RRC function is fully contained and distributed within the BS.

The separation of the radio functionality and network management residing in the
ASN gateway, native in profile C, facilitates inter-vendor interoperability as it allows
network operators to select a different vendor for each function and so avoid conflicts
and duplications. Furthermore, profile C does not require a separate ASN gateway for
the radio management functions and thus, gives the opportunity to fixed operators to

use existing access servers (e.g. BRAS) instead of deploying an ASN GW gateway.
In general, the ASN gateway, through its control plane functionality,

@ provides ASN location management and paging
@ actsasaserver for network session and mobility management

@ performs admission control and temporary caching of subscriber profiles and

encryption keys
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@ actsas an authenticator and AAA client/proxy, delivering
RADIUS/DIAMETER messages to selected CSN AAA

@ provides mobility tunnel establishment and management with BSs

@ actsasaclient for session/mobility management

@ performs service flow authorization (SFA), based on the user profile and QoS

policy

@ provides foreign-agent functionality

@ performsrouting (IPv4 and IPv6) to selected CSNs.

Functional Related Standards Function ASN Entity Name
Category Profile | Profile | Profile
A B C
WIiMAX architecture, | Authenticator ASN ASN ASN
Stage 2, Stage 3, |IEEE GW GW
802-16e, RFCs 2904, ——
Security | 4017, 2104, 3748, 2716, A“thfggca“o” BS | ASN BS
4187, 27594282, 2138 Y
2869, 3579, 3588 . Key distributor | ASN ASN ASN
GW GW
Key receiver BS ASN BS
WiMAX architecture, Data path ASN ASN ASN
Stage 2 ,Stage 3, |EEE function GW & GW &
802-, RFCs 3344, 3024, BS BS
N 2812’33524’3331’ 2132, Handover | ASN | ASN BS
Mobility ’ ’ ' control GW
Context server ASN ASN ASN
and client GW & GW &
BS BS
MIP foreign ASN ASN ASN
agent GW GW
WIiMAX architecture, | Radioresource | ASN ASN BS
Radio gg;ge 2], Stage 3, IEEE controller GW
resource ]. Radio resource BS ASN BS
manageme agent
nt
WIiMAX architecture, | Paging agent BS ASN BS
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Paging Stage 2, Stage 3, RFC Paging ASN ASN ASN
3344, (RFC 966]) controller GW GW

WiMAX architecture, | Service flow ASN ASN ASN

QoS Stage 2, Stage, |EEE | authorization GW GW
802.16e, RFC 2748, Authenticator | ASN | ASN | ASN

GW GW

Service flow BS ASN BS

manager

Table 3: AN functional entities

Accordingly, in the following Figure 14, a generic block diagram for the ASN GW

control plane is shown. The block diagram proposes a possible decomposition of the

main ASN GW control plane functionality into various software modules. Note that
this block diagram has been constructed in a profile agnostic manner.
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:
i
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Figure 14: ASN GW Control Plane Block diagram
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3.3.2.2 Description of the ASN GW Control Plane blocks

In the following, the modules that comprise the ASN GW control plane block diagram
depicted in Figure 14 are described. These modules residing in ASN GW participate
in one or more WiMAX control functions.

Data Path M odule

The Data Path module will be responsible for setting up user data bearer in user data
path and track session information on this path. It will control the traffic and may also
support both 1P and Ethernet convergence sub-layers for bearer. This module will be
also responsible for managing (creating/deleting) GRE tunnels in the respective
R6/R4 reference points and accordingly, switching traffic from GRE tunnels to | PolP
(MIP) tunnels. It will be also used to support handover functionality in terms of
relaying paths to other ASN GWs and might be also used to render optimized
handovers by offering bi-casting and/or buffering capabilities.

Session M anagement M odule

The Context Function within Session management module will be responsible for
creating, deleting, modifying and reading MS context (AK context, Network context,
MAC context etc). It will be also responsible for transferring contexts to/from ASN
GWSBS. MS context will be kept in failure safe memory areas.

The Handover Function on the other hand will control handovers in both micro (ASN
anchored) and macro (CSN mobility cases). In the micro- case, it will be responsible
for selecting the target BSs from a candidate list, propagated via HO messages,
negotiate the HO and finally select the target BS. It also collaborates with Data Path
function for configuring the user data path in case bicasting and/or buffering
capabilities are offered to optimize the HO procedure. Furthermore, in the macro-
case, this module must be able to handle probable FA re-anchoring (Relocation of FA
with updated CoA).



Security Module

This module implements functionality pertinent to authentication and security. It
contains Authenticator, Key Distributor and the AAA client. The Authenticator is
actually the entity defined in the EAP specifications as the end of the link initiating
EAP authentication during MS network entry. The Key distributor is responsible for
holding security keys, either fetched or locally derived during the EAP exchange.
AAA client is responsible for the communication with the AAA server in the CSN
over the respective AAA protocol, thus it also has the responsibility to map the

Authentication relay protocol to AAA protocol for transfersto AAA server.

The security module may support multiple types of authentication e.g.
Device/User/Both Device& User authentication however, only User authentication
might be adequate since, according to the current release of NWG specifications,
device authentication is an optional procedure.

Accounting Module

This module will be responsible for the accounting procedures based in RADIUS
protocol. It will offer both Offline (post-paid) and Online (pre-paid) Accounting: In
Offline accounting user will not be charged while he is being served, but duration
based charging information are generated and stored in the form of UDRs In Online
accounting user is continuously monitored against its remaining credits provided by

HAAA server. Once he consumes its prepaid balance, he must be denied to be served.

Routing

This module may be used to facilitate the packet forwarding by populating various
tables like L3 routing table, multicast table etc. Routing tables will be used for routing
packetsinto NAP and CSN if L3 transport is used for R3, R4 and R6 interfaces.

Proxy/Relay ARP

Proxy/Relay ARP module is responsible for MS MAC address hiding. In this way,
ASN GW is configured to act on behalf of MS and reply to the external ARP requests
for MS or relay ARP requests generated by MS.
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Update forwarding entries

This module is responsible for updating (adding/modifying/deleting) the forwarding
entries stored in the form of a CAM in the switch board. The control plane through
this module is aware of which data plane blade serves each active node and may fill
the respective CAM in the switch board with the necessary entries. When events like
network exit or handover occur, it deletes or changes the entries as required.

QoS module

The main part of the QoS module will be the Service Flow Authenticator either
Serving or Anchor and will be responsible for admission control based on local
policies and resource availability, for handling (creating/modifying/deleting) pre-
provisioned and dynamic service flows, for acquiring (through AAA client) policies
stored inthe HAAA, for performing policy enforcement using a local policy database
and an associated local policy function (LPF) and for data path
(pre)registration/(pre)deregistration in association with Handover Function.

RRM module

The RRM module will be represented by the Radio Resource Controller entity and
will be present only when profile A is considered. This module will be responsible for
collecting radio resource indicators from the controlled BSs, to maintain alocal radio
resource database and accordingly, to assist WiMAX functions which impact radio
resources e.g. QoS, service flow admission control, mobility management etc.

| P addressing module

This module will be responsible for managing the IP address allocation for MS. This
module implements DHCP Relay or a DHCP Proxy and uses them depending on the
way that the |P address is obtained by MS. DHCP Relay is used when address needs
to be retrieved from DHCP server in the CSN, whereas DHCP Proxy is used when the
address has been already retrieved from AAA server during authentication. DNS
establishments will be also supported by this module. The IP addressing module will
be also interfacing with the mobility module especially for coordinating MIP
registration and I P address assignment in the portable/mobile access scenario.
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M obility module

The mobility module implements Proxy-MIP and Foreign Agent functionality in order
to support mobility of the MS in multiple access networks including roaming
situations. This module is responsible for advertising MIP to support Client-MIP, for
updating mobility context related to session management module. This module is also
interfacing with IP addressing module as stated before where, Proxy-MIP client is
responsible for MIP registration and de-registration with HA.

L ocation update / Paging module

This module will be responsible for paging and idle mode operation of MS. It will
implement the Paging Controller entity that handles one or more paging groups,
connects to other paging controllers in the network, triggers the paging agents in
BS(s) and updates location register whenever MS moves infout of IDLE mode or
when MS updates its own location. The Location Register will be a distributed
database containing information about Idle mode M Ss.
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3.3 WIiMAX ASN Gateway Management Plane

3.3.1 Management Plane functionality

The management plane will be responsible for managing the ASN GW. It will
allocate functionalities into management functional areas divided as per ITU-T X.700
standard in Fault, Configuration, Accounting, Performance and Security management,
also known as FCAPS. The way in which the ASN GW management is distributed
around those functional areas is described in the following sections (see also Figure
15).

Configuration
Fault Managemeant Manag nt Accounting Management
Performance Management Security Management
CLI SHMP Web Interface

Figure 15: ASN GW Management Plane Block diagram

Fault M anagement

Fault management will include the development of functions that address alarm
surveillance, testing and fault isolation. Alarm surveillance alows the reporting
alarms with different levels of severity along with the possible cause of alarm. Testing
will be needed for tracking the progress and retrieving/reporting the results. Fault
detection and isolation functions permit the managing system to use techniques such
as alarm correlation and diagnostics testing to determine the location and root cause
of the fault so that necessary corrective action may be taken. Special care will be
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devoted to the case of failover, where appropriately defined actions will manage to
transfer the ongoing load to the redundant blade(s).

Configuration M anagement

Configuration management functions, as the name reveals, will be responsible for the
starting-up and configuration of managed components of the ASN GW. They will
manage availability on resources and services and also monitor and control their state
and status information. Configuration management will have the task to
add/delete/modify/reset resources and their parameters, and to properly configure the
available physical/logical interfaces, ports, temperature thresholds and/or other system
specific parameters e.g. DHCP server, AAA server etc. Last but not least, software
upgrade processes will be also controlled by the configuration management

functionality.

Accounting M anagement

Typically, this functional area includes collecting usage data for the resources used in
providing a service, prior to generating an invoice by applying a tariff associated with
the service. Such management function is judged as needless and will be not explicitly
considered in the framework of this study. However, minor accounting management
functions may be implemented for statistical and logging purposes.

Perfor mance M anagement

Performance management related functions will address issues concerning the
monitoring of performance parameters e.g. delays, errors etc, the collection and
processing of such resource performance information and the derived data statistics
for obtaining insight to the behaviour and effectiveness of the managed resources.
Setting proper thresholds for the different measured parameters and determining the
alarms that will be produced in case of threshold crossing will be also developed.
Performance management functions will be also responsible for applying control
mechanisms to prevent traffic congestions e.g. by balancing the load among the data

(control) plane blades.
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Security M anagement

Security management will address issues concerning the controlled access to system
resources, facilities and information and the protection of the managed system against
intentional or accidental abuse, unauthorized access, and communication loss. The
provisioned security management functions will be able to manage user
authentication, to support accounts including the option to give variant access rights
into specific groups of users and to handle the details (rules) of the access. Security
auditing will specify the type of event reports that should be contained in alog that is
to be used for evaluating the security mechanisms and their performance. Specific
security alarm notifications need to be defined for informing about security violation
attempts, along with parameters and semantics.

3.3.2 Data M odel

The ASN GW node organizes and maintains all the available managed objects in a so-
called configuration tree. A configuration agent lying within the ASN GW is
responsible for advertising this structure to the configuration clients, thus rendering
the ASN GW manageable.

Management Plane

Configuration & germ
",
i |
.z"x-,v:'.\

IFC o Ao IPc
CU Client|  Data Streaming - " Daza wreaming | GLIClient

oA {.rf .

i-\. .-:I [\. .-':I Il'. .": I". .':

Configuration Tree

Control Plane

Flrdn il 4 I Moz 2 I wan Flzduis ™ I

Data Plane

Figure 16: ASN GW Architecture Design
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In such a hierarchical tree structure al nodes can be uniquely addressed and accessed
by specifying the exact path resulting to that node, sarting from the root.
The configuration tree actually defines the management view of the ASN GW,
comprising of several managed objects. A managed object is actually a subtree within
the configuration tree. Such subtrees comprise each of a set of nodes which are related
in some way. A managed object may also consist of one single node.

A portion of atypical configuration tree might look like this:

Root

I

+-— ASN Gateway
I

+- Host Config
I

+- ACLs

I
+ ... [eto)

Under the ASN Gateway node the managed objects can be organized like this:

Root
I
+- ASN Gateway
I
+- iuthentication
[
| + ... [more nodes)
I
+- MIF
I
+- PMIF
I
+- DHCF
I
+- Context
I
+— Data Path
I
+- LAl Client
I
+- Paging
I
+- Hand-Crrer Relaw
I
+- ... (more nodes)

I
+- BEREM Relawy
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Under the Context node, the subtree might look like this:

LSN Gateway

I
+- Context

I
+- Statistics

[
+—%— CtxtRegTx

I
+- ...

I
+—%— CtxtReghx

— Configuration

+-—*%— Ctxt Reg-Retries

+- ...

I

+—%— Ctxt BEpt-timeout
None of these example trees depict the exhaustive list of nodes, managed objects, or
parameters albeit it can be easily perceived that the complete list will comprise a set
of nodes that are needed to manage the functional modules of the ASN GW control
plane.

A node is the basic element in the configuration tree and it represents the managed
objects that can be manipulated by various management actions. Two kinds of nodes
are considered in the configuration tree: "Interior nodes' (or simply "nodes') and
"leaf nodes’ or just "leaves'. An interior node can potentially have an unlimited
number of child nodes (interior and leaf), but cannot store any value. On the other
hand, a leaf doesn't have any child nodes, but represents parameters and stores values
for those parameters. In addition, the node in which leaves are attached is called the

"edge node" for these leaves.

In the example of the context subtree, above, the Context node is an interior node, as
so are the Configuration and Satistics nodes. Under the Configuration node, leaves
for the appropriate parameters are attached and in the same manner, the Satistics
node holds the leaves pertinent to datistical values. The Satistics and the

Configuration nodes are edge-nodes for their respective leaves.
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Every leaf node has a"name" and a "type". The leaf's type controls the kind of value it
can store. Leaf types will be defined such as. text, integer, timestamp, |P address,
MAC address, binary object, reference, pointer, etc. Every interior node has also a

"name" and belongsto a"class' or "type" which specifies:

The names and types (classes) of interior nodes it can have as children (if
any), aswell as whether any of them are mandatory.

The names and types of leave nodes it can have as children as well as if any of
them are mandatory

A set of optional class-specific operations (hooks) pertinent to the node and
corresponding to the tree manipulation primitives. These operations allow the
definition of class-specific actions to the tree-manipulation primitives.
Specifically hooks for the following primitives will be provided: validate,
create, delete and possibly other. The role of these node-type-specific
operations will be discussed below.

In addition, every interior node has two sets of access-control flags associated with it.
One set regulating read-access and the other regulating write access. Their role will be
discussed below.

Note

Special performance issues apply to leaf nodes holding statistics counters. While
accessing and retrieving the value of a statistics counter is an operation not unlike the
value-retrieval from other leaf nodes, updating a statistics counter is an operation that
occurs (or can occur) very often (several times per second, or even once for every
processed packet). Special optimizations for updating these nodes will be considered
and discussed in afuture release of this document.

3.3.3 Detailed Node Type Definition

Every interior node is associated (belongs to) a Node Type. Node types (or Classes)
are specified using Node Type Definitions with one or more Node Type Definitions.
A Node Type Definition has the following attributes:
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Name: Every node type registered has a unique name.

Leaf Node Definitions: A node type contains a set of definitions. Specifying
the leaf nodes that nodes of this node type are allowed (or required) to have
and the characteristics of this nodes

Child Node Definitions: A node type contains a set of definitions specifying
the child nodes (internal nodes) that nodes of this node type are allowed (or
required) to have and the characteristics of those child nodes (including, in
turn, their node types)

Operations. A set of optional class-specific operations (hooks) pertinent to
the node and corresponding to the tree manipulation primitives as described
above.

L eaf Node Definition:

A leaf node definition (within a node type definition) contains the following

information:

Name: The name of the leaf node.
Type: The type of the leaf node. One of
o STRING (asequence of characters)
o BINARY OBJECT (an unstructured data buffer)
o INTEGER (32 hit unsigned value)
o |PADDRESS (32 bit value, most significant first)
o MAC ADDRESY( 48 bit value, most significant
o PATH (avalid absolute or relative path leading to a Configuration tree
node)
Default Value
Mandatory Status. When a leaf node has the mandatory property set, it

means, that the leaf node must exist in order for the tree to be valid.



Child Node Definition:

A Child node definition (within a node type definition) contains the following

information:

Name: Every node type registered has a unique name.

Type: It specifiesthe type of the interior node.

Mandatory Status. When a Child node has the mandatory property set, it
means, that the Child node must exist in order for the tree to be valid.

Example of Node Type Definitions:

**Mode Type: * %
*Matme: * "Interfaces™
*Leaf Node Definitions:* <empty:
*Child Node Definitions:®
FEMName: ¥F Tethtr
#*Type:** "Ethernet If"
#*Mandatory Status:** "Not Mandatory™

** Mot *F TRPPEM

**Type:** "PPP Tf"

**Mandatory 3tatus:** "Not Mandatory®
*Operations: ¥ <empty:

**Node Type:**
*Name: * "Ethernet I£"
*Leaf MNode Definitions:*
**WNaane: ¥* "IP Address"
**Type:** "IP ADDRESIS"
**Dhefault wvalues: **"No™
**Mandatory Status:** "Mandatory®

3.3.4 Relational Database

Our configuration tree is manipulated in memory and will be saved for maintaining
persistence. Two different ways for saving this hierarchical data structure
(configuration tree) will be provided and are described as follows:
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File-backed storage mode: in this mode, the configuration tree will be saved
in a file in a hard disk. The save procedure starts whenever the agent
terminates its operation or alternatively, whenever a user requests for saving
the tree in a file under a specific name. A restore procedure will be aso
provided so that the user can restore the configuration tree from afile.
Relational-database storage mode: in this mode, the configuration tree will
be stored in a relational database. The reason behind this choice stems from
the requirement to perform complex queries to the configuration tree, a
possibility that is natively facilitated by an RDBMS.

In this database we can represent the structure of the nodes, leafs and their values.
When the agent starts, the configuration tree is loaded from this database. The
database will always be updated. This update procedure of the database is not
synchronous with the changes in the configuration tree. When we change the content
of the configuration tree with the primitives, we also have to change the content of the
database. The procedure, starting by client issuing a primitive and ending with the
application of the primitive to both the configuration tree and to its relational
representation in the database. This procedure might look like this:

Primitiva
Configuration Agent

Primitive

Queue

Primitive

DB Agant

saL
II

Database
Figure 17: Relational-database storage mode Procedure
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When the primitive is sent to the configuration agent, it performs the changes to the
in-memory tree and pushes the primitive in a queue to be served by a special
asynchronous entity (e.g. thread) inside the configuration agent called the "database
agent”. The database agent is responsible to perform the changes in the database.
Many primitives derive from different sources as the configuration agent can be
connected with different clients. The database agent must know from which source

the primitive comes from.

We will use transactions. With transactions, we have the ability to execute a set of
gueries as a unit. The results of a transaction can be committed or rolled-back. Each
primitive has its own transaction and as a result we can secure that the changes in the
database will be atomic as in the case of the configuration tree. The configuration tree
and the database must be synchronized when the agent starts. The tree is also
synchronized when the database agent fails to process and commit a primitive. In this
case, the queue is discarded and the configuration tree and the database are
synchronized. After the synchronization, the configuration agent can continue
receiving primitives from the clients. Although this synchronization process is time
consuming and complex, we do not expected to happen often.

The configuration agent maintains multiple sessions to the database. This is necessary
for processing locking operations where by several primitives must be executed and
committed to the database atomically. This is done by performing the actions for these
primitives within their own transaction which coexists with transactions used for
processing the primitives outside the lock context.

In our database we store all the nodes of the configuration tree. Our database will
have one table for all the nodes of the configuration tree and one table per Node-Type
for each Edge Node of the configuration tree. One possible structure of the tables in
the database is the following:
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Modes Edge Node-Type
Id {PK) Leaf_Id [PK)
Pid (FK) Id (FK}

Name Name

Path Path

Class Mandatory
Read_Flag Default_Value
Write_Flag Value

Figure 18: Relational Database Structure of Tables

The "Nodes" table will have as columns: (id, pid, name, path, class, read flags, write
flags):

Theid isaunique identifier of each interior node in the configuration tree.

The pid isthe id of the parent node.

The name defines the name of each node.

The path is the absolute path of the node in the tree. It is optional but it is
convenient if you want to find a node quickly.

The classisthe interior’s node class.

The read flags and the write flags define the access control flags which are

associated with the node.

We will define one table per Edge Node Type. In the "Edge Node Type" table, we
have one row for every leaf in the tree that has as a type the "Edge Node Type".
Each table of these will have as columns: (id, leaf_id, name, path, mandatory,

default_value, value):

The id is the unique identifier of the Edge node.

Theleaf_id isthe unique identifier of each leaf of the Edge node.

The name defines the name of each leaf node.

The path is the absolute path of the leaf node in the tree. It is optional but it is
convenient if you want to find a leaf quickly.

The manatory column defines is the leaf node is mandatory or optional.

The default_value column defines the default value of the leaf node.

The value is the value of the leaf node.

In the "Nodes' table, "id" is the primary key and "pid" is a foreign key to the "id"
attribute of the same table. In the "Edge Node Type" table, the "id" attribute is a
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foreign key to the "id" attribute of the "Nodes' table and the "leaf_id" is the primary
key. The relations between the tables may look like this:

Nodes Edge Node-Type
Id (PK) * Id (FK})
Pid (FK) Leaf Id (PK)
Name Name
Path Path
Class Mandatory
Read_Flag Default_Value
Write_Flag Value

I—Chiltﬁ of

Figure 19: Relations Between the Tables

3.3.4.1 Application of primitivesto the database

The configuration agent will push in the queue only the write primitives. All write
primitives are executed atomically within a transaction. The configuration agent
translates the configuration tree primitives to database primitives understood by the
database agent- before insert them to the queue. A tree manipulation primitive can
correspond to one or more database primitives. For example the create tree
manipulation primitive, is translated to one "insert” database primitive and possibly to
several update database primitives. On the other hand the modify tree manipulation
primitive is translated to a single "update” database primitive. The database primitives
and their operation in the database is the following:

Database primitive I nsert

The configuration agent passes to the database agent the following information: the id
of the parent node, the name of a new node, the read flags and the write flags. With
these aitributes the database agent can add a new row (new node) in the "Nodes'
table. Also, it can add the read and write flags in the "Nodes" table.
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Database primitive Delete

The configuration agent passes to the database agent the following information: the
list of nodes ids in the subtree we want to delete. With these attributes the database
agent can remove one by one all the ids from the "nodes" table. After the delete from
the "nodes" table, the database agent also deletes the respective rows from the other
tables according to the type of the node. In case it does not provide the list of the ids,
the configuration agent passes instead the id of the subtree's root node. When the
configuration agent passes only the pid we must use recursive queries to find the ids
that we want to delete from the database.

Database primitive Update

The configuration agent passes to the database agent the following information: the id
of the edge node, the ids of leafs and their values. With these attributes the database
agent can change the value of leafs according to the leaf-types (e.g. leaf-integer, etc.).

Database primitive Set-flags

The configuration agent passes to the database agent the following information: the id
of the node, the read flags and the write flags. With these attributes the database agent
can change the access control (read flags and write flags) columns in the "interior
nodes' table.

3.3.5 Redundancy and fault tolerance

Fault tolerance will be ensured by incorporating redundancy in the designed system.
Specifically, the configuration agent/tree will be duplicated with one agent (tree)
playing the role of the "master" and a second one playing the role of the "slave",
respectively. The design can be also extended to include N slave agents as replicas of
the master one. The "slave" agents replicate the “master” tree in a synchronous
manner. As a result, the procedure of storing configurations will adhere to a
simplified model of a two-phase commit protocol, which can be described as follows:
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Configuration Client 1 Configuration Client 2 Configuration Client N

“Mater” CA “Slave” CA

O

Figure 20: Redundancy and fault tolerance Model

The configuration agent receives a primitive from the configuration client. It applies
the primitive to the "master" configuration tree and the changes are successful. The
"master” configuration agent makes the changes to the "master” configuration tree but
it does not commit them. It will commit the changes only if it will receive a "success’
message from the "slave" configuration agent. Then, the "master”" configuration agent
sends the primitive encapsulated in a message to the "slave" configuration agent. The
"slave" agent applies the primitive. If the changes are successful, it sends a "success'
message to the "master” agent who commits the changes and the "master"
configuration agent sends a "success' message to the configuration client. If the
changes are failed, it sends a "failure” message to the "master" agent who does aroll-
back to the previous state and the "master” configuration agent sends a "failed"
message to the configuration client.
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: 2.Changes

3 Message with primitive

4 Changes
: 1 |.
- A1 "success" message
L-_E.E "failure” message
B.1 Commit
! B.2 Roll-back :

L "success” message | :

g2 Tailure” message |

Figure 21: Master CA — Slave CA Synchronization Workflow

As the two trees work in a synchronous manner, we ensure that in the end of every
operation the two trees are in the same state and if an operation fails, it is applied to
neither the "master” nor the "slave" configuration tree.
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3.3.6 Security and Authorization

Special focus will be placed on managing access to the configuration tree according to
specified privileges given to users and/or groups of users as well as to other entities
accessing the configuration tree.

There are three Modes:

An Agent Based Mode
A Radius Based Mode
A TACACS Based Mode

Agent Based M ode

Every entity (typically client) accessing the configuration tree is assigned, upon
admission, a token used to regulate its access to the tree nodes. For most clients this
token is assigned during the authentication phase when they supply their credentials to
the agent. For special entities accessing the tree (such as local clients, or the agent
itself) no authentication is required and the authorization will be done by assigning
automatically a token upon admission. For performance reasons 32 two such tokens
are defined and the token assigned to an entity is decided based on the entity's identity

or the credentials supplied by it. More than one entity can be assigned the same token.

As mentioned above, every node in the tree (internal node) has two sets of access-
control flags associated with it. The first set of flags (the read-set) governs which
tokens are allowed to perform the Get, Describe, and Children primitives to it. The
second set of flags (the write-set) governs which tokens are allowed to perform all the

primitives on the node:

+——+—4+—+—+—+—+
Context |[RalQ]1jo]1]0]
| +——t——t—t+—+—+—+—
I [ [W:|O0joja1]ol
| |  +—+—+—+—+—+—+
| W
+- Configuration

I
+- 3tatistics
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For the purpose of assigning tokens to credentials an Auth node will be included in
the tree. One possible structure of the Auth node is the following:

Host Config

I
+- Auth

I
+- Group 1

I
+-%— ID

+- U=sers=

I
+- User XX

+- Password

I
+- Details

I

I

I

I

I

I

I

I I

I I

I I

I I

| +- User X¥
I I

| +— Password
I

I

I
+_
I

I

I

+- Details

Group 2
I

+- ...

There are the groups (each corresponding to one of the 32 tokens) under the
authorization subtree. Under each group, there is an edge-node for each set of
credentials (each user). The name of the edge node is the user name (login-name).
Under these edge nodes there are password and details (real name or other
information) leaf nodes for the user.

Radius Based M ode

In Radius Based Mode, authentication will take place externally and be provided by a
RADIUS server, and the authorization will be provided locally based on two sets of
access- control flags as in Agent Based Mode.



Every time the Configuration Agent receives a login request, it creates an "Access—
Request” packet. This packet must contain username and password (mandatory
attributes) of the configuration client which accessing the configuration tree. This
packet is submitted to the RADIUS server. If no response is returned within the length
of time, the packet is resent a number of times. Once the RADIUS server receives the
"Access-Request” packet, it validates the configuration agent. If the configuration
agent is valid, the RADIUS server consults a database to find the user whose name
and password matches to the username and password in the " Access—Request” packet.
If any condition is not met, the RADIUS server sends an "Access-Reject” response
indicating that this user request is invalid. If all conditions are met, the list of
configuration values for the user is placed into an "Access-Accept” response. For the
external clients that use the RADIUS Authentication to access the configuration tree,
a token is assigned through the Authentication phase. The client receives its token
with the "Access-Accept” packet.

TACACSBased Mode

In TACACS Based Mode Authentication and Authorization will take place externally
by using a TACACS server.

Authentication Phase

Every time the Configuration Agent receives a login request, it creates a "Start"
packet. The "Start" packet describes the type of authentication to be performed, and
may contain the username and some authentication data, such as password, privileged
level, etc. In response to a "Start" packet, the TACACS Server sends a "Reply”
packet. The "Reply" packet indicates whether the authentication has finished, or
whether it should continue. If the "Reply" packet indicates that authentication should
continue, then it will also indicate what new information is requested. The client will
get that information and return it in a "Continue" packet. The TACACS Server will
answer to the Configuration Agent with a"Reply" packet.
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Authorization Phase

The Configuration Agent sends a "Request” packet that contains a fixed set of fields
which describe the authenticity of the user or process. Also, the "Request” packet
contains a variable set of arguments which describe services and options for which the
authorization is requested. Every time the user sends a request (e.g. CLI command) to
access the Configuration Tree, the Configuration Agent sends the "Request” packet
with attributes which describe the authenticity of user, the type (write/read) of the
primitives that corresponds to the user’s request, and the path that describes to which
Configuration Tree's Object the primitives should be applied. The "Response” packet
contains a variable set of response arguments (attribute-value pairs) which can restrict

or modify the user’s access rights.

3.3.7 Tree manipulation Primitives

To ensure consistency and validity the manipulation-of and accessto the
configuration tree (be it internally by the configuration agent itself, or externally by its
clients) is always performed through a set of primitives. Primitives are applied to the
configuration tree atomically. If their application fails its effects are rolled-back and
the tree is left in a state as if the primitive was never issued. For reasons of access-
control and locking the primitives are categorized in three classes: read primitives,

write primitives and auxiliary primitives.
add (write primitive)
add <node> <name> [<read flags> <write flags>]

Create and attach a node named <name> as a child of the node specified by <node>.
The new node is created with the access-control flags specified by <read flags> and
<write flags>, or, if these arguments are missing, with the same access flags as the
parent node. The type (class) of the attached node is deduced from the parent node
and the child node's name. If the type cannot be deduced then the application fails.
This operation may leave the tree in an invalid state, therefore the parent node (or an
ancestor thereof) must be write-locked before performing it.
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remove (write primitive)
remove <node>

Remove the subtree rooted a <node>. This operation may leave the tree in an invalid
state, therefore the parent node (or an ancestor thereof) must be write-locked before
performing it.

create (write primitive)
create <node> <name> <aguments> [<read flags> <write flags>]

Create and attach a node named <name> as a child of the node specified by <node>.
The new node is created with the access-control flags specified by <read flags> and
<write flags>, or, if the arguments are missing, with the same access flags as the
parent node. The new node is created by calling node's class-specific create operation
and passing it the arguments supplied in <arguments> this may result in the creation
of additional nodes and leafs. The type (class) of the attached node is deduced from
the parent node and the child node's name. If the type cannot be deduced then the
application fails. This primitive is only applicable for node-types that have the create
operation defined. After a create operétion, the validate primitive is implicitly applied
to the newly created node (or subtree), and if it fails the effects of create are rolled-
back. This operation will always leave the tree in a valid state therefore it can be
performed without locking the node.

delete (write primitive)
delete <node>

Remove the subtree rooted a <node>. Before deleting the node call the class-specific
delete operation. This primitive is only applicable for node-types that have the delete
operation defined. The delete class-specific operation is usually a nop-function
serving as a place-holder to indicate that a specific node-class can be safely deleted.
After a delete operation, the validate primitive is implicitly applied to the parent node
(or subtree), and if it fails the effects of create are rolled-back (NOTE: this step may
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be omitted). This operation will always leave the tree in a valid state therefore it can
be performed without locking the node.

set (write primitive)
set <node> <leaf> <value>...

Used to set the values of one or more leaf nodes (parameters) of the edge node
<node>. The values of one or more leafs can be set with a single primitive
application. If the value for aleaf is NULL the leaf is removed. After a set operation,
the validate primitive is implicitly applied to the edge node, and if it fails the effects
of set are rolled-back. This operation will always leave the tree in a valid state

therefore it can be performed without locking the node.
modify (write primitive)
modify <node> <leaf> <value>...

Used to set the values of one or more leaf nodes (parameters) of the edge node
<node>. The values of one or more leafs can be set with a single primitive
application. If the value for a leaf is NULL the leaf is removed. Unlike the set
primitive after a modify operation, the validate primitive is not applied to the edge
node. This operation may leave the tree in an invalid state, therefore the edge node (or
an ancestor thereof) must be write-locked before performing it.

authset (write primitive)
authset <node> <read flags> <write flags>

Set the authorization flags of a node. This operation will always leave the tree in a
valid state therefore it can be performed without locking the node.

get (read primitive)

get <node> [<leaf> ..]
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Return the values of the leafs named by the optional arguments attached to the edge
node <node>. If no leaf names are specified then return the values of all leafs.

validate (read primitive)
validate <node>

Perform validity checks on the node <node> to verify its conformance to the node's
type (class). Then call the class-specific validate operation (if defined) to perform any
additional checks. For every child node apply the validate primitive recursively.
Return the result of the tests: "Node valid" if the all tests succeeded or "node invalid"
if any of the tests failed.

children (read primitive)

children <node>

Returns the interior nodes that are rooted to the node <node>.
typeof (read primitive)

typeof <node>

Returns the type (class) of the node.

describe-type (read-primitive)

describe-type <type>

Return meta-information regarding a node-type (class) including: The name of the
type, the allowed names and types (classes) of children nodes for a node of this type
as well as if any of them are mandatory, the names and types of allowed leaf nodes,
the expected signature of the create (and possibly other) class-specific operation(s)

and so on.
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lock-write (write primitive)
lock-write <node>

The lock-write primitive is used to obtain atomic access to the branch of the
configuration tree rooted at <node>. Atomicity is required in order to prevent two
different users from having simultaneous write access to the same node as well as to
allow modifications to the tree in a "transactional” manner. This way the tree
transforms from one valid state to the next as the result of the application of a set of
primitives without being visible while in the intermediate (and possibly invalid or
inconsistent) states. Any modifications (write-primitives) performed to the subtree
after it has been write-locked will become visible to other entities only after the
subtree is unlocked. While the subtree is write-locked by an entity it cannot be read-
locked or write-locked by another unless it is first unlocked. Write primitives cannot
be applied on the subtree by other entities while it's write-locked. Read primitives can
be applied (but they will not "see" the effects of the write primitives applied by the
entity holding the lock unless the lock is released).

Note

In order to keep the modifications to the subtree invisible to entities other than the one
holding the write-lock, the subtree is effectively copied when the write-lock is
acquired and subsequent write primitives are applied to the copy.

lock-read (read primitive)
lock-read <node>

The lock-read primitive is applied by an entity to a branch of the configuration treein
order to prevent other entities from acquiring a write-lock to the branch and from
applying write primitives to it. Multiple entities can acquire the read lock to a subtree.
The lock is considered released when all entities have released it. lock-release (read
primitive) lock-release <node> Release the lock held on the branch rooted at node
<node> held by the applying entity. If no lock is held by the entity the operation does
nothing. If aread-lock is held, the lock is released and if no other entity is holding a
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read-lock the subtree is unlocked. If a write-lock is held then: Perform a validity
check on the subtree by applying the validate primitive. If the check fails, unlock the
subtree and, at the same time, roll-back any changes performed since the subtree was
locked (in effect: discard the modified copy). If the validity check succeeds then
unlock the subtree and, at the same time, commit (make visible) al changes
performed since the subtree was locked (in effect: replace the master subtree with the

modified copy) .
register-notification (read-primitive)
register-notification <node> <channel-id>

Applied to the node <node> by an entity to inform the configuration agent that the
entity wishes to be notified about changes performed to the subtree rooted on the
node. The notifications will be sent the the channel identified by <channel-id>

save (auxiliary primitive)
save <file-name>

The save primitive is used for saving the configuration tree in a file with a specific
name, whenever file-backed storage mode is utilized. The results that this operation
may return are: "save succeed" if the save of the configuration tree was successful or
"save failed" if the save failed. This operation will always leave the tree in a valid
state; therefore it can be performed without locking in a node.

restore (auxiliary primitive)
restore <file-name>

It is used to restore the configuration tree from a file specified by the <file-name>,
whenever file-backed storage mode is utilized. The results that this operation may
return are: "restore complete” if the restore of the configuration tree was successful or
"restore failed" if the restore failed. This operation will always leave the tree in avalid
state; therefore it can be performed without locking in a node.
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3.3.8 Command Protocol

The Configuration Agent communicates with external and internal (local) clients
(or/and data plane modules), through a stream sockets. Both Internet-domain, and
Unix-domain sockets are supported. Both Unix-domain and I nternet-domain ports are
simultaneously active. Unix-domain sockets are used by internal clients, and Internet-
domain sockets are used by external clients. Three ports are provided: One I nternet-
domain port and Two Unix-domain ports.

The Internet-domain port, where external clients can connect and send
commands to the Configuration Agent using TCP.

The Unix-domain self-authenticated port, where data plane modules can
connect to the Configuration Agent in order to access the Configuration Tree.
And the Unix-domain local port where local clients executing on the same
machine can connect and send commands to the Configuration Agent.

General Packet Structure

The interaction between the clients and configuration agent is strictly stop-and-wait,
meaning that the client must wait for a command to be responded before sending the
next one. Request Packet Format

All the command packets sent from clients to Configuration agent share the same
<COMMAND_PCK> packet format. A header consisting of the packet length
encoded as a 4 bytes unsigned integer, followed by the body of the packet consisting
of "packet length” octets. The first octet of the body is the command opcode,
identifying the command type and the arguments depend on the command opcode
(see Command Operation Codes below).

Formally:

<COMMAND PCE> : { <HEALD>, <BODY> }

<HEAD> : {<PACEET LENGTH>}

<PLACKET LENGTH> : The length of the packet (4 hytes)

<BODY> : {<OPCODE>, <ARGI>}

<OFPCODE>: The command operation code [(opcocode), identifving the command type

<ARGZ>: The arcuments of the command, depending on the valuse of the
<OPCODE> filed
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The <BODY> of the <COMMAND_PCK> packet is analytically described in the
"Detailed Description of Commands Format™ section.

Response Packet Format

For all commands, there is a response <RESPONSE_PCK> packet format. A header
consisting of the packet length encoded as a 4 bytes unsigned integer, followed by the
body of the packet consisting of "packet length" octets. The first octet of the body is
the response respcode, identifying the response type and the data depend on the
respcode.

Formally:

<RESPCNSE PCE>: { <HEAD>, <BODY> }

<HEAD>: {<PACEET LEMNGTH=}

<PACKET LENGTH>: The length of the packet (4 bytes)

<BOD¥>: {<RESFCODE:, <DLTL:}

<REZFPCODE>: The Responhse operation code [(respoode)

<DATA>: The response data, depending on the walue of the <RESPCODE> field

The <BODY> of the <RESPONSE_PCK> packet is analytically described in the
"Detailed Description of Response Format™ section.

Command Operation Codes (opcodes)

0x01 --> LOGIN

0x02 --> CREATE

0x03 --> ADD

0x04 --> REMOVE
0x05 --> DELETE

0x06 --> SET

0x07 --> MODIFY

0x08 --> AUTHSET
0x09 --> GET

Ox0a--> VALIDATE
0x10 --> CHILDREN
0x11 --> TYPEOF

0x12 --> DESC _TYPE
0x13 --> LOCK_WRITE
0x14 --> LOCK_READ
0x15 --> REGISTER_NOTIF
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Command Response Codes (r espcodes)

0x00 --> STATUS

0x01 --> LOGIN

0x02 --> CREATE

0x03 --> ADD

0x04 --> REMOVE
0x05 --> DELETE

0x06 --> SET

0x07 --> MODIFY

0x08 --> AUTHSET
0x09 --> GET

Ox0a--> VALIDATE
0x10 --> CHILDREN
0x11 --> TYPEOF

0x12 --> DESC _TYPE
0x13 --> LOCK_WRITE
0x14 --> LOCK_READ
0x15 --> REGISTER_NOTIF

Data Transmission for mat

String: A sequential collection of Unicode characters that is used to represent text.
The zero value will be placed at the end of a String to indicate the end of it (Null-
terminated String).

Binary Object: A Data  buffer, which format will be
{<buffer_length><buffer_daia>}. The <buffer_length> encoded as a 4 bytes
unsigned I nteger32.

Integer 8: an unsigned 8 bit value

Integer 16: an unsigned 16 bit value

Integer 32: an unsigned 32 bit value

|P Address: Value of 4 bytes. In Network Byte Order.
MAC Address: Value of 6 bytes. In Network Byte Order.

Path: an absolute path that represents the node location at the Configuration Tree. It
is congtituted from node names (in hierarchical structure) separated by "." character.
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List of Commands

The Commands that can be sent by the clients to Configuration Agent are showed
below. Each of the following commands will be encapsulated in the <BODY > of the
<COMMAND_PCK> packet.

C_LOGIN
C CREATE
C_ADD
C_REMOVE

C DELETE

C SET

C_MODIFY
AUTHSET

C GET

C VALIDATE
C_CHILDREN
C_TYPEOF

C _DESCTYPE

C LOCK
REGISTER _NOTIF

Detailed Description of Commands For mat

Detailed format of the commands sent by Clients to the Configuration Agent is
described below.

Command: Login
Sent by an external client to start the authentication process.

Syntax:

<C LOGIN=: { <LOGIN-, <U3IERNAME>, <PAZSWORD> }
<LOGTIN>: Command Operation Code O0x01. 1 byte.
<U3IERNAME=>: Field Type: S3tring
<PLESWORD>: Field Type: S3tring

Replied with: <R_STATUS>
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Command: Create

Sent by a client to atach a new child Node specified in the <NAME> field to the
Node specified by a<NODE> field. The field <ARGS> specifies the arguments of the
specific Node Type.

Syntax:

<C CREATE> :{ <CRELTE>, <NODE>, <NAME>, <ARGI> <READ/WRITE FLAGS:}

<CREATE>: Command Operation Code 0Ox02. 1 byte.

<NODE>: The absolute path leading to a Configuration tree node.
Field Twype: Path.

<MAME>: The natme of the node that should be attached as & child to
the node specified by <NCODE> field. Field Type: String.

<ARGES>: { <MNARG3>, <ARG>, <ARG:> ... 1}

<MNARG3>: The number of the arguments <ARG> that following.
Field Type: Integers

<ARG:>: An Argument of the Node Type of the crested node specified
in <NAME> field. Field Type: 3tring.

<REALAD/WEITE FLAGS:>: Field Type: Integerd

Replied with: <R_STATUS>

Command: Add

Sent by aclient to attach anew child node specified in the <NAME> field to the Node
specified by a<NODE> field.

Syntax:

<C ADD=: {<ADD>, <NODE>, <NALME>, <READ/WRITE FLAGS> }

<ADD=>: Command Operation Code O0x03. 1 hyte.

=HNODE>: The akhsolute path leading to a Configuration tree node.
Field Type: Path.

<MALME>: L Leaf Node Name. Field Type: String.

<READ/WRITE FLAGS>: Field Type: Integerd

Replied with: <R_STATUS>
Command: Remove

Sent by a client to remove the subtree rooted at specified <NODE> field from the

Configuration Tree.
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Syntax:

<C REMCVE:> :{ <REMOVE:>, <NODE> }

<REMOVE:=>: Commpand Operation Code 0Ox04. 1 hyte.

<MNODE=>: The asbsolute path leading to a Configuration tree node.
Field Type: Path.

Replied with: <R_STATUS>

Command: Delete

Sent by a client to delete the subtree rooted at specified <NODE> field from the

Configuration Tree.

Syntax:

<C DELETE>: { <DELETE:, <NCDE> }

<DELETE>: Cormmand Operation Code 0x05. 1 byte

<MNODE>: The shsolute path leading to a Configuration tree node.
Field Type: Path.

Replied with: <R_STATUS>

Command: Set

Sent by a client to set values to the leaf nodes of the Edge Node specified at the
<NODE> field.

Syntax:

<C_SET>: { «83ET>, <NODE>, <ARGS> 1}

<3ET>: Commanhcd Operation Code O0xO0&6. 1 byte

<MODE>: The abzolute path leading to a Configuration tree node.
Field Type: Fath.

<ARGE>: { <NARGS>, <ARG>, <ARG> ... 1}

=MARGS>: The nuwber of the arguments <ARG> that following.
Field Type: Integers

<ARG>: { <LELF>, <WALUE> }

<LEAF=>: L Leaf Node Namwe. Field Type: String.

<WALTE>: This field contains the walue of the <LEAF>. The Type of
thiz walue depend on the Leaf Nodes' Type, it's packed in a
transmission format.

Replied with: <R_STATUS>
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Command: M odify

Sent by a client to set values to the leaf nodes of the Edge Node specified at the
<NODE> field.

Syntax:

<C_MODIFY>:{ <MODIFY>, <NODE>, <ARGS> 1}

<MODIFY>: Command Operation Code 0x07. 1 bhyte

<MODE>: The absolute path leading to a Configuration tree node.
Field Twype: Path.

<ARGS>: { <NARGS>, <ARG:>, <ARG> ... }

<MALRGS>: The number of the arguments <ARG> that following.
Field Twype: Integers

<ARG>: { <LEAF>, <WALUE> }

<LEAF>: A4 Leaf Node Name. Field Type: 3tring.

<WALUE>: This field contains the walue of the <LEALF>. The Type of
thiz walue depend on the Leaf Nodes' Type, it's packed in a
Lransmission format.

Replied with: <R_STATUS>

Command: AuthSet

Sent by a Client to set the authorization Read/Write Flags of the specified Node at
<NODE> field.

Syntax:

<C_AUTHIET> :{ <AUTHIET:, <NODE>, <READ/WRITE FLAGS:> }

<AUTHRSET>: Command Operation Code O0x05. 1 byte

<MODE>: The asbhsolute path leading to a Configuration tree node.
Field Type: FPath.

<READ/WRITE FLAGS:>: Field Type: Integerd

Replied with: <R STATUS>

Command: Get

Sent by a Client requesting the values of the leaf Nodes <LIST_LEAF> attached to
the Edge Node specified in <NODE> field. If the <LIST_LEAF> field is empty, the
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Configuration Agent will return the values of all leaf Nodes attached to the Edge
Node.

Syntax:

<C GET»: { <GET>, <NODE>, <LIST LEAF> 1}

<ZET>: Command Operation Code 0x02. 1 byte

<WNODE>: The shsolute path leading to a Configuration tree node.
Field Twype: Path.

<LIST LEAF>: One or More Leaf Node Names.
Field Type: 3tring. Optional Field

Replied with: <R _GET> or <R STATUS> In case any error occurred, The
Configuration Agent will reply with <R_GET> to the client. Otherwise, the client will
receivethe <R_STATUS>.

Command: Validate

This "command" verifies if the changes applied to the node are in accordance with its
Node-Type.

Syntax:

<C VALIDATE::{ <VALIDATE>, <NCDE> }

<VALIDATE:>: Command Operation Code OxOa. 1 bhyte

<NODE>: The absolute path leading to a Configuration tree node.
Field Type: Path.

Replied with: <R_STATUS>

Command: Children

When received by a Configuration agent, it sends to a client a list of interior node
names that have the specified node as a parent Node.

Syntax:

<C CHILDEEN>:{ «<CHILDREN>, <NODE>:}

<CHILDEREN:>: Comrmathd Operation Code O0x10. 1 byte

<MNODE>: The shsolute path leading to a Configuration tree node.
Field Twype: Path.
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Replied with: <R_CHILDREN> or <R_STATUS> In case any error occurred, The
Configuration Agent will reply with <R_CHILDREN> to the client. Otherwise, the
client will receivethe <R_STATUS>.

Command: TypeOf

When received by a Configuration agent, it sends to a client the Node-Type of the
specified Node.

Syntax:

<C TYPEQF>:{<TYPEOF>, <NODE> }

<TYPECQF>: Commwand COperation Code Ox11l. 1 byte

<NODE=>: The absolute path leading to a Configuration tree node.
Field Type: Path.

Replied with: <R_TYPEOF> or <R_STATUS> In case any error occurred, The
Configuration Agent will reply with <R_TY PEOF> to the client. Otherwise, the client
will receivethe <R_STATUS>.

Command: DescribeType

When received by a Configuration Agent, it sends to a client the meta-information
regurding aNode Type.

Syntax:

<C_DE3CTYPE:>:{ «<DE3CTYPE:, <TYPE:> }
<DEZCTYPE>: Command Operation Code 0x12. 1 bhyte

Replied with: <R DESCTYPE> or <R_STATUS> In case any error occurred, The
Configuration Agent will reply with <R_DESCTY PE> to the client. Otherwise, the
client will receivethe <R_STATUS>.
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Command: L ock

Syntax:

<C LOCE>: {<LOCK>, <TYPE>, <NODE> }
<LOCE=>: Command Operation Code 0Ox13. 1 byte

<TYPE>: Two Integerd walues. One for the Bead Lock, and the other for
the Write lock.

<MODE>: The absolute path leading to s Configuration tree node.
Field Twype: Path.

Replied with: <R_STATUS>

Command: Register Notification

Sent by aclient in order to inform the configuration agent that it wishes to be notified
about the changes performed to the subtree rooted to the node.

Syntax:

<REGISTER NOTIF»: { <REGISTER>, <NODE>, <CHALNNEL ID> }
<REGISTER>: Command Operation Code 0Ox15. 1 hvyte

<NODE>: The absolute path leading to a Configuration tree node.
Field Type: Path.

<CHANMNEL TID>: Field Type: Integeriz

Replied with: <R_STATUS>
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Detailed Description of Response For mat
Response: Status

For all commands that expect no data in return, there is one response packet, a
<R_STATUS> response. <R_STATUS> packet is sent by the Configuration Agent as
a generic response for commands that expect no data, and as an error response to any
requested command. The arguments of the response are a single-byte error code (zero
IS success, non-zero is error) followed by a short message describing the reason of the
failure.

Syntax:

<R 3TATUS>: {«3TATUS>, <ERRCODE>, «<ME3ZAGE:> }

<3TATUI>: Fesponse Operation Code O0x00. 1 byte

<ERRCODE>: Completion code. 1 byte. 0 for success, any other walue
for error

<MESSAGE>: Error message. Field Type: String

The following error codes are currently defined. <ERRCODE> :

Ox00 ——> "MNo Error"™
0x01 —-—-> "Some error®™
0x02 —-—> "Oout of nemory™

Response: Get

Syntax:

<R _GET»: { <GET>», <LRGS> }

<GET>: Response Operation Code 0Ox02. 1 byte
<ARGI>: { <MNARGE:>, <ARG> , <hRG» . . . }

<WNARGS>: The number of the arguments <ARG> that following.
Field Type: Integers

<hRG>: { <LEAF>, <VALUE> }

<LEAF>: Rk name of the leaf node. Field Type: String

<VALUE>: & sralue of the leaf node specified in <LEAF> field. The Type
of this walue depend on the Leaf MNodes' Type, it's packed in a
transmission format.
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Response: Children
Syntax:

<R_CHILDREN:: { <CHILDREN:, <NODES3> }

<CHILDEEN=>: Response Operation Code 0x10. 1 byte

<NODES>: { <MNNAMES:>, <MNAME> , <NAME>= . . . }

<HNMNALMEI>: The number of Node names <NLME> that following.
Field Type: Integerd

<MNAME=: A Node MName. Field Type: 3tring

Response: TypeOf
Syntax:

<R_TYPEOF>: { <TYPEOF>, <CLASS> }
<TY¥PECF>: Eesponse Operation Code 0Ox11. 1 byte
<CLASS>: The Node Type (Class) of the Node. Field Type: String

Response: DescribeType
Syntax:

<R DE3CTYPE>: { <DESCTYPE>, <TYPE NAME>, <NODE3>, <LEAFS> 1}
<DE3SCTYPE>: Eesponse Operation Code Ox12. 1 byte
<TYPE NAME>: A4 namwe of a Node Type. Field Type: String
<MODES>: { <NNODESZ:>, <NODE>, <IIODE= . . .}
<MMNODES>: The nwiber of interior MNodes <NODE> that following.
Field Type: IntegerS
<NODE>: { <NODE NAME>, <NODE TYPE>, <MANDATORY:> }
<NODE NAMWE>: The allowed name of a child Node. Field Type: 5tring
<NODE TYPE: The allowed Type of & child node specified in
<NODE NAME:. Field Type: String
<MANDATORY=: Field type: in Integers.
<LEAFZ>: { <NLEAFS>, <LELF>, <leaf> . . .}
<MLEAF3>: The nuwnber of Leaf Nodes <LEAF> that following.
Field Twype: IntegersS
<LEAF>: { <LELAF NAME>, <LELF TYPE>, <MANDATORY:> }
<LEAF NAME>: The allowed name of a leaf MNode. Field Type: String
<LEAF TYFPE>: The allowed Type of a leaf node specified in
<LEAF NAME>. Field Type: String
<MAWNDATORY=: Field type: An Integers

83



5. References

1. WiMAX Forum. WiMAX end-to-end network systems architecture. Stage 2:
Architecture tenets, reference model and reference points.

2. WIMAX Forum. WiMAX end-to-end network systems architecture. Stage 3:
Detailed protocols and procedures.

3. Fundamentals of WiMAX, Understanding Broadband Wireless Networking. Jeffrey
G.Andrews, Arunabha Chosh, Rias Muhamed

4. WiMAX: Technology for Broadband Wireless Access, Loutfi Nuaymi
5. WiMAX/MobileFi Advanced Research and Technology, Edited by Y ang Xiao

6.WIiMAX - A Wireless Technology Revolution. G. S. V. Radha, Krishna Rao, G.
Radhamani

7. WiMax Overview. Sanida Omerovic

8. RFC 2865 Remote Authentication Dial In User Service
(http://www.fags.org/rfcs/rfc2865.html)

9. ftp://ftpeng.cisco.com/pub/tacacs/tac-rfc.1.78.txt

10. RFC 2138 - Remote Authentication Dial In User Service (RADIUS).
11. RFC 2869, RADIUS Extensions.

12. RFC 3579, RADIUS (Remote Authentication Dial In User Service) Support For
Extensible Authentication Protocol (EAP).

13. RFC 2904: "AAA Authorization Framework", IETF; August 2000.


http://www.faqs.org/rfcs/rfc2865.html)
ftp://ftpeng.cisco.com/pub/tacacs/tac-rfc.1.78.txt

