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The accounting treatment of Research and Development

expenditures for financial firm performance: A Machine

Learning approach

Antonios M. Vasilatos

Abstract

This thesis analyses the predictive ability of R&D expenditures, on future firm

financial performance, utilizing a European sample of publicly listed firms that re-

ported under IFRS from 2005 to 2020. This study employs a forward-looking, out-

of-sample predictive approach, contrasting with prior research that predominantly

examines the relationship between R&D expenditure and subsequent profitability

through in-sample regression analysis. This re-frames the enduring argument on

R&D accounting treatment—whether to capitalize or expense—as a forecasting

issue, coinciding with contemporary literature advocating for predictive analysis

over solely explanatory methods.

Machine learning algorithms are employed, such as, logistic regression, ran-

dom forests, SVM and XGBoost, to predict one-step-ahead profitability mea-

sures such as ROA, Price, Returns, and EPS. This work departs from conven-

tional econometric modeling, which focuses on parameter estimation, and illus-

trates the ability of machine learning algorithms to identify non-linear correlations

and produce more precise out-of-sample predictions. Furthermore, it presents a

data-driven approach by comparing theoretically produced financial ratios with

models constructed from raw accounting data. Remarkably, the latter frequently

demonstrate comparable, if not superior, predictive ability for future firm financial

performance.

To gain insights into the contribution of R&D expenditures to future firm per-

formance, feature importance metrics and SHAP (SHapley Additive exPlanations)
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values are used to improve the interpretability of ML models, offering detailed in-

sights into the impact of capitalized vs expensed R&D expenditures on predictive

accuracy. Despite previous findings that capitalization promotes earnings manipu-

lation and diminishes predictive accuracy, the results demonstrate that capitalized

R&D costs can enhance future financial performance predictions. This indicates

that the existing accounting treatment under IFRS, which allows for the capitaliza-

tion of development expenditures under certain conditions, may more effectively

communicate the information required by investors and policymakers to forecast

future firm financial performance.

This research contributes to the accounting and finance literature by provid-

ing substantial out-of-sample evidence about the predictive significance of R&D

expenditures. This study offers methodological guidance for incorporating ma-

chine learning techniques into accounting research and explains the contentious

topic of R&D capitalization, potentially advising standard setters, practitioners,

and investors on the optimal interpretation and application of R&D information

for prospective decision-making.
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Η λογιστική αντιμετώπιση των δαπανών ΄Ερευνας και

Ανάπτυξης για την χρηματοοικονομική απόδοση των

εταιρειών: Μια προσέγγιση με Μηχανική Μάθηση

Αντώνιος Μ. Βασιλάτος

Περίληψη

Αυτή η διατριβή αναλύει την προβλεπτική ικανότητα των δαπανών Ε&Α για

την μελλοντική χρηματοοικονομική απόδοση των εταιρειών, χρησιμοποιώντας

ένα ευρωπαϊκό δείγμα εισηγμένων εταιρειών που συντάσσουν τις οικονομικές

τους καταστάσεις σύμφωνα με τα ΔΠΧΑ από το 2005 έως το 2020. Αυτή η

μελέτη χρησιμοποιεί μια εκτός δείγματος προγνωστική προσέγγιση, σε αντίθε-

ση με προηγούμενες έρευνες που εξετάζουν κυρίως τη σχέση μεταξύ δαπανών

Ε&Α και της μελλοντικής κερδοφορίας μέσω ανάλυσης παλινδρόμησης εντός

δείγματος. Αυτό επαναδιατυπώνει τη διαρκή συζήτηση σχετικά με την λογιστι-

κή αντιμετώπιση των δαπανών για Ε&Α—αν θα πρέπει να κεφαλαιοποιούνται ή

να καταχωρούνται ως έξοδα—ως ένα ζήτημα πρόβλεψης, ευθυγραμμιζόμενο με

τη σύγχρονη βιβλιογραφία που υποστηρίζει την προγνωστική ανάλυση έναντι

των αποκλειστικά επεξηγηματικών μεθόδων.

Χρησιμοποιούνται αλγόριθμοι μηχανικής μάθησης, όπως οι logistic regres-

sion, random forest, SVM and XGBoost, για την πρόβλεψη δεικτών κερδο-

φορίας, όπως ο δείκτης αποδοτικότητας συνολικών κεφαλαίων, η τιμή, οι α-

ποδόσεις και τα κέρδη ανά μετοχή. Αυτή η εργασία απομακρύνεται από την

παραδοσιακή οικονομετρική ανάλυση, η οποία επικεντρώνεται στην εκτίμηση

παραμέτρων, και απεικονίζει την ικανότητα των αλγορίθμων μηχανικής μάθη-

σης να εντοπίζουν μη γραμμικές συσχετίσεις και να παράγουν πιο ακριβείς προ-

βλέψεις εκτός δείγματος. Επιπλέον, παρουσιάζει μια προσέγγιση βασισμένη σε

δεδομένα συγκρίνοντας θεωρητικούς χρηματοοικονομικούς δείκτες με μοντέλα

κατασκευασμένα από ακατέργαστα λογιστικά δεδομένα. Αξιοσημείωτο είναι
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ότι τα τελευταία συχνά επιδεικνύουν συγκρίσιμη, αν όχι ανώτερη, ικανότητα

πρόβλεψης της μελλοντικής χρηματοοικονομικής απόδοσης της εταιρείας.

Για να αποκτήσουμε περαιτέρω πληροφόρηση σχετικά με τη συμβολή των

δαπανών ΄Ερευνας και Ανάπτυξης (Ε&Α) στην μελλοντική απόδοση των εται-

ρειών, χρησιμοποιούνται μέτρα «σημαντικότητας χαρακτηριστικών» και τιμές

SHAP (SHapley Additive exPlanations) για τη βελτίωση της ερμηνευσιμότητας

των μοντέλων μηχανικής μάθησης, προσφέροντας λεπτομερείς πληροφορίες για

την επίδραση των κεφαλαιοποιημένων έναντι των «εξοδοποιημένων» δαπανών

για Ε&Α στην προβλεπτική ακρίβεια. Παρά τα προηγούμενα ευρήματα που δε-

ίχνουν ότι η κεφαλαιοποίηση προάγει την χειραγώγιση των κερδών και μειώνει

την προβλεπτική ακρίβεια, τα αποτελέσματα δείχνουν ότι οι κεφαλαιοποιημένες

δαπάνες για Ε&Α μπορούν να βελτιώσουν τις προβλέψεις για τη μελλοντική

χρηματοοικονομική απόδοση. Αυτό υποδηλώνει ότι η υπάρχουσα λογιστική

αντιμετώπιση σύμφωνα με τα ΔΠΧΑ, η οποία επιτρέπει την κεφαλαιοποίηση

των δαπανών ανάπτυξης υπό ορισμένες προϋποθέσεις, μπορεί να επικοινωνεί

πιο αποτελεσματικά τις πληροφορίες που απαιτούνται από τους επενδυτές και

τους υπεύθυνους χάραξης πολιτικής για την πρόβλεψη της μελλοντικής χρημα-

τοοικονομικής απόδοσης της εταιρείας.

Αυτή η έρευνα συμβάλλει στη βιβλιογραφία της λογιστικής και της χρημα-

τοοικονομικής παρέχοντας σημαντικά στοιχεία εκτός δείγματος σχετικά με την

προβλεπτική ικανότητα των δαπανών ΄Ερευνας και Ανάπτυξης (Ε&Α). Αυτή η

μελέτη προσφέρει μεθοδολογική καθοδήγηση για την ενσωμάτωση τεχνικών

μηχανικής μάθησης στην λογιστική έρευνα και εξηγεί το αμφιλεγόμενο θέμα

της κεφαλαιοποίησης των δαπανών για Ε&Α, ενδεχομένως συμβουλεύοντας τις

ρυθμιστικές αρχές, τους επαγγελματίες της λογιστικής και τους επενδυτές για

την βέλτιστη ερμηνεία και εφαρμογή των πληροφοριών Ε&Α για μελλοντική

λήψη αποφάσεων.
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Chapter 1

Introduction

1.1 Motivation

R&D issues in economics is a heavily researched field, as innovation plays a vital role

in economic growth. According to the exogenous growth model (Solow-Swan model),

advancements in productivity are mostly propelled by technical progress (Solow, 1956).

Romer (1990) argued that ”technological change lies at the heart of economic growth”.

During the 70s and 80s, R&D research in the accounting literature was sparse. In the

late 80s and the 90s, a series of seminal papers by Bublitz and Ettredge (1989), S. H.

Chan et al. (1990), Lev and Sougiannis (1996), and Woolridge (1988) examined R&D

relevance, investor reaction to firms’ R&D announcements and analysts’ forecast errors.

Since then, R&D accounting, as a research stream in the accounting and finance

literature is constantly growing. Researchers are motivated by the increased importance

of the intangible assets. Kaplan and Norton (2004) found that in 2002, intellectual assets

consisted of nearly 70% of firm’s assets. Evidence from Corrado and Hulten (2010)

suggests that investment rate in intangibles has surpassed investment in tangibles. One

of the most prominent academics in the intangibles field, Lev (2000), argued that the

increase in intangible assets can be attributed to the increased business competition and

the expansion of information technologies.

One of the issues that was examined by more recent studies was the R&D capitaliza-
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tion and its relationship with future profitability. The seminal paper of Aboody and Lev

(1998) was the first that examined the R&D capitalization determinants. Since then,

two theories have emerged. The opponents of capitalization suggest that capitalization

requires managerial judgment and it allows for earnings management, therefore R&D

expenses should be expensed as incurred (Burgstahler & Dichev, 1997; Cazavan-Jeny

& Jeanjean, 2006; Cazavan-Jeny et al., 2011; Dinh et al., 2015; Eierle & Wencki, 2016;

Osma & Young, 2009). On the other hand, the proponents of capitalization support that

managers should be allowed to have the discretion to capitalize R&D costs, as capital-

ization can be used as a signal to the market for improved future financial performance

(Market Signal Theory) (K. Ahmed & Falk, 2006; Goodwin & Ahmed, 2006; Hughes

& Kao, 1991; D. R. Oswald & Zarowin, 2007).

Apart from the difference in the academic findings, standard setters also view the

accounting treatment of R&D differently. Under US GAAP, R&D costs are in general

expensed as occurred while under IFRS, development costs (the ”D” in R&D as men-

tioned by Lev (2019)), under circumstances, must be capitalized. In the paper of Lev

(2019), the views of Doidge et al. (2018) and Paton et al. (1940) are presented. Doidge

et al. (2018) gave the example of salaries for researchers. If those salaries are not treated

as investments but rather as a cost, the profitability of the firm is decreased. In this case,

accounting is not informative and investors will be skeptical about firm value. In the

classic book of Paton et al. (1940), accounting’s main objectives are ”the periodic in-

come determination, and the division of the stream of costs incurred between the present

and the future in the process of measuring periodic income”, where Lev (2019) para-

phrased as ”the stream of (intangible) costs incurred between the present (expensed)

and the future (capitalized) in the process of measuring periodic income”.

So far in the literature, researchers have primarily focused on examining the deter-

minants of capitalization and if R&D costs or whether capitalized development costs

(for short from now on, capitalized R&D) are value-relevant and their relationship with

future profitability measures. They have created theoretical models and have tested

them in-sample, using regression analysis. Therefore, they quantify the relationship be-
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tween the dependent variable and the independent variables. Yet, the question that so

far has remained unanswered is whether capitalized R&D costs truly exhibit forecast-

ing power and are able to forecast future firm financial performance. More specifically,

in IAS 38, one of the critical attributes of the intangible assets is that future economic

benefits (revenues or reduced future costs) are expected from the the recognition of

the intangible asset. Furthermore, literature suggests that R&D costs are related with

high uncertainty of future earnings (Kothari et al., 2002). In fact, FASB’s statement

regarding R&D costs, the trade-off between relevance and uncertainty of future bene-

fits is a major consideration. Therefore, this issue motivates the first part of this thesis,

meaning to approach the R&D accounting treatment and firm’s future performance as a

forecasting task.

Literature suggests that although explanatory analysis is the mainstream approach,

often the importance of prediction problems in business and economics is neglected

(Kleinberg et al., 2015; Mikko Ranta & Järvenpää, 2023; Q. Zhao et al., 2023). More-

over, it is a common belief that in-sample evidence of predictability does not mean that

there will be significant out-of-sample predictability, which is often seen as a sign that

in-sample evidence can be spurious. Out-of-sample forecasts can be closer to reality

and simulate the challenges that real-time forecasters face (Inoue & Kilian, 2005). The

call to shift from the explanatory to the predictive analysis, as well as the benefits of

out-of-sample predictions further motivate this thesis to address a classic accounting

issue as a forecasting exercise.

The last decade AI (artificial intelligence) is changing the world, and it is said that

nowadays we live in the second digital revolution era (Brynjolfsson & McAfee, 2014).

This digital revolution included big data, ML (machine learning), algorithms, which

change businesses, decision making, accounting (Auvinen et al., 2018; Shrestha et al.,

2019). Mikko Ranta and Järvenpää (2023) suggest that ML has revealed new opportu-

nities in accounting research. They suggest that one of the most promising areas to use

ML in accounting is to obtain better predictions. Therefore, the rapid expansion of AI

and the call of researchers to use ML in accounting research have motivated the second

3



part of this thesis to approach its forecasting tasks with the use of ML.

Why ML is more suitable than traditional econometrics? In econometrics, a func-

tion of the form y = f (β ,χ) is specified, and parameters β̂ are estimated by solving

an optimization problem (Anand et al., 2019; Mullainathan & Spiess, 2017). Then, the

estimated β̂ are used in a different sample than the one used for estimation, to produce

out-of-sample predictions (Elliott & Timmermann, 2008). On the contrary, ML pro-

duces out-of-sample predictions by finding patters in the data. ML algorithms make

predictions on y by using data χ (Varian, 2014). Therefore, ML focuses on ŷ rather than

β̂ (Mullainathan & Spiess, 2017), which is more suited to a forecasting task.

Taking all the above into account, this thesis aims to provide new insights on how

R&D expenditures predict future financial performance for firms.

1.2 Objectives

The present thesis focuses on whether R&D costs, and more specifically capitalized

R&D costs, have predictive power for firm’s future performance using a European sam-

ple of listed firms during the period 2005-2020. European listed firms are chosen be-

cause they report their R&D costs under IAS 38, therefore capitalization of development

costs is allowed. The sample starts in 2005 because that was the first year that IAS 38

was implemented. The purpose of this study is twofold.

First, since the R&D costs accounting treatment is an ongoing debate, this thesis

seeks to approach this issue in a different way compared to the existing literature. Rather

than focusing on explaining why capitalized or expensed R&D costs explain or do not

explain future financial performance, this study addresses the issue by providing out-

of-sample evidence on the predictive ability of R&D costs.

Secondly, because recent studies call for accounting researchers to apply ML in

their studies and because ML algorithms are better suited to forecasting tasks, in this

study a range of algorithms is utilized. Both simple and more complex algorithms are

used in order to find which one is better suited to the specific dataset. Further, sets of

4



raw accounting data from the financial statements are tested in order to examine their

predictive power compared to theoretically specified financial ratios.

1.3 Methodology

In order to obtain one-step-ahead out-of-sample predictions, the models of Cazavan-

Jeny and Jeanjean (2006) and Cazavan-Jeny et al. (2011) are used. Firm’s financial

performance is proxied by ROA, Price, Returns and EPS. Out-of-sample forecasts are

obtained and the employed algorithm’s (logistic regression, random forest, XGB) is

compared in order to establish the benchmark model. Directional changes of profitabil-

ity are predicted, as predictions for the level of the measures has not yielded satisfactory

predictive performance (X. Chen et al., 2022).

In the next step of the analysis, a data-driven approach is performed, by using raw

accounting data from the financial statements instead of theoretically specified finan-

cial ratios. This approach was inspired by the papers of Bao et al. (2020) and X. Chen

et al. (2022). The raw items were transformed to have the same scale as in Bao et al.

(2020). Moreover, different sets of raw items were constructed using correlation analy-

sis as a feature selection mechanism. The out-of-sample performance of the models is

evaluated by the AUC (Area Under Curve) score. Comparisons between the theoretical

models and the raw accounting items suggest that the data-driven approach can perform

equally well (and in some cases better).

Mikko Ranta and Järvenpää (2023) suggested that in accounting research which

uses ML, focus should be given in the use of explainable AI, which helps with model

interpretation. Therefore, to shed light in the ”black box” of ML, coefficients magni-

tude, feature importance and SHAP values are used to interpret the models. In this way,

the predictive power of R&D costs is examined in detail, as for each R&D feature of in-

terest, the contribution to the forecasting of profitability is derived. SHAP values is the

most ”state of the art” tool to interpret ML models and it has been used as an alternative

to feature importance (Bali et al., 2023).
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Finally, according to Aboody and Lev (1998), analysts stated that R&D capitaliza-

tion is positively related with earnings forecast errors. Typically, studies in the field re-

verse capitalization effect by adjusting earnings and total assets. Unadjusted variables

have been used to examine the prediction performance and whether it is deteriorated

because of capitalization. Prediction performance of the algorithms did not deteriorate,

and in fact, there was a slight improvement for ROA, Price and EPS.

1.4 Contribution

This thesis significantly contributes to the accounting and finance literature by exam-

ining the predictive capacity of R&D spending on firm’s future financial performance

using an innovative methodological approach. The principal contributions are as fol-

lows:

This study shifts from the main focus of past research, which has mainly used in-

sample regression analyses to explain the relationship between R&D costs and future

profitability, to an out-of-sample predictive framework. The thesis offers a novel per-

spective on the ongoing debate surrounding the capitalization of R&D costs by framing

the relationship as a forecasting task. This approach corresponds with the recommenda-

tions from Kleinberg et al. (2015) and Mikko Ranta and Järvenpää (2023) for increased

focus on prediction issues in business and economics, providing a more pragmatic as-

sessment of the significance of R&D expenditures.

This work addresses the recent call for the incorporation of artificial intelligence

and machine learning (ML) into accounting research (Mikko Ranta & Järvenpää, 2023)

by utilizing various ML techniques, such as logistic regression, random forests, and

XGBoost, to predict future firm performance. The thesis advances accounting research

methodology by illustrating the superiority of machine learning approaches compared

to standard econometric models in forecasting financial outcomes. It demonstrates how

machine learning can manage complex, non-linear relationships and identify patterns

in data that conventional models may overlook.
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Expanding upon the research of Bao et al. (2020) and X. Chen et al. (2022), the

thesis employs a data-driven methodology by leveraging unprocessed accounting items

from financial statements rather than depending exclusively on theoretically defined fi-

nancial ratios. This strategy facilitates a more detailed examination of how specific

accounting entries influence future performance forecasts. The research indicates that

models utilizing raw accounting data might achieve comparable or superior perfor-

mance to those relying on conventional financial ratios, implying that significant pre-

dictive insights may be contained within the raw financial statement components.

To address the frequently referenced ”black box” issue related to machine learning

models, this research utilizes uses AI methodologies, including coefficient magnitude,

feature importance analysis and SHAP (SHapley Additive exPlanations). This enables

a deeper understanding of how different features, especially capitalized and expensed

R&D costs, affect profitability prediction outcomes. This interpretation of the models

enhances the transparency and usefulness of machine learning in accounting, rendering

the results more accessible to practitioners and policymakers.

This research investigates the impact of capitalizing R&D expenses on the predic-

tion efficacy of financial models. Despite the findings of prior studies that capitalization

could impair predicting accuracy due to possible earnings management (Cazavan-Jeny

& Jeanjean, 2006), the study reveals that predictive performance does not decline—and

may even enhance—when unadjusted variables are employed. This offers empirical ev-

idence that underscores the significance of capitalized R&D costs in predicting future

financial success, so contributing to the discourse on suitable accounting approaches for

R&D spending.

Out-of-sample evidence is presented about the predictive ability of capitalized R&D

costs, offering significant insights for accounting standard setters and investors. The

results indicate that the capitalization of development expenditures under IFRS could

improve the informativeness of financial statements for future performance. This af-

fects the current dialogues regarding the harmonization of accounting standards and the

possible implementation of similar practices under US GAAP.
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The study enhances the literature regarding the impact of intangible assets on firm

valuation. By empirically establishing the predictive significance of R&D expenditures

through sophisticated analytical methods, it underscores the critical role of intangible

assets in contemporary economies, reflecting the insights of Lev (2000) and Kaplan

and Norton (2004) regarding the growing importance of intellectual assets within firms’

total assets.

In summary, this thesis contributes to both the theoretical and practical understand-

ing of R&D accounting and its implications for future financial performance. It bridges

the gap between traditional accounting research and modern analytical methods, provid-

ing a foundation for future studies to explore predictive modeling and machine learning

applications in accounting and finance.

1.5 Structure of the thesis

The structure of the thesis is as follows. Chapter 2 presents the theoretical framework

and the literature relevant for this study. Chapter 3 presents the methodology, empirical

approach and data description. In Chapter 4, the empirical results are presented. Finally,

in Chapter 5, the conclusions are summarized and directions for future research are

given.
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Chapter 2

Literature review

2.1 Introduction

This chapter reviews the relevant literature of the thesis. The first section briefly dis-

cusses the theoretical framework of accounting policies. Upon these early economic

theories, researchers which examined the field of R&D costs and firm profitability have

built their research hypotheses. Then, the most important papers about R&D costs and

firm’s financial performance are presented. Moreover, the literature about the determi-

nants of R&D accounting treatment is presented.

2.2 The theory of the firm and accounting policies

The theory of the firm seeks to explain, based on economic theory, how firms make

decisions, and how they optimize production and distribute their products to achieve

their goals. One of the firm’s main goal is the maximization of profits. Since Adam

Smith’s ”An Inquiry Into the Nature and Causes of the Wealth of Nations”, four distinct

theories about the firm have developed over time, namely, The Neoclassical Theory, The

Transactions Cost Theory, The Principal-Agent Theory and the Evolutionary Theory

(Kantarelis, 2010). Since these theories though, firms have continued to grow, they

have became more important for the modern economies, they have not always operated

in competitive markets and they have been controlled by managers and not solely the
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owner. Thus, the need for new theories has emerged (Pass & Lowes, 1978)

Monsen and Downs (1965) introduced the Theory of Large Managerial Firms. Ac-

cording to their theory, owners desire dividends and a constant price rise of the firm’s

stock; yet, they do not engage in firm’s, however, they do not participate in the firm’s

management, making them unable to pursue profit-maximizing behavior. On the other

hand, managers seek to maximize their own income. The separation in ownership and

management leads large firms to report large expenses, less variable earnings and be

very cautious on their research programs.

Schiff (1966) explained that when managers act in their own self-interest, their de-

cisions create outcomes that give owners the impression of profit maximization. Since

owners are unaware of the alternative policies available to the firm, they have no way of

knowing if profits are truly maximized. Consequently, owners often act as ”satisficers”

rather than ”maximizers.” They desire maximum profits, but due to limited information,

they adopt a behaviour that differs from that of a theoretical maximizer. In corporations

with diffuse ownership, if there is a conflict between the interests of managers and own-

ers 1, the ability to select the accounting method provides managers with a significant

advantage.

Schiff’s study ”Accounting Tactics and the Theory of the Firm” was one of the first

that tried to validate the Theory of Large Managerial Firms and examined the case of

managers who use accounting policies as instrument in their attempt to satisfy stock-

holders. As an example of this phenomenon, Schiff examined the accounting treatment

of advertising expenditures. In 1960, the listed in the NYSE company, Chock Full O’

Nuts, reported that it deferred and amortized over the period of the expected sales, the

advertising and promotion costs related to the development of new markets. The in-

crease in the net income per share ratio in the following years was attributed in the

increased amount of advertising costs that have been deferred. In 1964, the company

reported losses. In addition to this, in the annual report, management restated the EPS

ratio of the previous years by charging back previously capitalized advertising costs.

1See the Principal-Agent Theory as introduced by Ross (1973) and Mitnick (1973)
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The official excuse for this policy shift was that the products for which the advertise-

ment costs were capitalized, were not expected to bring future benefits to the company.

By not writing-off the capitalized advertising costs in 1964 the company, management

presented an increase in EPS for 1964. Therefore, management presented a smooth

increasing trend in EPS to the stockholders, compatible with the Theory of Large Man-

agerial Firms.

In his report, Peles (1970) presented a methodology to decide upon the amortiza-

tion rate of the intangible assets created by advertising expenditure. These rates may

be used to determine which proportion of the advertising expenses should be capital-

ized and which should be expensed as incurred. Peles examined three industries; beer,

cigarette and cars. The amortization rate was decided based on the effect of advertising

expenditure on sales. The purpose of the study was to present an objective and uniform

method for amortizing advertising expenditure and discourage accounting policy shifts,

such as in the case of Chock Full O’ Nuts. In his final remark, he suggests that his

method may be appropriate for the accounting treatment of R&D expenditures too.

2.2.1 The Positive Accounting Theory

R. L. Watts and Zimmerman (1978) in their influential paper entitled ”Towards a Pos-

itive Theory of the Determination of Accounting Standards” introduced the Positive

Accounting Theory. Their paper makes two key assumptions. Managers seek to op-

timise their personal utility, which encompasses other types of wealth or benefits in

addition to monetary pay. Managers make accounting decisions based on how they

think they will improve their own position: by lowering corporate expenses like taxes

and political risks, or by raising their incentive compensation. In terms of accounting

standards, company behaviour is shaped by this self-interest. Furthermore, accounting

policies are chosen by management based on what will best serve their own financial

interests. This means that the potential impacts of accounting standards on cash flows,

taxes, and political or regulatory scrutiny are taken into consideration in addition to their

correctness or compliance. Managers might, for instance, favour accounting methods
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that overestimate earnings in order to get bonuses or reduce reported profits in order

minimise political costs. R. L. Watts and Zimmerman (1978) formulated the following

three hypotheses:

(a) Bonus Plan Hypothesis: In order to maximise their bonuses, managers who’s

compensation is based on reported earnings are inclined to use accounting meth-

ods that boost earnings. If a manager’s bonus is contingent on profitability, for

instance, they may opt for strategies like accelerated revenue recognition in order

to boost the company’s reported income.

(b) Debt Covenant Hypothesis: In order to remain within the restrictions of their debt

covenants, firms that are about to violate them may use accounting techniques that

overestimate profits or decrease liabilities. This strategy assists the company in

avoiding fines, further limitations, or expenses related to covenant violations.

(c) Political Cost Hypothesis: In order to avoid political costs like increased reg-

ulatory scrutiny, criticism from the public, or even wealth transfers as a result

of government intervention, bigger firms or those under political scrutiny may

use conservative accounting techniques to minimise reported earnings. For ex-

ample, oil companies may declare lower revenue during periods of heightened

public and political attention in order to mitigate regulatory pressure or requests

for more taxation.

R. L. Watts and Zimmerman (1979) state that although not in the way that theorists

had originally intended, accounting theories have traditionally had a considerable im-

pact on the content of financial statements. Accounting theories are frequently utilised

to support pre-existing assumptions rather than offering a uniform foundation for ap-

propriate financial reporting methods, such standard-setting bodies. The authors believe

that no normative theory that aims to apply universal accounting principles can explain

accounting standards. Rather, a self-interest theory is better suited to explain why ac-

counting rules are justified, as it takes into consideration the various vested interest

groups (such as legislators, investors, and managers) that prevail on various problems.
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Because it is unpopular politically, this self-interest hypothesis is rarely employed to

justify standards. The authors argue that there will never be a widely recognised ac-

counting theory that can justify all standards due to the effect of vested interests and the

variety of arguments for different accounting standards.

The initial empirical studies in accounting used agency costs and compensation

contracts to predict accounting choice (R. L. Watts & Zimmerman, 1990). Later re-

searchers started using the term of contracting costs (Klein, 1983). According to R. L.

Watts and Zimmerman (1990), contracting costs fall into multiple categories and orig-

inate from different sources. These include transaction costs such as broking and legal

fees for facilitating transactions; agency costs, which include bonding and monitoring

expenses as well as losses from agents’ inefficient decisions; information costs, which

are incurred during the process of obtaining necessary information; renegotiation costs,

which are incurred when unforeseen circumstances necessitate updating existing con-

tracts; and bankruptcy costs, which include legal fees and costs resulting from poor

decision-making that may lead to bankruptcy. The word ”contracting parties” refers to

both external stakeholders like suppliers, creditors, and consumers as well as internal

business members, like employees and managers.

The term ”accepted set” refers to the group of accounting practices over which man-

agers have discretion. The parties to the contracts voluntarily established this set. De-

pending on the relative costs and benefits of imposing limits, different firms are ex-

pected to have different levels of managerial discretion when it comes to choosing ac-

counting procedures (also known as the ”accepted set”). These limitations are enforced

by external auditors to keep managers from employing accounting discretion in an op-

portunistic manner and to maintain the accepted set’s ”conservative” nature (R. Watts

& Zimmerman, 1986).

R. L. Watts and Zimmerman (1990) represented the accepted set of accounting

methods as a Venn diagram. Their illustration is replicated in Figure 2.1. The accepted

set is determined by the contracting parties in advance (ex ante) to maximize the firm’s

value. X1 represents the accepted set of methods available to managers in Firm A, and
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X2 for Firm B. Managers then choose a specific method from the set (e.g., X1 for Firm

A and X2 for Firm B), which may be influenced by their personal incentives. These

decisions can affect the distribution of wealth among contracting parties, as managers

might select methods that maximize their utility, sometimes at the expense of other

parties. Separating ex ante decisions from ex post decisions (after-the-fact choices) is

challenging in practice, as contracts are continuously revised and renegotiated to adapt

to changing circumstances.

AM1 AM2

X1

X2

Figure 2.1: All Feasible Accounting Methods.(Replicated from R. L. Watts and Zim-

merman (1990))

Note: AM1 and AM2 represent the accepted sets of accounting methods for Firms A and B, respectively.

X1 and X2 denote the selected methods within each set.

2.3 R&D costs accounting treatment

So far, a brief introduction was made presenting the underlying economic theory based

on which managers have motives to select certain accounting policies. In this section

the two prevailing accounting policies for the treatment of R&D costs will be presented.

The two major accounting standards bodies, Financial Accounting Standards Board

(FASB) in the USA who overseas the US GAAP (Generally Accepted Accounting Prin-

ciples) and the International Accounting Standards Board (IASB)2 who oversea IFRS

2The International Accounting Standards Committee (IASC) was established in 1973. It introduced

the International Accounting Standards (IAS), which were used as the primary accounting standards

until 2001. In 2001, the International Accounting Standards Board (IASB) was established, replacing the

IASC. The IASB took over the responsibility of developing new standards and began issuing International

Financial Reporting Standards (IFRS), which succeeded the IAS. However, the IAS standards that were

issued by the IASC before 2001 continue to be in effect unless they have been replaced or amended by

IFRS.
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(International Financial Reporting Standards), dictate different accounting treatments

for R&D expenditure. In general, US GAAP state that R&D costs must be expensed

as occurred. On the other hand, IFRS state that, if certain requirements are met, R&D

costs must be capitalized. In Figure 2.2 the accounting treatment of R&D costs under

US GAAP is illustrated as a Venn diagram. Management has no choice to make, as

expensing the costs is the only available accepted method. In Figure 2.3 the managerial

discretion, which is allowed by IFRS, is illustrated.

Expense Capitalize (Unavailable)

X1

Figure 2.2: R&D costs accounting treatment under US GAAP

Expense Capitalize

X1

X1′

Figure 2.3: R&D costs accounting treatment under IFRS

This difference is explainable by the principles based on which the two bodies have

developed their standards. Traditionally, US GAAP can be described as ”rules-based”

and conservative, with specific guidelines on how to record transactions, while IFRS are

described as ”principles-based” and require judgement on how to apply the standards.

The financial reporting conservatism that characterizes US GAAP is seen as the solu-

tion to the agency problems described in the Theory of Large Managerial Firms (Lafond

& Roychowdhury, 2008). IFRS can be characterised by conservatism too; initially they
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prescribe the immediate expense of R&D costs, yet they allow capitalization. Capital-

ization of R&D expenditure is more compatible with the matching principle3, based on

which expenses should be recorded in the same period as the revenue to which they are

related.

2.3.1 R&D costs accounting treatment according to US GAAP

In 1974 FASB issued SFAS (Statement of Financial Accounting Standards) No.2, which

established the standard for the reporting of R&D costs. In paragraph 8 research and

development was defined as:

(a) Research is planned search or critical investigation aimed at discovery of new

knowledge with the hope that such knowledge will be useful in developing a new

product or service or a new process or technique or in bringing about a significant

improvement to an existing product or process

(b) Development is the translation of research findings or other knowledge into a

plan or design for a new product or process or for a significant improvement to

an existing product or process whether intended for sale or use. It includes the

conceptual formulation, design, and testing of product alternatives, construction

of prototypes, and operation of pilot plants. It does not include routine or peri-

odic alterations to existing products, production lines, manufacturing processes,

and other on-going operations even though those alterations may represent im-

provements and it does not include market research or market testing activities.

In paragraphs 9 to 11 the standards strictly define which activities can be considered

research and development. In paragraph 12 it is stated that: ”All research and develop-

ment costs encompassed by this Statement shall be charged to expense when incurred”.

The interesting part of the standard are the Appendices; there the FASB explains the

reasons which lead to adopt the specific policy. Initially, FASB recognizes the impor-

tance of R&D expenditures for the growth of the US economy. FASB states that there

3See Liao (1979) for more details in the matching principle
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is a high degree of uncertainty about the future benefits of R&D projects. They mention

the study of Booz-Allen and Hamilton (1982) and conclude that on average, only 2%

of new product ideas and less than 15% of product development projects were com-

mercially successful. Moreover, FASB states that according to the studies of Johnson

(1967), Milburn (1971), and Newman (1968), there is a lack of causal relationship be-

tween R&D costs and future revenue in terms of future increased sales, earnings and

industry sales.

In 1985, FASB issued SFAS No.86 for the accounting treatment of computer soft-

ware to be sold or leased, as a response to AICPA paper ”Accounting for Costs of

Software for Sale or Lease”. The standard explains that the costs of the creation of a

computer software product must be expensed as R&D until the completion of the pro-

gram design, which proves the technological feasibility of the product. After this, all

software production costs shall be capitalized.

More specifically, all the costs until the establishment of the technological feasibility

are treated as in SFAS No.2. The technological feasibility is established when the firm

has completed the planning, coding and testing of the product.

2.3.2 R&D costs accounting treatment according to IFRS

In 2001, IASB adopted IAS 38 Intangible assets which has been issued by IASC in

1998. In general, the standard defines that: Expenditure for an intangible item is recog-

nised as an expense, unless the item meets the definition of an intangible asset, and:

(a) it is probable that there will be future economic benefits from the asset; and

(b) the cost of the asset can be reliably measured.

These are the general requirements for the recognition of an intangible asset. In the

case of the internally generated intangible asset, the entity must classify the generation

of the asset into the research phase and the development phase. IAS 38 defines research

and development as:
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(a) Research is original and planned investigation undertaken with the prospect of

gaining new scientific or technical knowledge and understanding. Research costs

are expensed as they are incurred.

(b) Development is the application of research findings or other knowledge to a plan

or design for the production of new or substantially improved materials, devices,

products, processes, systems or services, before the start of commercial produc-

tion or use. Development does not include the maintenance or enhancement of

ongoing operations.

In the research phase, an entity cannot demonstrate that an intangible asset exists

and will generate probable future economic benefits, while in the development phase

the entity, in some cases can identify an intangible asset which will generate future

economic benefits. IAS 38 sets that an intangible asset shall be recognized if, and only

if, an entity can demonstrate all of the following:

(a) the technical feasibility of completing the intangible asset so that it will be avail-

able for use or sale.

(b) its intention to complete the intangible asset and use or sell it.

(c) its ability to use or sell the intangible asset.

(d) how the intangible asset will generate probable future economic benefits. Among

other things, the entity can demonstrate the existence of a market for the output

of the intangible asset or the intangible asset itself or, if it is to be used internally,

the usefulness of the intangible asset.

(e) the availability of adequate technical, financial and other resources to complete

the development and to use or sell the intangible asset.

(f) its ability to measure reliably the expenditure attributable to the intangible asset

during its development.
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2.3.2.1 Accounting Standards Advisory Forum meeting-research project on

Intangible Assets

IASB started a research project in April 2024 about intangible assets and the issues that

stakeholders face with the accounting for intangibles. The motivation for this project

is the increasing importance of intangible assets for the businesses and the need for

better information for the users of financial statements about the intangible assets. One

of the issues that participants agree, is that there are unrecognized internally generated

intangible assets that are linked to future benefits. According to meeting participants,

IASB should consider the requirement of reporting both recognized intangible assets

and unrecognized intangible assets. Therefore, there are R&D projects in the develop-

ment phase that meet the recognition criteria, yet management chooses not to recognize

them as intangible assets.

In 2022, UKEB (UK Endorsement Board), in anticipation of the international de-

bate on intangibles, started their own research project. Their findings are quite inter-

esting. They conducted semi-structured interviews with 35 UK stakeholders. 85% of

the respondents agreed that intangibles are very or extremely economically important.

However, only 52% said that the relevant information reported in the financial state-

ments is very or extremely useful. In addition to that, stakeholders were asked which is

their preferred accounting treatment of intangible assets. In the majority of asset cate-

gories (apart from product development and software development), they indicated that

they prefer the expensing of the relevant costs.

To summarise this section, the accounting treatment of R&D spending between the

two standards differs in the development phase costs. While US GAAP requires the

early expensing of R&D costs to emphasise financial conservatism and decrease un-

certainty, IFRS allows for the capitalisation of such costs under certain situations, in

accordance with the matching principle.
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2.4 The value relevance of R&D expenditures: Early

evidence

Academic research regarding the R&D accounting treatment and firm’s future perfor-

mance can be traced back in 1977. Ben-Zion (1977) showed that there is a relationship

between firm’s market value and R&D expenditure. Similarly, Hirschey and Weygandt

(1985) found a relationship between Tobin’s Q ratio and R&D to sales ratio. Sougian-

nis (1994) examined if extracted R&D benefits from the income statement numbers are

value relevant and if investors use accounting earnings to value R&D investments. His

findings suggested that one-dollar increase in R&D leads to a two-dollar increase in

profitability and a five-dollar increase in market value. Hall (1993) presented findings

on the opposite direction. His research examined the manufacturing sector in the US

in the ’80s. The evidence suggested that from 1973 to 1984 the intangible R&D as-

sets were as value relevant as tangible capital. After 1984 though, the value relevance

of R&D assets dropped dramatically. A potential explanation is that private returns to

R&D have actually fallen and R&D investments create much less cash flow than tra-

ditional capital investments. Another possibility is that R&D capital is depreciating

considerably faster than in the past, which could explain the drop in value. Finally,

due to greater uncertainty, the stock market may be excessively discounting R&D cash

flows, considering them as more risky and hence lowering their perceived value.

In their seminal paper, Lev and Sougiannis (1996) challenge the opinion of FASB,

that there is not a relation between R&D expenditure and future economic benefits

(based on which FASB requires the immediate expense of this expenditure). Their study

explored the value-relevance of capitalized R&D and it was the first study which used

firm-specific R&D capital instead of proxies for R&D investments. Lev and Sougiannis

state that earnings are a function of tangible and intangible assets. This relationship is

derived by the production function estimation, where sales (output) is related to labour

and materials (inputs) plus stocks of physical and intangible capital (Mairesse & Sasse-

nou, 1991). In the formulation of Lev and Sougiannis, earnings (output) minus labour
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and materials leaves the physical and intangible capital (assets) as their independent

variables. Due to the fact that R&D capitalization is not allowed by US GAAP, the

authors represented R&D capital by the lag structure of annual R&D expenditure. They

used the price and returns models as suggested by Kothari and Zimmerman (1995) and

examined the association of stock prices and returns with the R&D capital, where they

found a strong and positive association. Thus R&D capital provides value-relevant in-

formation to investors. Yet, when the model of Fama and French (1992a) was used

to examine whether investors recognise the value-relevance of capitalized R&D, they

found that capitalized R&D are not fully reflected in the stock price. They attributed

this to either the mispricing of the R&D firms or to that the excess returns are a com-

pensation of the risks that are associated with the R&D projects probability of success.

Green et al. (1996) relied on the assumption that in the UK market there is excessive

short-termism4. According to this hypothesis, investors fail to invest sufficiently in

R&D. Their findings suggested that there is no evidence that the stock market totally

misprices R&D expenditures. In their sample, R&D capitalization was not allowed by

SSAP 13 (Statement of Standard Accounting Practice). They suggest that despite the

treatment, stock market treats R&D expenses as capitalized, and adjust the reported

earnings based on this.

Motivated by their findings, in a later paper, Lev and Sougiannis (1999) explored

the relationship of R&D capital and excess returns. More specifically, the tried to ex-

plain the book-to-market phenomenon (BM)5. According to the theory, market value

differs from the book value of a firm by the present value of future abnormal earnings.

The abnormal earnings are frequently the result of innovation. The puzzle is that low

(high) BM firms have a large (low) R&D capital. Their research addressed two main

questions. Is the R&D capital proxied by BM ratio and are the returns associated with

BM ratio a result of mispricing or a compensation for the risk? Their results suggest

that when R&D capital is included in their model, BM is no longer associated with fu-

4Short-termism is when investors focus on short-term results and ignore the long-term value creation.

Refer to Feigh (1994).
5For the BM puzzle see: Fama and French (1992b, 1995) and Lakonishok et al. (1994)

21



ture returns and that the relation between R&D capital and future returns is attributed

to the risk factor associated with R&D investments. Al-Horani et al. (2003) provided

comparable evidence for the UK market. Their results are comparable with Lev and

Sougiannis (1999) as they also found that there is a relation between stock returns and

R&D expenditure. Fama and French (1993, 1996) established the three factor model

which explained a high proportion of portfolio returns. Al-Horani et al. (2003) showed

that the three factor model modified to include R&D activity can vastly improve the

explanatory power of the three factor model.

L. K. C. Chan et al. (2001) researched the stock market valuation of R&D expendi-

tures. The immediate expense of R&D (especially in R&D intensive firms) costs may

lead to a misstatement of financial ratios and because of this R&D firms may be mis-

priced. The authors compare the returns of firms The authors formatted portfolios based

on R&D intensity, which is proxied by the ratio of R&D to sales. First the compared

the returns of firms that engage in R&D activity and firms that do not do so. They found

that market correctly values future benefits of R&D investments, as they found no dif-

ference in average returns between the two groups. Then, they focused in the R&D

firms and created portfolios based on R&D intensity, proxied by the R&D to sales ratio.

Firms with high R&D to sales behaved like glamour stocks6, yet they did not exhibit

the poor returns of glamour stocks. They found that a glamour stock with high R&D

intensity earns higher returns compared to other glamour stocks. In a similar study,

Amir et al. (2003) they found that analysts’ forecasts of earnings compensate for R&D

information, yet only for large, R&D intensive firms.

Amir, Chan, Lev, Sougiannis among others7, were the pioneers in the research

stream which documented a positive relationship between R&D intensity and future

returns, and was established as the ”R&D intensity effect”. Lev et al. (2005) further

expanded the R&D literature by examining whether the expensing of R&D costs is

a conservative accounting policy. The authors support that although the expensing

of R&D is conservative compared to capitalization, this cannot stand throughout the

6See Graham and Dodd (1934) and La Porta (1996)
7See also Chambers et al. (2002), Eberhart et al. (2004), and Penman and Zhang (2002)
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firm’s life. They found that early-life (mature) firms with high (low) growth rate of

R&D compared to profitability report conservatively (aggressively). The capital mar-

ket implications of their findings are that the stocks of firms that report conservatively

(aggressively) are undervalued (overvalued). They explain this misvaluation with the

heuristic of representativeness8, according to which investors believe that patterns in

data are representative about future patterns.

Motivated by the valuation of loss firms, Darrough and Ye (2007) researched the

value-relevance of R&D costs for the loss firms. The authors noted that there are firms

that report losses for many years and firms with losses that exceed their BVE (Book

Value of Equity) yet they do not bankrupt. They argue that these firms have invested in

activities which bring future benefits, yet these activities are not reported in their book

value because of the US GAAP requirements. They find that R&D activities are the

main driver of this phenomenon. Firms that report losses tend to be more R&D intensive

compared to profit firms. At the same time, even though these firms report losses, their

R&D investments are valued by the market. The authors conclude that the increase

in loss firm is associated with small firms that undertake risky R&D projects that are

not profitable in the short term horizon. In a similar vein, Gu et al. (2023) find that

correcting for the accounting distortion caused by expensing intangibles, the earnings

of loss firms that report intangibles are equally value relevant as earnings of firms that

report profits. In addition to that, the find that loss firms that report intangibles, they

exhibit stronger subsequent performance compared to other firms.

Joos and Plesko (2005) researched whether investors price losses on the possibility

to return to profitability according to the abandonment option hypothesis (Berger et

al., 1996). They indicate that investors price differently loss firms based on whether

they report R&D. In the case of firms which report consistent losses and report R&D,

investors value the R&D as an asset. L. A. Franzen et al. (2007) find that healthy, R&D

intensive firms are more likely to be misclassified as distressed when the O-score by

Ohlson (1980) is used. This misclassification ceases to exist when adjustments are made

8See Grether (1992)
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to the treatment of R&D. L. Franzen and Radhakrishnan (2009) investigated whether

the value-relevance of R&D loss firms is extendable to profit firms. They hypothesize

that profit firms that engage in R&D activities are likely to exhibit earnings that contain

information about R&D productivity. They examined both profit and loss firms, and

found that R&D expenditures are positively (negatively) related to stock prices for loss

(profit) firms.

The early studies in the US setting examined the value relevance of R&D expendi-

tures by simulating the capitalized outlays (see Lev and Sougiannis (1996)). In 1985

SFAS No.86 was issued and allowed the capitalization of internally developed com-

puter software. This allowed researchers to obtain real capitalized R&D costs data for

the first time (for the US market). Firms could also opt to report R&D under SFAS

No.2 and expense immediately these costs. The most influential researchers in the field,

Lev and Sougiannis, who first established the value relevance of R&D costs, in each of

their papers address the FASB to consider to amend SFAS No.2, as their findings are

in direct contrast with FASB’s statement that ”...there is a lack of causal relationship

between R&D costs and future revenue...”.

The study of Aboody and Lev (1998) examined the software industry in the US from

1987 to 1995. Their findings validate the hypothesis that R&D costs are value relevant.

More specifically, they examined the value relevance of capitalized R&D using three

measures of firm performance, stock returns, stock price and earnings. They found that

annual capitalized amount, the value of the software asset and its amortization are re-

lated to both capital market variables and subsequent earnings. The major contribution

of this paper is not just the validation of value relevance of R&D costs; there was ev-

idence to this direction in prior literature. The most important contribution is that the

authors tried to explain the motives behind the choice to capitalize.
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2.5 Determinants of R&D expenditures capitalization

Aboody and Lev (1998) were motivated to examine the software industry by SFAS

No.86 which allows capitalization and by the petition of SPA (Software Publishers As-

sociation) in 1996 to abolish SFAS No.86. The petition is directly quoted as it is in the

paper of Aboody and Lev (1998) in order to present the original view of the SPA in the

matter. So, in 1996 SPA stated that:

”The rationale underlying the capitalization of software development costs is to rec-

ognize the existence of an asset of the corporation. However, an asset should be recog-

nized ... only if ultimate realization of the asset is reasonably assured.... Due to factors

such as the ever-increasing volatility in the software marketplace, the compression of

product cycles, the heightened level of competition and the divergence of technology

platforms, realization of software assets has become increasingly uncertain even at the

point of technological feasibility... We do not believe that software development costs

are a useful predictive factor of future product sales.” [Page 4 of the letter]

”The members of the SPA CFO Committee ... have indicated the substantial ma-

jority of their investors, underwriters, and financial analysts believe financial reporting

by software companies is improved when all software development costs are charged to

expense as incurred. These users of financial statements do not believe the recording of

a ”soft” asset for the software being developed is particularly relevant and does not aid

the user of financial statements. The users of financial statements ... have a high degree

of skepticism when it comes to soft assets resulting from the capitalization of software

development costs.” [Page 5 of the letter]

Aboody and Lev (1998) noted, that in 1985, ADAPSO (Association of Data Pro-

cessing Service Organizations) was a strong supporter of R&D capitalization. The

question which was raised was why there was a shift in the opinion towards capital-

ization, given that the firms have the flexibility to choose to immediately expense R&D.

Analysts also raised objections to capitalization. The empirical results indicated that

when firms capitalize, analysts’ earnings forecast errors are positively related to the rate

of capitalization. As Aboody and Lev noticed, this is interesting, as it is very easy to
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reverse capitalization by subtracting the annual capitalization charge from the earnings

and the capitalized asset from the total assets. After examining the opinions of the

stakeholders, Aboody and Lev (1998) divided their sample in ”expensers” and ”capital-

izers”. As expensers, they categorized firms that immediately expensed all their R&D

costs, while as capitalizers firms that capitalized a portion of the costs. By further ex-

amining the sample, they found that some firms capitalized in all years but one and they

classified them as capitalizers. They came in the following conclusion regarding the

determinants of R&D treatment:

(a) Size: proxied by the log of market value of equity. They supported that larger

firms spend a big amount of R&D costs on maintenance and upgrade of their al-

ready established products. These expenditures are expensed according to SFAS

No.86, thus large firms are expected to expense a big portion of their development

costs compared to smaller firms.

(b) R&D intensity: proxied by the annual development costs to sales ratio. Firms

that spend more on development, exploit the economies of scale, and will have,

on average, higher success rate in developing novel products, so they are expected

to exhibit a higher capitalization rate.

(c) Profitability: measured by net income plus R&D amortization, minus annual

capitalized R&D divided by sales. Based on analysts’ opinion of capitalization,

there is the notion that profitable companies will not capitalize in order to avoid

negatively affecting analysts’ perception of the quality of their earnings.

(d) Leverage: measured by long-term debt to BVE less the capitalized R&D asset,

which is used as a proxy to loan covenants. Firms that face strict loan restrictions

may capitalize R&D in order to increase equity and earnings.
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2.5.1 Firm size and R&D intensity: Evidence from the industrial

economics and innovation literature

A major research stream on whether economies of scale exist in R&D has emerged

in the pharmaceutical industry in the 60s. Comanor (1965) examined the relationship

between R&D growth and firm size growth or to put it simple, whether the variation

in R&D rate between firms can be explained by their size. The results challenge the

common belief that only large firms can drive rapid innovation and technical progress.

It is found that larger firms face diseconomies of scale in their R&D. However, it is

unclear whether this conclusion extends to all industries. In a later study, Jensen (1987)

concludes that the productivity of R&D is not affected by firm size. The increase in

R&D expenditures though increases the possibilities of discovering a new drug, which

is consistent with the R&D density hypothesis made by Aboody and Lev (1998).

Other researchers found that size is irrelevant and that industry explains half of the

variance in R&D intensity (Cohen et al., 1987). Cohen and Klepper (1996) examined

a cross-industry sample and found no size-effect in R&D. Their findings support the

underlying idea that larger organisations have an advantage in R&D because they can

spread the costs of their R&D efforts over a larger amount of output. This enables them

to better capitalize on the outcomes of their R&D projects.

DiMasi et al. (1995) motivated by the varying results presented in the relative lit-

erature, which are attributed to the aggregative data used in the industrial organization

studies, they examined data collected at individual project level for 12 pharmaceutical

firms. The smallest firms in the sample had lower clinical development timelines and

costs, but significantly higher preclinical expenses, which dominated the overall cost

estimates. The findings suggested that economies of scale existed in pharmaceutical

R&D, particularly in the preclinical or discovery phase. Shefer and Frenkel (2005)

found a negative and significant relationship between firm size and innovation. They

concluded that small, young firms tend to spend more in R&D.

R&D intensity is one of the most critical business decisions. Especially in the

case of technology firms, managers face challenges such as whether they have invested
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enough in R&D and whether these investments will bring future economic benefits to

the firm (Lin et al., 2006). The hypothesis that R&D intensity of technological firms is

positively associated with the financial performance of the firm, proxied by Tobin’s Q

was tested by Lin et al. (2006). They did not find evidence supporting their hypothesis.

They explained that maybe technological firms were not able to obtain a competitive

advantage just by increasing their R&D efforts.

Bustinza et al. (2019) examined the relationship between R&D intensity, prod-

uct–service innovation (servitisation9) and performance. Their findings suggest that

R&D intensity increases servitisation’s positive impact on performance. C.-Y. Lee et

al. (2014) made some interesting remarks regarding R&D intensity. The relevant litera-

ture considers R&D spending crucial for the survival and growth of the firms. However,

in the case of Eastman Kodak, who failed to invest early in digital photography, most

of their R&D resources were focused on chemical photography technology. Kodak ex-

hibited high R&D intensity, yet this did not prevent the decline of the company. C.-Y.

Lee et al. (2014) concluded that hgih R&D intensity makes the firms to become more

exploitative and less explorative, where explorativeness is the degree of the new knowl-

edge used by the firm in order to innovate.

2.5.2 R&D capitalization determinants: Evidence from the

accounting literature

Since the seminal paper of Aboody and Lev (1998), numerous studies have emerged

examining the R&D capitalization determinants. The majority of these studies were

based on the findings of Aboody and Lev. In Table 2.1 we present the relevant literature

and the relationship found for the determinants of capitalization. It is noticed that in

terms of firm size and leverage, findings are in line with Aboody and Lev (1998) in the

majority of the studies. On the other hand, mixed results are found for R&D intensity

and profitability. While the effect of firm size and R&D intensity on the decision to

capitalize is extensively examined by industrial economics and innovation research,

9See Shin et al. (2022) for more details on servitisation, efficiency and performance.
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Table 2.1: Summary of studies on firm attributes associated with capitalization

Study Sample Size Inten. Prof. Lev.

Aboody and Lev (1998) US - + - +

Cazavan-Jeny and Jeanjean (2006) France - - - +

D. R. Oswald and Zarowin (2007) UK - - + N/A

D. R. Oswald (2008) UK - - + +

Markarian et al. (2008) Italy - + - -

Cazavan-Jeny et al. (2011) France - - + +

Dinh et al. (2015) Germany + +/- + +

Eierle and Wencki (2016) Germany - + - +

Wang (2016) China + - + +

Mazzi et al. (2019) International - + N/A +

D. Oswald et al. (2021) UK - - + +

Brasch et al. (2022) UK - - - +/-

Note: Inten. = R&D intensity; Prof. = profitability; Lev. = leverage. ”+” indicates positive association,

”-” indicates negative association, and ”N/A” indicates not assessed.

There are two distinguishable groups of studies regarding the accounting treatment

of R&D costs. The proponents of immediate expensing of R&D support that expens-

ing R&D capitalization requires managerial judgement and it allows for earnings man-

agement. On the contrary, proponents of capitalization support that capitalized R&D

costs can be used as a signal to the investors about the future performance of the firm

(Cazavan-Jeny et al., 2011). Early evidence from the US market, is relied on sim-

ulated capitalization data, as capitalization is not permitted. The majority of studies

about R&D capitalization determinants focus on countries that allow capitalization un-

der their national GAAP or IFRS. In Table 2.2 we briefly present the capitalization rules

for the countries that are examined in these studies.
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Table 2.2: Summary of R&D accounting treatment per study

Study Country Acc. Stand. Res. Dev.

K. Ahmed and Falk (2006) Australia National E* C*

Cazavan-Jeny and Jeanjean (2006) France National E C*

D. R. Oswald and Zarowin (2007) UK National E C*

D. R. Oswald (2008) UK National E C*

Markarian et al. (2008) Italy National E C*

Cazavan-Jeny et al. (2011) France National E C*

Dinh et al. (2015) Germany IFRS E C

Eierle and Wencki (2016) Germany National E C*

Dinh and Schultze (2022) Germany IFRS E C

Brasch et al. (2022) UK National E C*

Note: Acc. Stand. = Accounting standards followed; Res. = research phase; Dev.= development phase;

E = expensed as incurred ; E* = expensed as incurred but optionally capitalized; C* = optional capital-

ization; C = mandatory capitalization.

2.5.2.1 The earnings management theory

Earnings management is the tactic of generating earnings by taking advantage of man-

agerial discretion over accounting policies and operating cash flows (Phillips et al.,

2003). Similarly, R. L. Watts and Zimmerman (1990) characterize earnings manage-

ment as managers’ discretion over accounting numbers with or without constraints.

Earnings management includes a variety of activities that affect reported accounting

earnings or how they are examined. It begins with production and investment deci-

sions, which influence underlying financial results. It continues with the selection of

accounting policies and the determination of accrual amounts during the preparation of

financial reports, and end with activities that influence how reported earnings are inter-

preted (Ronen, 2008). The main motives for earnings management include restrictive

debt covenants, CEO compensation, and income smoothing (Markarian et al., 2008).

According to the earnings management hypothesis, capitalization increases ROA (Re-

turn on Assets), improves leverage and smooths earnings (White et al., 2002).

A negative relationship between profitability and capitalization is expected if man-

agement capitalized when firm performance is poor (Cazavan-Jeny & Jeanjean, 2006).

Furthermore, it is established in the literature that managers seek to smooth the reported

earnings (Degeorge et al., 1999; Fudenberg & Tirole, 1995). Findings in the R&D lit-
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erature support the smoothing hypothesis (Healy et al., 2002; Lev et al., 2005). Finally,

according to Aboody and Lev (1998), managers may use capitalization to increase eq-

uity and earnings in order to manipulate the reported leverage ratio. Lenders rely on

financial statements to set debt covenants (Costello & Wittenberg-Moerman, 2011).

When firms are small, high-leveraged and report fewer tangible assets, their loans are

more likely to include restrictive covenants (Bradley & Roberts, 2015). Kim et al.

(2021) found that earnings management practices could indicate managers’ self-serving

actions driven by personal ambitions (the managerial opportunism hypothesis10).

Cazavan-Jeny et al. (2011), in the French setting, noticed that capitalizers do not

necessarily capitalize every year. They run a second determinants test to examine when

capitalizers capitalize. Based on the findings of Burgstahler and Dichev (1997), who

found that firms avoid reporting losses and earnings decreases, they hypothesized that

management could use R&D capitalization in order to meet the zero and last year

thresholds. The findings validate their hypothesis. In a similar study (which though

did not examine capitalization of R&D per se), Osma and Young (2009) found that

firms reduce R&D spending in order to beat earnings targets. In the second part of their

study, Cazavan-Jeny et al. (2011) examined the relationship between R&D and three

measures of firm performance, sales growth, stock price and earnings. They hypothe-

sized that if capitalisation regulations are correctly implemented, capitalised R&D will

more accurately estimate future profitability than expensed R&D. However, the results

showed that capitalising R&D expenditures had a neutral or negative impact on future

performance. Their findings suggest that, contrary to the accounting standard’s intent,

managers do not capitalize R&D expenses for projects with a higher chance of success.

In a similar study, conducted using a sample from France, Cazavan-Jeny and Jeanjean

(2006) found a negative relationship between capitalized R&D and stock returns. They

have also conducted a capitalization determinants test, and concluded that managers use

R&D capitalization opportunistically.

Dinh et al. (2015) used a German sample of R&D active firms and examined whether

10See Chalmers et al. (2002) for more details on the managerial opportunism hypothesis.
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managers use R&D capitalization opportunistically. Their study focused on the bench-

mark beating hypothesis. They found that managers tend to capitalize R&D costs when

they want to surpass analysts’ earnings forecasts or last year’s earnings. Moreover, they

found that firms capitalize higher amounts of R&D costs when they are leveraged and

have lower growth opportunities. Recent evidence from Germany examined the capital-

ized R&D under IAS 38 and ”as-if” capitalized R&D. Dinh and Schultze (2022) were

motivated by two distinct opinions in the literature. While Garanina et al. (2021) exam-

ined the benefits of reporting capitalized intangible assets on the balance sheet, Barker

et al. (2020) and Penman (2009) suggested that emphasis should be given to the income

statement too, as investors can use it to compensate for possibly inadequate balance

sheets. According to Dinh and Schultze (2022), ”as-if” capitalization removes manage-

ment’s discretion but at the same time it also removes the informativeness to market

participants (Riley, 2001). The informativeness of ”as-iff” capitalized R&D costs- if

it exists- is attributed to the benefits of accrual accounting (Dechow, 1994; Penman &

Yehuda, 2009). Dinh and Schultze (2022) findings suggest that capitalized R&D un-

der IAS 38 are associated with forecast errors and that they are as value-relevant as

the expensed R&D. They attribute this to the fact that investors believe that capitaliza-

tion is used for earnings management. The investors make adjustments, meaning they

”undo” capitalization- they convert the capitalized R&D to expensed. Finally, ”as-if”

capitalized costs are value-relevant.

Motivated by the differences that are noted in the literature between private and

public firms, Eierle and Wencki (2016) investigated a sample of privately-held German

firms. Their findings suggest that R&D capitalization is used for income smoothing

when they report low performance or negative earnings. Further, highly leveraged firms

tend to capitalize more often. They conclude that despite their differences, private and

listed firms do not differ in these specific capitalization determinants. In a similar vein,

evidence from UK private firms supports that capitalization of R&D is used to avoid

debt covenants restrictions (Brasch et al., 2022).

Evidence from Italy supports the income smoothing hypothesis. More specifically,
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Markarian et al. (2008) provided evidence in line with studies suggesting that managers

capitalize R&D costs when they exhibit lower earnings (ROA). On the contrary, when

firms exhibit improved performance, it is more probable that management will expense

R&D costs. Their findings indicate that there is a negative relationship between capi-

talization and ROA.

2.5.2.2 The market signal theory

Signalling theory is useful for describing behaviour when two parties (individuals or

organisations) have unequal access to information. In general, one party, known as

the sender, selects whether and how to convey (or signal) that information, while the

other party, the receiver, must decide how to interpret the signal (Connelly et al., 2011).

One of the most influential papers in the field, written by Spence (1973) examines how

high quality job applicants distinguish themselves from low quality job applicants using

prestigious higher education degrees. Signalling theory focusses on neutralising infor-

mation asymmetry (Spence, 2002). Akerlof (1970) and Stiglitz (2002) indicated that

there is information asymmetry in the markets. Common perception of these authors

is that, disregarding the market (labour, car, stock, etc.), sellers have more information

about the product than buyers. Dye and Verrecchia (1995) found that when managers

have more reporting flexibility, they can signal the market about firm performance.

Ball and Brown (1968) investigated whether accounting treatment choices that do not

directly impact cash flows are linked to fluctuations in stock prices. They attributed

market inefficiency to managerial signalling. Rees et al. (1996) interpreted the abnor-

mal negative accruals during an asset write-off as managerial signal for performance.

Accounting choices can serve as a means for more informed insiders to communicate

information to less informed parties regarding the timing, size, and risks of future cash

flows (Fields et al., 2001).

Hughes and Kao (1991) supported that capitalization is more informative as, de-

spite the required managerial judgement and estimates about future performance, these

estimates require verification by an auditor. D. R. Oswald and Zarowin (2007) listed
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three reasons for which the capitalization of R&D costs may not be informative. First,

if the market believes that managers are manipulating earnings, the investors will be

sceptical about management’s information. Due to the nature of R&D investments and

the difficulty to forecast their success, even the auditor’s report cannot reduce their con-

cerns. Second, because of the high uncertainty of R&D investments, the information

provided by management is based on assumptions and estimates. Thus, the information

can be completely misleading about future performance. Finally, expensers could sim-

ply choose to disclose the information rather capitalize in order to give a signal to the

market.

D. R. Oswald and Zarowin (2007) examined a sample of UK companies, where cap-

italization was allowed. They measured the informativeness using FERC(Future Earn-

ings Response Coefficient), which is the coefficient on future earnings in a regression

of current stock return against current and future earnings. They found that capitalized

R&D are more informative than expensed R&D, which is in line with the market sig-

nal theory. D. R. Oswald (2008) examined the value relevance of both capitalized and

expensed R&D in the UK setting. His study concluded that management will use the

most appropriate method (capitalize or expense) in order to convey information to the

market.

Evidence from Australia suggests that managers posses superior information and

should be allowed to use the R&D costs accounting treatment as a signal (K. Ahmed &

Falk, 2006). The authors found that by capitalizing successful R&D and expensing the

unsuccessful, information asymmetry would be reduced and the financial statements

would be more value relevant. In a similar study, again in Australia, Goodwin and

Ahmed (2006), despite the expectation of earnings management when managers have

the discretion to capitalize or not, they found that the earnings of capitalizers are more

value relevant compared to the expenses, which is in line with the signal theory.
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2.6 The bonus plan hypothesis and R&D spending

In the Positive Accounting Theory, R. L. Watts and Zimmerman (1978) made the hy-

pothesis that managers who seek to maximize their bonuses prefer accounting methods

that increase the reported income. Waegelein (1988) conducted one of the first empir-

ical studies in the field, by examining the relationship between short-term bonus plans

and corporate investment decisions, such as R&D. The short-term bonus plans assess

the firm performance for a year. Firm performance is assessed by profitability ratios,

such as ROA and ROE. Their sample was formed by US firms, and their findings sug-

gested that short-term bonus plans lead to significant increase in capital expenditures,

yet they could not find an association with R&D spending.

Cheng (2004) examined whether compensation committees are able to prevent re-

ductions in R&D expenditures. Two main hypotheses were formed. Changes in R&D

spending are more likely to happen when the CEO is near retiring age and when firms

report small losses or decline in reported earnings. The findings suggested that those

two hypotheses hold. However, there is no significant association with reduced R&D

spending. In a similar study, Serfling (2014) found out that older CEOs reduce risk

by making less risky investments, and they achieve this by reducing R&D spending.

Another study by Duru et al. (2002) suggested that firms do actually protect regular ex-

penses, such as R&D and advertising costs. Furthermore, firms prefer to protect R&D

investments over advertising costs. These findings are consistent with earlier research,

which indicates that compensation committees protect CEOs from the financial con-

sequences of non-routine occurrences such as restructuring expenditures and unusual

losses. Dechow and Sloan (1991) examined the hypothesis that CEO near retiring age

will manage discretionary investment expenditures, like R&D, to improve short-term

earnings performance. Their findings support this hypothesis. However they find that

through CEO stock ownership plans, reductions in R&D expenditures are mitigated.

Cao and Laksmana (2010) found out that firms concerned with income reporting

tend to reduce CEO option remuneration when R&D spending rises and reported earn-

ings fall. Furthermore, for firms under similar reporting requirements, the loss in com-
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pensation is more evident when they repeatedly fail to fulfil quarterly earnings targets.

Overall, findings indicate that the negative impact on CEO compensation leads to short-

term, incentive-driven decisions, resulting in the suspension or cancellation of R&D ini-

tiatives, even if they have significant long-term potential. Ghosh et al. (2007) found that

hat R&D investments and CEO stock options are positively associated at high levels of

option holdings.

Dinh et al. (2019) examined a sample of firms in the US. They formulated the fol-

lowing hypothesis. Firms mitigate a decline in earnings by two ways. Either they will

increase the capitalized amount of successful R&D spending (those who are allowed

to under SFAS No.86) or they will reduce R&D spending. Their findings substantially

support the notion that capitalising costs associated with successful software develop-

ment, as allowed by US accounting standards, minimises the risk of underinvestment

due to short-term incentives. Furthermore, firms that capitalise these expenses do not

appear to overinvest when they have financial flexibility, unlike organisations that can-

not capitalise such costs.

2.7 Value relevance of R&D and the reporting

environment

Ali and Hwang (2000) examined accounting data from 16 different countries. Their

study explored five country-specific factors that affect value relevance. Among their

findings, they found that value relevance is lower for Continental countries compared

to the UK and the USA. Similarly, Alford et al. (1993) investigated whether differences

in accounting standards and corporate governance affect value relevance. They used

the USA as a benchmark, and found that value relevance varies across countries with

different national GAAP.

R. Zhao (2002) examined the value relevance of R&D expenses using an interna-

tional dataset. Their sample was from two countries who allowed conditional capi-

talization, France and the UK and two countries who required the immediate expens-
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ing of R&D, Germany and the USA. Apart from the accounting treatment rules for

R&D, the study focused on the different legal environment in these countries, where

France and Germany have a code-law system, while the UK and the USA are situated

in a common-law environment. Common-law countries typically have dispersed eq-

uity ownership, more financial transparency, and higher-quality accounting earnings,

whereas code-law countries tend to have more concentrated ownership, less financial

transparency, and lower-quality earnings. As a result, the value relevance of R&D re-

porting in these countries depends on both their financial reporting environments and

their R&D accounting standards. In Germany and the USA, where R&D costs are ex-

pensed, reporting total R&D costs are value relevant to accounting earnings and book

value. Similarly, in France and the UK, where R&D costs are capitalized, the distinc-

tion between capitalized and expensed R&D costs further increases the value relevance

of R&D.

Another stream of the literature examines the effects of IFRS adoption in 2005. The

local GAAP of each country, which were shaped by the local institutions and culture,

were replaced by the principle-based IFRS. One of the purposes of IFRS introduction

was to enhance financial reporting quality (André et al., 2015). There is a controversy

between academics on whether IFRS achieve this goal. For example, academics from

the USA believe that IFRS lack rigor and quality (Barth, 2008). Empirical evidence

from the European Union countries suggests that a significant number of accounting

quality metrics improved when IFRS were adopted in the EU. That is, there is less

tendency on managing earnings towards a target, a smaller size of absolute discretionary

accruals, and improved accrual quality. However, the findings indicate that firms engage

in more income smoothing and recognise big losses in a less timely way in post-IFRS

adoption (H. Chen et al., 2010). Similarly, A. S. Ahmed et al. (2013) suggest that

indeed, there is evidence towards the direction of increased income smoothing and a

decrease in timeliness of loss recognition, on the other hand though, they found that

there is no evidence that IFRS adoption lead to increased accounting quality.

One of the first studies that examined the effect of R&D accounting treatment and
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their value relevance in the pre- and post- IFRS adoption periods was conducted by

Dargenidou et al. (2021) in the UK setting. They examined two R&D accounting treat-

ment standards, SSAP 13 and IAS 38. Under SSAP 13, managers had the option to

capitalize R&D costs but there were strict rules about this choice (high asset recog-

nition threshold). On the contrary, IAS 38 introduced a lower recognition threshold

but greatly reduced managerial discretion on when managers have to capitalize R&D.

Stark (2008) supported that the limits that are set by IAS 38 in the managerial discre-

tion limit the managers’ ability to send signal to the market about the success of R&D

projects. Dargenidou et al. (2021) made the hypothesis that the relationship between

current returns and future earnings for the capitalizers is weaker in the post- IFRS pe-

riod compared to the pre- IFRS period. Their findings suggest that capitalisation under

IFRS does not result in current returns that include more future profits information than

expensing. Post-IFRS share prices are less information-efficient than pre-IFRS prices

due to fewer forward-looking information. They concluded that capitalisation under

IFRS may lead to uncertainty, however this is corrected in the future when economic

benefits are realised.

In a similar study, Shah et al. (2013) examined the contemporaneous relation be-

tween prices or returns and book values, in the pre- and post- IFRS period in the UK.

Their findings indicate that capitalized R&D are value relevant throughout the two pe-

riods. This does not stand for the expensed R&D. Although capitalized R&D remained

value relevant in the post- IFRS period, they noticed a decrease in value relevance in the

post- IFRS period. Evidence from South Korea suggests that when firms consistently

capitalize R&D costs, those remain value relevant in the post- IFRS period and are a

reliable indicator of future economic benefits (Cho & Kim, 2024). Similar conclusions

have been made by Tsoligkas and Tsalavoutas (2011) for the UK market. Capitalized

R&D remain value relevant to market value in the post- IFRS period, while expensed

R&D are negatively value relevant to market value in the post- IFRS period. A recent

study by Bhattacharya et al. (2024) examined the efficiency of R&D firms in the pre-

and post- IFRS period in Germany. They considered the implementation of IFRS and
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the shift from full expensing to partial capitalization of R&D expenses as an exogenous

shock. Firm efficiency is measured using Data Envelopment Analysis and Stochastic

Frontier Analysis.11 Their findings suggest that German firms became more efficient

in the post- IFRS period. Their supplementary analysis suggested the opposite for UK

and Australian firms.

11See more about DEA in Boussofiane et al. (1991) and for SFA see Koop et al. (1999).
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Chapter 3

Methodological framework and data

description

3.1 Introduction

In this Chapter the methodological framework is developed. The theoretical models

are presented and a detailed description of the data is provided. Furthermore, feature

engineering, cross-validation strategies and the evaluation metrics are presented.

3.2 Earnings, stock price, stock returns-R&D relation

All the earnings models in the field are built upon the relationship between earnings

and assets, as earnings are generated by assets. Lev and Sougiannis (1996) defined this

relationship as:

Earnit = f (TangAssit , IntAssit) (3.1)

where Earnit are the earnings, TangAssit the tangible assets and IntAssit the intan-

gible assets. In the next formula, they further split the intangible assets in R&D assets

and other intangible assets:

Earnit = f (TangAssit ,RDCit ,OIAit) (3.2)
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where RDCit is the R&D capital (assets) and OIAit are the other intangible assets.

Finally, they use operating income as a measure of earnings, as they find that R&D

investments are not related to non-operating items. They formulated the following ex-

pression:

OIit = α0 +α1TangAssi,t−1 +α2RDCi,t−1 +α3OIAi,t−1 + εi,t (3.3)

where:

– OIit = annual operating income, before depreciation, advertising and R&D ex-

penses, of firm i in year t, scaled by sales,

– TangAssi,t−1 = the value of plant and equipment, inventory, and investment in

unconsolidated subsidiaries and goodwill, measured at the beginning-of-year val-

ues, scaled by sales,

– RDCi,t−1 = R&D capital, measured at the beginning-of-year values, scaled by

sales,

– OIAi,t−1 = other intangible assets, measured at the beginning-of-year values,

scaled by sales1.

Lev and Sougiannis (1996) followed the suggestion of Kothari and Zimmerman

(1995) who suggested that both price and returns models have to be used. They specified

the returns-earnings relation as:

Rit = α1 +β1Eit + γ1(Ad jEit −Eit)+uit (3.4)

Rit = α2 +β2Eit + γ2∆Eit +δ2(Ad jEit −Eit)+Ω2∆(Ad jEit −Eit)+uit (3.5)

Rit = α3 +β3ERD
it + γ3∆ERD

it +δ3(Ad jEit −Eit)+Ω3∆(Ad jEit −Eit)+uit (3.6)

1Other intangible assets were simulated by advertising expenses
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where:

– Rit = annual stock return from nine months before fiscal t year-end through three

months after it,

– Eit ,Ad jEit = reported (GAAP) and adjusted2 earnings-per-share (before extraor-

dinary items), respectively,

– Ad jEit −Eit = ’error’ or misstatement in reported earnings due to the R&D ex-

pensing; this misstatement is equal to RDit −RAit , namely the annual R&D outlay

minus the R&D amortization, which in turn is equal to the net (amortized) invest-

ment in R&D during t,

– ERD
it = Eit +RDit , is reported earnings before the R&D expensing.

Model (3.4) is the basic returns-earnings relation, Model (3.5) includes the first

differences of earnings, because differencing yields stationary series and Model (3.6)

includes earnings before R&D expensing. All independent variables are divided by

beginning of fiscal year share price, Pi,t−1. Lev and Sougiannis (1996) derived a parsi-

monious price model:

Pit = α4 +β4Eit + γ4(Ad jEit −Eit)+uit (3.7)

where Pit is share price of firm i three months after fiscal year-end. Based on this

model they derived the following expression:

Pit = α5 +β5Eit + γ5(Ad jEit −Eit)+Ω5RDCit +uit (3.8)

The studies that have focused in the US setting have the drawback of relying in

simulated data to proxy for R&D capital, as R&D capitalization is not allowed in the

US GAAP. European studies utilize similar models as Lev and Sougiannis (1996)- any

may be more suitable to this research. Most of them have built their models upon

2Ad jEit = Eit +RDit −RAit , where RAit is R&D amortization
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the Ohlson (1995) valuation model. Cazavan-Jeny and Jeanjean (2006) expressed the

relationship between stock price and R&D expenditure as:

Pit = α0 +β1ABV PSit +β2AEPSit +β3CapRDPSit

+β4ExpRDPSit +∑Y Rit +∑ Indit + εit

(3.9)

where:

– Pit : stock price at the end of fiscal year t for firm i,

– ABV PSit : adjusted book value per share, that is, net of capitalized R&D,

– AEPSit : adjusted earnings per share, that is, before R&D expense and amortiza-

tion of capitalized R&D,

– CapRDPSit : annual amount of net capitalized R&D per share,

– ExpRDPSit : annual amount of expensed R&D per share,

– Y Rit : time indicator variable,

– Indit : industry dummy variable.

Following Easton (1999) and Easton and Harris (1991), Cazavan-Jeny and Jeanjean

(2006) expressed their returns model as:

Rit = λ0 +λ1∆AEPSit +λ2∆AEPSit +λ3∆CapRDPSit

+λ4∆ExpRDPSit +λ5ABV PSit

+λ6CapRDPSit +λ7ExpRDPSit +∑Y Rit +∑ Indi,t + εit

(3.10)

where:

– Rit : annual stock return at the end of year t for firm i

– ∆EPSit : change in earnings per share between t and t −1

– ∆AEPSit : change in adjusted earnings per share between t and t −1
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– ∆CapRDPSit : change in capitalized R&D per share

– ∆ExpRDPSit : change in annual amount of expensed R&D per share

All independent variables are scaled by the beginning-of-year market capitalization

(apart from the dummies).

Cazavan-Jeny et al. (2011) used a slightly different approach compared to the rele-

vant literature, and apart from using only price and returns models they examined future

performance prediction by also using an income model. They used a model similar to

L. K. C. Chan et al. (2003), where they modelled future ROA as:

FUT ROAk = β0 +β1RD CAPt +β2CF RDt+

+β3RD CAP×CF RDt +β4ROAt +β5PT Bt+

+β6Sizet +β7CAPEX t +β8IMR+∑Yeark +∑ Industryk + εt

(3.11)

where:

– FUT ROAk =
Σ(ROAt to t+k)

k+1
,

– RD CAPt : indicator variable coded 1 if the firm capitalizes its R&D costs at least

once over the examined period, 0 otherwise,

– CF RD: the cash flow of R&D (irrespective of its accounting treatment) scaled

by total assets,

– PT B: Price to Book ratio,

– Size: the natural log of total assets, excluding capitalized R&D,

– CAPEX : capital expenditures in the year,

– IMR: the Inverse Mills Ratio. See Heckman (1979) for details.

Following L. K. C. Chan et al. (2003), Cazavan-Jeny et al. (2011) included CF RD

as a proxy of R&D intensity. Chan et al. have found that R&D intensity exhibits strong

forecasting power. PT B ratio was included as firms with low book-to-market ratio are
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associated with high growth. CAPEX are included as a control, because managers may

engage in capital expenditure in order to yield better future growth. To verify their re-

sults, Cazavan-Jeny et al. (2011) estimated an alternative income model, where instead

of sales growth, they used an income level model, where they used FUT ROAk as the

dependent variable. FUT ROAk is the average future ROA over an one-year or 3-year

horizon, measured as: FUT ROAk = ∑(ROAt to t + k)/(k + 1). To further investigate

the relationship of R&D and income level, they split the cash flow of R&D into three

components, the cash flow expensed by the expensers, the cash flow capitalized by cap-

italizers and the cash flow expensed by capitalizers. Finally, Cazavan-Jeny et al. (2011)

modelled the relationship between stock price and R&D using the valuation model of

Ohlson (1995), in a similar way as Aboody and Lev (1998), Cazavan-Jeny and Jeanjean

(2006), and R. Zhao (2002). Stock returns are modelled following Easton (1998) as:

Rit = β0 +β1AEit +β2∆AEit +β3∆RD Exp Expit +β4∆RD Cap Capit

+β5∆RD Exp Capit +β6IMRi +∑Yearit +∑ Industryit + εit

(3.12)

Where all right-hand side variables are scaled by lagged market value. Rit is the

annual stock return at the and of year t for firm i and AEit are the earnings before R&D

expense and amortization.

3.3 Machine Learning for profitability prediction

There is extensive academic literature on the ability of financial statement information

to predict future profitability. Nowadays researchers adopt panel-data methods to pre-

dict future profitability (Monahan, 2018). Evidence suggests that traditional regression

exhibits poor forecasting performance compared to a random-walk model (Li & Mohan-

ram, 2014). Zarowin (2019) highlighted that machine learning may be a methodological

innovation to improve the forecasting accuracy of earnings models.

Jones et al. (2023) suggested that ML (Machine Learning) can be used to earnings

forecasting in the following two ways (so far). The first way is to exploit many available
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features and let the ML algorithm to decide the best predictors from the feature space.

In one of the earliest studies that followed this approach, Ou and Penman (1989) used

many accounting and market-based ratios to predict changes in next-period earnings

with a stepwise logistic regression. Since then though, modern ML algorithms have

emerged, such as gradient-boosting and random forests, which allow a vast number of

features and provide stable forecasting models (Breiman, 2001; J. H. Friedman, 2001;

Hastie et al., 2001). A recent study by X. Chen et al. (2022) used thousands of XBRL3

items as features and modern ML algorithms to predict earnings. Jones et al. (2023)

supported that ML can find hidden patterns in the data that linear methods cannot cap-

ture. The second methodological approach that is suggested by Jones et al. (2023) is to

use theoretically defined models, training the algorithms in features that are selected by

the researchers. In Table 3.1 the most relative studies that use ML algorithms to predict

earnings are presented along with the algorithms that have been used.

Table 3.1: Summary of studies, features, targets, and algorithms

Study Features Target Algorithm

Ou and Penman (1989) Accounting &

market-based ratios

∆EPS‡ LOGR

You and Cao (2021) Financial statement

items, HVZ, SO, LM

EPS OLS, LASSO, RID,

GBR, ANN

X. Chen et al. (2022) Detailed financial

data, DuPont

∆EPS‡ RF, SGB, LOGR

J. O. S. Hunt et al. (2022) 64 variables from Ou

and Penman (1989)

∆EPS‡ LOGR, RF

Jones et al. (2023) PZ model, 64 vari-

ables from Ou and

Penman (1989)

∆RNOA TreeNet, OLS

Easton et al. (2024) FRY, VY, BCG,

HVZ, LM

EPS KNN

Note: LOGR: logistic regression, RID: ridge regression, GBR: Gradient Boosting Regressor, RF: random

forest, SGB: stochastic gradient boosting, KNN: k-nearest neighbors. ‡ directional change of earnings,

binary classification. HVZ: Hou et al. (2012), SO: So (2013), LM: Li and Mohanram (2014), PZ: Penman

and Zhang (2004), FRY: Fairfield et al. (2009), VY: Vorst and Yohn (2018), BCG: Blouin et al. (2010).

3eXtensible Business Reporting Language
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3.4 Data description and sample formation

The sample is consisted of publicly listed4 firms from 30 European countries, namely:

Austria, Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Fin-

land, France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Liechtenstein, Lux-

embourg, Malta, Netherlands, Norway, Poland, Portugal, Russian Federation, Slovakia,

Slovenia, Spain, Sweden, Switzerland and the United Kingdom. We collect all ac-

counting and market data from Worldscope and Datastream International for the period

1988 - 2020. According to the literature, firms classified as banks, insurance, finan-

cial services, and oil & gas are excluded from the sample (Cazavan-Jeny et al., 2011;

Dargenidou et al., 2021). Financial firms are excluded5 because they follow different

accounting standards; oil & gas firms are given the option to capitalize exploration and

evaluation costs under IFRS 6 Exploration for and Evaluation of Mineral Resources.

The capitalized amounts may be captured in Datastream as development costs (Dar-

genidou et al., 2021).

In the next step, firms that do not report either capitalized development costs or

research expenses, meaning they do not report any R&D activity are also excluded

from the sample. A preliminary analysis has been conducted and in Figure 3.1 the

firm-year observations per year are presented. It is noticed that before 2005 there is not

a significant amount of available data for capitalized development costs, therefore we

limit our analysis for the period from 2005 (the implementation of IAS 38) to 2020.

Moreover, firms that do not report in IFRS after 2005 are also excluded. The approach

of Anand et al. (2019) is followed, thus only firms that have at least three years of data

available are included in the sample.

Although there is some controversy on the identification of outliers and the way

they are treated (See: Andrews and Pregibon (2018) and Sullivan et al. (2021)), it is

common in the accounting literature to winsorize accounting variables to 1% and 99%

4The selected firms are listed on the major stock exchange of each country; both active and inactive

firms are included in order to avoid survivorship bias
5Firms not classified in any of the industries or industry is a missing value and unquoted equities are

also excluded from the sample.
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Figure 3.1: Number of firm-year observations for capitalized development costs and

research expenses per year

levels, so this approach is followed in this research too. In Table 3.2 the initial sample

formation is summarized.

Table 3.2: Initial sample selection process

Criteria Firm-years

European listed firms 232,716

Less: banks, insurance, financial services, oil & gas (26,334)

206,382

Less: zero R&D activity (173,007)

33,375

Less: firm-year obs. before 2005 and firm-years not reporting in IFRS after 2005 (9,850)

23,525

Less: firms with less than three years of data (620)

Total 22,905

Artikis et al. (2022) used a sample of 16 European countries in their study: Aus-

tria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Netherlands,

Norway, Portugal, Spain, Sweden, Switzerland, and the United Kingdom. Their ratio-

nale for choosing this sample is that those countries can be characterized as advanced

economies and they share similar legal tradition. Although Artikis et al. (2022) study is

on a completely different stream of the accounting and finance literature (asset growth

anomaly), their sample selection is similar to R. Zhao (2002) who examined R&D ac-

counting treatment in countries with different legal and cultural characteristics. Artikis

et al. (2024) in their study on profitability prediction, conducted a sensitivity analysis
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by distinguishing between advanced Western countries and the rest of Europe, based

on the hypotheses that advanced countries offer higher investor protection and earnings

of higher quality. An analysis of the distribution of the firms across countries has been

conducted and the results are presented in Table 3.3

Table 3.3: Distribution of firms by country

Country Number of firms Firm-year observations

Austria 33 390

Belgium 58 648

Bulgaria 3 17

Croatia 3 14

Cyprus 3 21

Czech Republic 2 19

Denmark 55 604

Estonia 6 49

Finland 78 960

France 262 2,782

Germany 286 3,259

Greece 61 685

Hungary 7 80

Iceland 1 16

Ireland 19 196

Italy 100 956

Liechtenstein 1 6

Luxembourg 14 125

Malta 3 28

Netherlands 66 656

North Macedonia 1 3

Norway 71 660

Poland 148 1,172

Portugal 17 168

Russian Federation 45 346

Slovakia 1 3

Spain 64 739

Sweden 221 2,055

Switzerland 99 1,091

United Kingdom 504 5,157

Countries with less than 10 firms are dropped from the sample (Bulgaria, Croa-

tia, Cyprus, Czech Republic, Estonia, Hungary, Iceland, Liechtenstein, Malta, North

Macedonia and Slovakia). Therefore the sample is consisted of 19 European countries.
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Sample size is slightly reduced to 22,649 firm-year observations6.

Cazavan-Jeny et al. (2011) classify a firm as a capitalizer if it reports a non-zero

R&D asset for at least one year during the examined period, otherwise it is classified as

an expenser.

Figure 3.2: Firms classification based on accounting treatment

The effect of IAS 38 is visible in Figure 3.2. We see a steep increase in firms that are

classified in the years after 2005. Capitalizers according to the classification that was

made do not necessarily capitalize every year. However, in Figure 3.1, we also notice

that each year there is an increasing trend in firms that report capitalized development

costs in the concurrent year.

To get a clearer picture of the trend, in Figure 3.3 the accounting treatment of R&D

for each year is plotted. If a firm capitalizes R&D costs in the concurrent year it is clas-

sified as a capitalizer, otherwise as an expenser D. R. Oswald and Zarowin (2007). Until

2011, firms that reported only expensed R&D costs were obviously more compared to

those who reported a portion of their R&D costs a capitalized development costs. This

behaviour was inverted after 2011. In Table 3.4 the distribution of the firms across the

industries is reported.

It is observed that the relative proportions of capitalizers and expensers differs

across industries. In the Automobiles & Parts sector nearly 80% of the firms are clas-

6After dropping missing values the sample size is reduced to 16,294 firm-year observations
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Figure 3.3: R&D accounting treatment per year

Table 3.4: Industry classification

Industry Total % Cap. Exp. R&D Inten. (%)

Automobiles & Parts 56 80.36 45 11 0.15

Basic Resources 115 54.76 63 52 0.01

Chemicals 80 51.25 41 39 0.02

Construction & Mats 121 59.49 72 49 0.01

Consumer Prod & Svs 126 62.71 79 47 0.03

Drug & Grocery Stores 36 50.00 18 18 0.01

Energy 100 57.00 57 43 0.02

Food, Bev. and Tobacc 89 35.96 32 57 0.02

Health Care 361 56.79 205 156 0.17

Ind. Goods & Services 441 72.55 320 121 0.07

Media 55 67.27 37 18 0.02

Real Estate 23 43.48 10 13 0.14

Retailers 36 63.89 23 13 0.01

Technology 385 69.86 269 116 0.17

Telecommunications 80 62.50 50 30 0.05

Travel & Leisure 27 70.37 19 8 0.01

Utilities 68 55.88 38 30 0.01

Note: R&D intensity is calculated as the total R&D expenditure (irrespective of its treatment) to sales.

sified as capitalizers while in the Food & Beverage only 36% are capitalizers. Similar

observation can be made for the R&D intensity, where Healthcare and Technology ex-

hibit the highest intensity (17%). Industries with a higher proportion of capitalizers do

not necessarily exhibit higher R&D intensity. Similarly, in Table 3.5, capitalizers range

from 25% in Greece to 86% in Poland and Spain.
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Table 3.5: Country classification

Country Total % Cap. Exp. R&D Inten. (%)

Austria 33 45.45% 15 18 0.014

Belgium 58 63.79% 37 21 0.03

Denmark 55 63.64% 35 20 0.01

Finland 78 43.59% 34 44 0.05

France 262 63.74% 167 95 0.05

Germany 286 50.35% 144 142 0.08

Greece 61 24.59% 15 46 0.01

Ireland 19 52.63% 10 9 0.02

Italy 100 70.00% 70 30 0.03

Luxembourg 14 57.14% 8 6 0.005

Netherlands 66 72.73% 48 18 0.11

Norway 71 64.79% 46 25 0.05

Poland 148 86.49% 128 20 0.08

Portugal 17 70.59% 12 5 0.002

Russian Federation 45 48.89% 22 23 0.02

Spain 64 85.94% 55 9 0.02

Sweden 221 74.21% 164 57 0.07

Switzerland 99 47.47% 47 52 0.01

United Kingdom 504 63.69% 321 183 0.03

Note: R&D intensity is calculated as the total R&D expenditure (irrespective of its treatment) to sales.

In Figure 3.4 it is noticed that younger firms tend to capitalize compared to older.

Firms that are incorporated at least for 30 years, tend to expense their R&D costs. A

possible explanation could be that older firms spend more on maintenance costs and

upgrades for their already established products.
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Figure 3.4: Classification based on firm age

Note: Firm age is calculated as the concurrent year minus the year of incorporation

3.5 Methodological approach

In this study, the suggestions of Jones et al. (2023) are followed, thus the directional

changes of earnings are forecasted with ML algorithms. Theoretical models that link

earnings and R&D are tested. At the same time, the approach of Ou and Penman

(1989) and X. Chen et al. (2022) is followed, thus raw accounting items from the fi-

nancial statements are used to predict earnings. More specifically, the income models

of Cazavan-Jeny et al. (2011) is used. Their models were tested in a European setting

(where capitalization is allowed) and are suitable for the sample of this study. Moreover,

they are one of the few studies that use a sales growth and an income model supplemen-

tary to value-relevance models (Lev and Sougiannis (1996) used an operating income

model, but they used simulated capitalized R&D costs). The price model of Ohlson

(1995) and the returns model of Easton (1998) are used, as modified by Cazavan-Jeny

and Jeanjean (2006) and Cazavan-Jeny et al. (2011).

Relevant papers about profitability-earnings forecasting using ML, like X. Chen et

al. (2022) and J. O. S. Hunt et al. (2022) predict the directional change of earnings.

The justification behind this approach is that predicting the level of earnings or the
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change of earnings does not yield high prediction performance (Gerakos & Gramacy,

2013; Kothari, 2001; Li & Mohanram, 2014). By predicting the directional change,

more accurate forecasts are made, as in this way the variability in earnings changes is

reduced (Freeman et al., 1982). Furthermore, the prediction of the directional changes

is economically meaningful, as for example portfolios can be constructed based on the

direction of earnings’ change (X. Chen et al., 2022; Ou, 1990; Ou & Penman, 1989;

Wahlen & Wieland, 2011). Anand et al. (2019) back up the idea that making out-of-

sample predictions about profitability is an essential part of fundamental research, but

even more advanced regression models can’t outperform random walks. For the sake of

completeness, in this study both the directional changes, the amount of change and the

level of earnings are predicted.

X. Chen et al. (2022) justify the use of ML for three reasons. Recent evidence sug-

gests that ML algorithms like random forests and stochastic gradient boosting have been

proven quite effective and successful in real-world problems (Liu, 2021; Mullainathan

& Spiess, 2017). ML algorithms are designed for prediction, they can find complex re-

lations between predictors and the predicted variable and they can accommodate a large

number of predictors compared to traditional regressions. However, the use of complex

and advanced ML algorithms cannot always outperform simple linear methods in fore-

casting directional changes of profitability. Therefore, simple algorithms have to be

used as benchmarks and be compared with more complex ones (Belesis et al., 2023).

3.5.1 Direction of profitability changes

Ou and Penman (1989) noticed that earnings increases tend to outnumber decreases.

To mitigate for this, they removed the firm-specific drift. They defined the variable

earningsit+1 − earningsit − dri f tit+1, where the drift was estimated as the mean earn-

ings change over the four years prior to year t + 1. X. Chen et al. (2022) replicated

their approach. They noticed that by removing the drift, the class imbalance problem is

mitigated. Class imbalance in ML problems is a known problem that negatively affects

certain algorithms’ performance (Japkowicz & Stephen, 2002). In addition to that, it is
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more useful to predict changes without the drift, as some changes are anticipated due to

the drift. Following the literature, the drift is removed from the profitability variables

and the increase/ decrease is coded after the removal. In Table 3.6 the class balance of

each target variable is presented. It is noticed that in the sample, there more decreases

in profitability for all the measures. Further, there is not a major change in the class

balance after the drift removal.

Table 3.6: Class balance for target variables

Panel A: Without drift

Decrease Increase

∆ROA 7,466 8,828

∆PR 7,016 9,278

∆RET 7,912 8,382

∆EPS 7,428 8,868

Panel B: With drift

Decrease Increase

∆ROA 8,300 7,994

∆PR 7,923 8,371

∆RET 8,397 7,897

∆EPS 7,063 9,231

Note: Drift removed according to the formula Xi,t+1 −Xit −dri f ti,t+1 of Ou and Penman (1989).

3.6 Descriptive statistics

In Table 3.7 the descriptive statistics for the target variables are reported. According

to the descriptive statistics, capitalizers are more profitable (on average) compared to

expensers in terms of ROA and OROA. In terms of EPS, expensers appear to exhibit

higher earnings, and they have higher price. On average, capitalizers exhibit higher

returns, yet the difference between the two groups is not statistically significant. Defi-

nitions of variables are provided in Appendix A.
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Table 3.7: Descriptive statistics for target variables

Expensers Capitalizers Test

N Mean Median N Mean Median t-stat p-value

ROA 5,617 0.055 0.062 10,677 0.099 0.080 -14.598 0.000***

EPS 5,617 3.572 0.561 10,677 2.273 0.512 9.235 0.000***

PR 5,617 54.438 11.508 10,677 27.563 7.416 14.368 0.000***

RET 5,617 0.085 0.021 10,677 0.100 0.012 -1.605 0.109

Note: Variables are winsorized at 1% and 99% levels. Significance levels are denoted by * (p < 0.1), **

(p < 0.05), and *** (p < 0.01).

Table 3.8 reports the R&D characteristics for the full sample and for the sub-samples

of expensers and capitalizers. For capitalizers, the mean R&D asset is 6.4% of the total

assets. R&D is the 2.37% of the sales for the expensers and 1.779% for the capitalizers.

In terms of cash flows of R&D expenditure, they are on average, marginally larger for

expensers compared to capitalizers (5.7% versus 5.4% of the total assets). Following

Cazavan-Jeny et al. (2011), cash flows from R&D are split in three components, cash

flow from R&D expensed by expensers (CFRDEXP), cash flow of R&D expensed by

capitalizers (CFRDEXPCAP) and finally, cash flow of R&D capitalized by capitalizers.

Capitalizers can either capitalize or expense their R&D costs, while expensers expense

all of their R&D. According to this, capitalizers capitalize 1.1% of their R&D (to to-

tal assets) while they expense 4.3%. Taking under consideration that for capitalizers,

CFRD is 5.4%, it occurs that they capitalize at about 20% of their R&D and they ex-

pense the rest (80%). Expensers on the other hand, based on the condition that they

always expense, exhibit equal CFRD and CFRDEXP.

In Table 3.9 the descriptive statistics for the economic characteristics of the firms

(CAPEX ,PT B,SIZE) and the variables of the market models are reported. It is no-

ticed that expensers, on average, are larger compared to capitalizers (SIZE : 13.013 >

12.834). In terms of Price-to-Book ratio (PT B), despite the marginal difference in their

means, this difference is statistically significant. Expensers exhibit on average, nearly

double Book Value per Share (ABV PS : 21.485 > 11.653). Finally, R&D variables per

share descriptive statistics are reported.
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Table 3.8: Descriptive statistics for R&D characteristics

Full sample Expensers Capitalizers Tests

N Mean N Mean N Mean t Prob.

Median Median Median

RDS 16294 2.370 5617 3.514 10677 1.779 1.689 0.091*

16294 0.013 5617 0.016 10677 0.012

RD ASSET 16294 0.042 5617 0.000 10677 0.064 -16.122 0.000***

16294 0.000 5617 0.000 10677 0.010

CFRD 16294 0.057 5617 0.062 10677 0.054 3.183 0.001***

16294 0.017 5617 0.014 10677 0.019

CFRDCAPCAP 16294 0.007 5617 0.000 10677 0.011 -6.101 0.000***

16294 0.000 5617 0.000 10677 0.000

CFRDEXPCAP 16294 0.028 5617 0.000 10677 0.043 -49.012 0.000 ***

16294 0.000 5617 0.000 10677 0.010

CFRDEXP 16294 0.022 5617 0.062 10677 0.000 36.364 0.000 ***

16294 0.000 5617 0.014 10677 0.000

Note: Variables are winsorized at 1% and 99% levels. Significance levels are denoted by * (p < 0.1), **

(p < 0.05), and *** (p < 0.01).

Table 3.9: Descriptive statistics for economic characteristics

Full sample Expensers Capitalizers Tests

N Mean N Mean N Mean t Prob.

Median Median Median

CAPEXS 16294 0.000 5617 0.000 10677 0.000 -8.331 0.000***

16294 0.000 5617 0.000 10677 0.000

ABVPS 16294 15.042 5617 21.485 10677 11.653 12.807 0.000***

16294 3.623 5617 4.786 10677 3.152

RDEXPEXPS 16294 0.321 5617 0.931 10677 0.000 33.234 0.000***

16294 0.000 5617 0.132 10677 0.000

RDCAPCAPS 16294 0.057 5617 0.000 10677 0.086 -28.355 0.000***

16294 0.000 5617 0.000 10677 0.000

RDEXPCAPS 16294 0.323 5617 0.000 10677 0.492 -46.770 0.000***

16294 0.000 5617 0.000 10677 0.034

PTB 16294 2.720 5617 2.936 10677 2.606 -5.594 0.000***

16294 1.830 5617 1.940 10677 1.780

SIZE 16294 13.013 5617 13.353 10677 12.834 -12.566 0.000***

16294 12.812 5617 13.387 10677 12.599

Note: Variables are winsorized at 1% and 99% levels. Significance levels are denoted by * (p < 0.1), **

(p < 0.05), and *** (p < 0.01).

3.7 Categorical variables encoding

Some algorithms require the features to be strictly numerical (SVM) while others, like

tree based algorithms, can handle non-numerical features (Coppersmith et al., 1999). A

common approach is one-hot-encoding (Myers et al., 2010; O’Grady & Medoff, 1988).
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For a categorical variable having n unique values, one-hot encoding creates n binary

columns each representing a category and indicating that the category exists with 1, and

otherwise with 0. In this study, the categorical variables are the industry and the country

in which each firm belongs. Since those variables do not include many categories, one-

hot-encoding is a suitable approach, as the dimensional space will not increase a lot.

Recent evidence suggests that target-based encoding yields better performance for

the algorithms. Pargent et al. (2022) examined many encoding techniques and made

comparisons using all the traditional supervised learning algorithms. They found that

target encoding with regularization performs better in most instances compared to other

kind of encoding. Yet, this is a more complex approach. Instead, frequency encoding is

used, as proposed by Kosaraju et al. (2023).

3.8 Raw accounting data

Raw accounting data (or detailed financial information, as mentioned by some re-

searchers) have been used by recent studies that use ML in accounting (Bao et al., 2020;

Cecchini et al., 2010; X. Chen et al., 2022). Raw accounting data are referred to items

from the financial statements as reported. X. Chen et al. (2022) have used thousands of

XBRL items, while Bao et al. (2020) and Cecchini et al. (2010) have used a smaller set

of 24 to 40 raw data items. Bao et al. (2020) also used a ”hybrid” model which com-

bines raw accounting data and financial ratios. Bao et al. (2020) found that using raw

accounting items and an ensemble learning model offers better detection performance

for accounting fraud compared to theoretically established financial ratios. Similarly,

X. Chen et al. (2022) found that detailed financial data outperform conventional models

(DuPont).

In this study, there are 31 available raw accounting downloaded from DataStream.

These items are reported in Appendix A: Variable definitions in Table A.2. These raw

items can be used in three ways according to the literature. The ”kitchen sink” approach

of X. Chen et al. (2022), where all the items are used to predict the profitability mea-
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sures without a priori selection. Another approach, suggested by Bao et al. (2020) is to

use different sets of raw items, by decomposing the financial ratios of the theoretically

established models into the raw items that they were used to construct them. Ou and

Penman (1989) used a stepwise regression to select the most appropriate features. This

approach though may introduce an issue. Theoretical models have been established fol-

lowing the economic theory. Similarly, raw accounting items which occurred from the

decomposition of the ratios used in the theoretical models are ”linked” to the theory (as

they occurred from theoretically chosen ratios). If a stepwise approach is used, such as

Sequential Feature Selection (SFS), then the algorithm examines all the features, select-

ing a subset of features based on a metric (e.g. feature importance). Therefore the al-

gorithm has already ”seen” all the available features, and selected those that performed

better. Harrell (2015) states that this procedure is unacceptable, as ”[...]it violates every

principle of statistical estimation and hypothesis testing”.

To address this issue of model selection, a more simple approach is selected, the

correlation analysis of the raw accounting items. None of the relevant studies has used

it before, but it is very simple and straightforward. The first issue that arises is that

the target variables are dichotomous, they are coded to take values 0 or 1 (decrease or

increase in profitability measure ) while the features are continuous. Therefore Pearson

correlation is not suitable. On the other hand, the Point-Biserial Correlation7 (which is

a special case of Pearson) is the appropriate method. The correlation tables are reported

in Appendix B: Point-Biserial Correlations.

Bao et al. (2020) raised the issue of the difference in scale of raw accounting items.

In the theoretical models variables are scaled by total assets, common shares outstand-

ing, sales etc. This is not a case for raw accounting data. Therefore, their approach is

followed and the raw items are normalized. The input vector of each firm-year observa-

tion which includes the raw data, is standardized in such a way that the output vector’s

length is one; x′ = x
∥x∥ , where the divisions are performed element-wise. For exam-

ple, the vector (2,10) would be normalized as: ||x||=
√

22 +102 =
√

4+100 =
√

104,

7See more in Bonett (2020) and Tate (1954) and in Appendix B: Point-Biserial Correlations.
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x′ =
(

2√
104

, 10√
104

)

≈
(

2
10.198

, 10
10.198

)

≈ (0.196,0.980).

After the calculation of Point-Biserial correlations, for each target variable a group

of raw accounting items is derived according to the statistical significance of their rela-

tion. Although some variables may be significant but exhibit low correlation with the

target, for simplicity and uniformity, all significant variables are included. In Table 3.10

the selected features per target variable are illustrated. Kitchen-sink approach is the use

of all available raw accounting data for each target. Interestingly, capitalized R&D have

a positive and significant correlation with the market variables and ∆EPS, while the ex-

pensed R&D are negatively correlated only with ∆ROA. In addition to the Point-Biserial

correlations, the Pearson correlations are also calculated for the raw accounting items.

In this alternative approach, for each selected set of raw accounting items for each tar-

get, high-correlated pairs of features (correlation > 70%) are identified. The feature of

the pair with the smallest correlation to the target is removed. Pearson correlations for

the features are reported in Appendix B: Point-Biserial Correlations.
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Table 3.10: Feature selection according to Point-Biserial correlation

Feature Kitchen-sink DROA DEPS DPR DRET

DEFTA ✓ ✓ ✓

TAX ✓ ✓ ✓ ✓

NPS ✓ ✓

TA ✓ ✓ ✓ ✓

CE ✓ ✓

CASHDIVS ✓ ✓ ✓

NETSAL ✓ ✓ ✓ ✓

AR ✓ ✓ ✓ ✓

CAPEX ✓ ✓ ✓

DEPR ✓ ✓ ✓ ✓

DEPAM ✓ ✓

PPEG ✓ ✓ ✓

PPEN ✓ ✓ ✓

OINTGA ✓

INVT ✓ ✓ ✓

LTBOR ✓ ✓ ✓ ✓ ✓

COGS ✓ ✓ ✓ ✓

MI ✓ ✓

IBT ✓ ✓ ✓ ✓

ECR ✓ ✓ ✓

CA ✓ ✓ ✓ ✓

CL ✓ ✓ ✓ ✓

LTL ✓ ✓ ✓

TD ✓ ✓ ✓

RDCAP ✓ ✓ ✓ ✓

RDEXP ✓ ✓

RDAM ✓ ✓ ✓ ✓

IINC ✓

STI ✓ ✓

XIT ✓

OIBDAM ✓ ✓ ✓ ✓

CSHOUT ✓ ✓ ✓ ✓

IP ✓

CEQ ✓ ✓

NETINC ✓ ✓ ✓ ✓

3.9 Cross-validation

In ML studies, the sample typically is split into training, validation and test samples.

Models are estimated in the training sample, and tested in the validation sample. In

this phase, the algorithms are tuned (parameters tuning). Then the best performing
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model is selected and its real performance is obtained by making predictions in the test

sample (X. Chen et al., 2022). A simple approach is to split the sample randomly, e.g.

70% of the data for training-validation and 30% for the test sample, or in a 60%-40%

split. Because a 70%-30% split is a rule of thumb (and they do not always work well),

cross-validation techniques are used. An k-fold cross validation approach is one of the

most useful techniques for parameter tuning. For this technique, a sample is divided

into k-folds randomly and the model is trained k-1 times using all folds apart from

one fold which is used as an excluded holdout test sample, in which the out-of-sample

performance is measured. This process is thoroughly repeated in all possible ways

by excluding different folds, so that parameters are finally fitted to optimize average

performance of excluded folds. The final out-of-sample performance of the model is

the average performance of all test folds. This process is depicted in Figure 3.5, which

represents a random 5-fold cross-validation. The model is trained-validated five times,

and five out-of-sample prediction scores are obtained.

Figure 3.5: Random 5-fold cross-validation

This approach though is not suitable for accounting data, due to their intertemporal

nature. Therefore the split must be made chronologically. A single-split approach is

depicted in Figure 3.6, which is replicated from Bertomeu et al. (2021). Bertomeu et al.

(2021) split their sample from 2001 to 2009 for training, 2010-2011 for validation and

2012-2014 for test.
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Figure 3.6: Chronological split, replicated from Bertomeu et al. (2021)

Jones et al. (2023) used a k-fold cross-validation approach. Their sample was sub-

divided into seven training periods and seven test periods. The training period samples

are, in increasing order of the end date of the period, 1993-1998, 1993-2001, 1993-

2004, 1993-2007, 1993-2010, 1993-2013, and 1993-2016. The corresponding test sam-

ples are, in increasing order of the start date of the period, 2000-2002, 2003-2005,

2006-2008, 2009-2011, 2012-2014, 2015-2017, and 2018-2019. The design of the test

samples was such to avoid look-ahead. For example, the last year of the first training

sample is 1998. In case, there is always a change in profitability a year later that is, in

this case it would be in 1999. Therefore, the test sample started in 2000 with the end

year of 2002 to avoid the pitfalls of including the actual data one year ahead with the

training sample as the latter contains no information from the future. Their approach is

illustrated in Figure 3.7.

A similar approach was followed by Bao et al. (2020). Specifically, the training

period from 1991 to 2001 was used for the test year 2003, while the period from 1991

to 2002 was used for the test year 2004, and so on. Their approach is presented in

Figure 3.8

A slightly different approach was used by X. Chen et al. (2022). In more detail, the

employed strategy was a rolling sample splitting, with respective training and validation

samples always kept within a fixed span of years, but designed to advance in a forward
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Figure 3.7: Chronological k-fold cross-validation, replicated from Jones et al. (2023)

Figure 3.8: Chronological k-fold cross-validation, replicated from Bao et al. (2020)

time order. Each model is trained with a dataset of two years to three years before the

targeted year (for example 2012 – 2013 if the target is 2015) with one year preced-

ing the test year, used for validation to adjust the model’s parameters (in this example

2014). The second and third preceding years in the training sample are consistently re-

newed in each iteration, which enables the model to be built using only the most recent

information for training. Their approach is illustrated in Figure 3.9.

In this study the approach of X. Chen et al. (2022) is followed for two reasons.

Their methodology and data are very similar to this study, and their approach is less

computing intensive (the training of the algorithms is performed faster). In the other
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Figure 3.9: Chronological k-fold cross-validation, replicated from X. Chen et al. (2022)

approaches, the training sample is expanding in every iteration, and as it grows it takes

more time for the algorithms to train and tune. On the other hand, in X. Chen et al.

(2022) approach, the training sample is constant-and not very large. Details on the

exact implementation of the cross-validation and how the forecasts are obtained, are

available in Appendix C: Python code, in Listing 1.

3.9.1 Parameters

In parameters tuning the approach of X. Chen et al. (2022) is followed. Apart from the

logistic regression, which they use as a benchmark, they use random forest and stochas-

tic gradient boosting. Taking under consideration the computational time, instead of

using many values for each parameter, they chose to examine values around the default

values of each algorithm. Replicating their approach, the parameters grid is presented

in Table 3.11, where similar parameters to theirs are reported.

The number of features to be considered by each tree (max features) is randomly

selected as k =
√

p where p is the number of features (Breiman, 2001). We use the same

number of trees to grow for both algorithms, following X. Chen et al. (2022). Instead

of using the Stochastic Gradient Boosting algorithm, the XGBoost algorithm was used

because it was faster to tune.
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Table 3.11: Hyperparameters for Random Forest and Stochastic Gradient Boosting

Hyperparameter Random Forest XGBoost

Max features ’sqrt’ ’sqrt’

# of trees 500, 600, 700, ..., 2,000 500, 600, 700, ..., 2,000

Learning rate - 0.005, 0.01, 0.05

Tree depth 1, 2, 3, 4 1, 2, 3, 4

Min. # of obs. in a leaf 1, 2, 3, 4 1, 2, 3, 4

Bagging 0.5 0.5

In general it was difficult to find the parameters each study has used, as the authors

either do not report the parameters in detail, or they may just report the best param-

eter value they have found (for SVM, C=20 Bao et al. (2020)). Furthermore, it does

not mean that a set of parameters that performed well in a previous study will perform

equally well in the sample of this study. Shawi et al. (2025) examined traditional clas-

sification algorithms by finding the most important parameters for each classifier. They

fitted the algorithms across 200 OpenML datasets. For the SVM they found gamma pa-

rameter to be the most important and have an optimal performance in the range of 10−4

to 100. For the adaboost they found max depth to be an important parameter, for the

range from 2 to 9. On the contrary, other researchers suggest that leaving the parameters

in their default value is non-inferior to tuning (Weerts et al., 2020). Artikis et al. (2024)

found that even without tuning, the algorithms perform reasonably well. The param-

eter tuning is performed using grid-search from Pedregosa et al. (2011) (scikit-learn).

During the training phase, the algorithm will test all the combinations of the parameters

that are defined in the grid and will obtain the combination of those that performed the

best in the validation phase. These parameters will be used to obtain the out-of-sample

forecasts in the test set. The parameter grid for each algorithm that has been used is

reported in Appendix C: Python code.

3.10 Out-of-sample evaluation metrics

The profitability prediction has been treated as a binary classification problem (increase

vs decrease), therefore, the directional change of profitability is evaluated using metrics
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for classification problems. The most straightforward measure is accuracy. Accuracy

is defined as ACC = T P+T N
T P+FN+FP+T N

, where TP is the number of firm-years that are

correctly classified as an increase in profitability (true positive), FN is the number of

firm-years that exhibit an increase in profitability but are classified as a decrease in

profitability (false negative). FP is the number of firm-years is the number of firm-

years that exhibit a decrease in profitability but they are classified as an increase in

profitability, and finally (false positive), and finally, TN is the number of firm-years that

are correctly classified as a decrease in profitability (true negative). This metric is not

suitable for datasets which are imbalanced (see Bao et al. (2020)).

3.10.1 AUC

We follow the studies that examine classification problems and suggest the use of

AUC (area under curve), as a more suitable prediction performance metric (Bao et al.,

2020; Bertomeu et al., 2021; X. Chen et al., 2022; Larcker & Zakolyukina, 2012).

Fawcett (2006) described a ROC (receiving operating characteristics) curve as a two-

dimensional depiction of a classification algorithm’s performance that combines the

true positive rate (sensitivity) and the false positive rate (1− speci f icity) in one plot.

Sensitivity is specified as T P
T P+FN

and specificity as 1− T N
T N+FP

. The AUC is a portion of

the are of the unit square, and takes values between 0 and 1. A random guess is a straight

diagonal line, with an area of 0.5. Fawcett explained that that AUC is interpreted as the

probability that a randomly chosen profitability increase firm-year observation will be

ranked higher by the classifier than a randomly chosen profitability decrease firm-year

observation.

Finally, the out-of-sample score is the average of the evaluation metric that has been

used for all the out-of-sample predictions that have been made. This is given by the

expression:

OOS =
1

n

n

∑
i=1

Scorei (3.13)

where OOS is the average out-of-sample score, n are the out-of-sample years. This
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is very straightforward when you want to calculate only the AUC score, but it gets more

complicated when the ROC-AUC curve has to be plotted for all test years, as there are

more than one ways to average the ROC-AUC curve. In this study the average AUC

score should be equal to the AUC score that is calculated in the ROC-AUC curve. More

details about the averaging methods for the ROC-AUC curve are provided in Appendix

E: Introduction to machine learning.
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Chapter 4

Empirical analysis

4.1 Introduction

In this chapter the main empirical findings are presented. Initially, logistic regression is

used as the benchmark algorithm. The out-of-sample performance of the more compli-

cated algorithms is compared with the performance of logistic regression. In this way,

the question of whether more complicated ML algorithms yield superior prediction per-

formance compared to simple methods is addressed.

Then, it is tested whether raw accounting data can outperform theoretically estab-

lished models. To do so, the best performing algorithm for each model in the first step

is used as a benchmark and it is compared to the best performing algorithm that has

been used with the raw accounting items. Furthermore, several sets of raw data items

are used.

In the third section of the chapter, it is examined whether capitalized R&D have

more predictive power than expensed R&D, which is the main research question of

this thesis and an ongoing issue in the relevant literature. To examine this, coefficient

magnitudes from the logistic regression, feature importance and SHapley Additive ex-

Planations (SHAP) are used. In the final section, an alternative analysis is performed,

where unadjusted for capitalization variables are used.
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4.2 Establishing the benchmark model

In this section, profitability is modeled by using the models which are theoretically

specified and have been used in previous studies. All the algorithms are tested, and

the average AUC score is used for evaluation. The logistic regression is the benchmark

algorithm for each model. In this way, it is attempted to examine the first research ques-

tion of the thesis, whether more advanced ML algorithms exhibit superior performance

compared to traditional econometrics (logistic regression).

4.2.1 Out-of-sample predictions for ROA

In Figure 4.1 the averaged ROC curve and the average AUC scores are presented for

ROA Model. The model has been used by Cazavan-Jeny et al. (2011), where the vari-

ables of the model have been used as features to predict one-step-ahead ROA directional

change. The features and the target are reported below:

– Target: ∆ROAt+1

– Features: RDCAP,CFRD,RDCAP∗CFRD,PT B,SIZE,CAPEX ,

CNT RY f req,LV L3S f req

The R&D costs are decomposed in CFRDEXP,CFRDEXPCAP,

CFRDCAPCAP. The XGB algorithm is the best performing algorithm, and it exhibits

3% better AUC score than the logistic regression, which is the benchmark. Interestingly,

SVM performed worse than the logistic regression by 1%.

4.2.2 Out-of-sample predictions for Price

The price model of Cazavan-Jeny and Jeanjean (2006) and Cazavan-Jeny et al. (2011)

is used. Target and features are listed below:

– Target: ∆PRt+1

– Features: ABV PS,EPS,RDEXPEXPS,RDCAPCAPS,RDEXPCAPS,

LV L3S f req,CNT RY f req
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Figure 4.1: ROA Model

All the algorithms exhibited poor performance in this model. Although the random

forest and the XGB algorithms performed slightly better compared to the logistic re-

gression (AUC : 51% vs 50%), those results indicate that the algorithms make random

guesses. Results are reported in Figure 4.2.

Figure 4.2: Price model

4.2.3 Out-of-sample predictions for Earnings

The features used in the Price model are used to predict one-step-ahead directional

changes of earnings, ∆EPSt+1. The results are reported in Figure 4.3.
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Figure 4.3: EPS model

None of the ML algorithms achieved to outperform the benchmark algorithm. Lo-

gistic regression exhibits and out-of-sample AUC score of 57%, while the best perform-

ing ML algorithm, XGB, scores 56%.

4.2.4 Out-of-sample predictions for Returns

Returns are modeled according to Cazavan-Jeny and Jeanjean (2006) and Cazavan-Jeny

et al. (2011). The target and features are listed below:

– Target: ∆RETt+1

– Features: AEMV,DAEMV,DRDEXPEXPMV,DRDCAPCAPMV,

DRDEXPCAPMV,LV L3S f req,CNT RY f req

The out-of-sample results are presented in Figure 4.4. Random forest and XGB

achieved the highest out-of-sample AUC score (57%), 2% above the benchmark model.

Once again, SVM did not perform better than the logistic regression.

4.3 Out-of-sample performance of raw accounting data

In this section the out-of-sample performance of raw accounting data is tested. For

each model specified by the theory, a set of raw accounting items from the financial
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Figure 4.4: Returns model

statements is used as features. As a benchmark, the best performing algorithm of the

initial analysis is used. Initially, all the available accounting items are used (kitchen-

sink approach). In the second step of the analysis, the raw accounting items that were

chosen according to the Point-Biserial correlations are used.

4.3.1 Kitchen-sink approach

In Figure 4.5 the out-of-sample AUC score for the directional changes of ROA is illus-

trated. All the algorithms apart from the random forest beat the benchmark performance

(AUC = 61%,XGB).

The best performing algorithm is again the XGB (AUC = 64%), while the SVM sur-

passed the random forest, but still performs 1% worse than the logistic regression. In

Figure 4.6 the score for the directional changes of Price is illustrated. A slight improve-

ment has been noticed, as the best performing algorithms, random forest and XGB beat

the benchmark. In general, improvement is noticed for all algorithms.

In Figure 4.8, the out-of-sample AUC score for the directional changes of EPS is

illustrated. Again, increase in performance is noticed for all the algorithms. The logistic

regression is still the better performing algorithm, along with XGB (AUC = 61%).

On the other hand, regarding the returns, it was not found that a model with raw ac-
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Figure 4.5: ROA-raw accounting items

Figure 4.6: Price-raw accounting items

counting items performs better. Although XGB remains the best-performing algorithm

(AUC = 56%), it performs 1% less compared to the theoretical model.

4.3.2 Out-of-sample performance of raw accounting data:

Point-Biserial approach

In this section the out-of-sample performance of raw accounting items is tested, but for

each profitability measure, only the items that were found to have a significant Point-

Biserial (PB) correlation with each target are used as features. They are tested both
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Figure 4.7: EPS-raw accounting items

Figure 4.8: Returns-raw accounting items

against the best-performing algorithms that were used in the theoretical models and the

kitchen-sink approach.

In the case of ROA, this approach performs better than the theoretical model but it

performs marginally worse than the kitchen-sink approach. Similar results are obtained

for the Price model. Results are reported in Figures 4.9 and 4.10.

In Figures 4.11 and 4.12 the results for the Returns and EPS models are reported. In

the returns model, XGB remains the best algorithm (56%) and there is an 1% increase in

the performance of the logistic regression and SVM. The theoretically-specified model
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Figure 4.9: ROA- Point-Biserial feature selection

Figure 4.10: Price- Point-Biserial feature selection

remains the best performing model. In the EPS model, XGB performance remains the

same, while the logistic algorithm and SVM performance decreased by 1%, yet the

performance is still better than the theoretical models.

The findings are in line with the relevant literature (X. Chen et al., 2022), who find

that raw accounting items have out-of-sample predictive power. In this study, raw ac-

counting items have better prediction performance compared to the theoretically spec-

ified models for all profitability measures apart from the Returns model. Other studies

that use raw accounting items, often just test the predictive performance of these items,
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Figure 4.11: Returns- Point-Biserial feature selection

Figure 4.12: EPS- Point-Biserial feature selection

yet they do not discuss or justify in extent why these raw data perform better than the

financial ratios.

One of the first studies, if not the first, was conducted by Ball and Brown (1968),

who they examined net income against EPS, where they found that the information

contained in the income is actually useful. According to Ball and Brown (1968), tra-

ditionally, accounting theorists have positioned the effectiveness of accounting prac-

tices against the benchmarks of ideal models depicting preferred practices or standards.

These models can be as basic as sets of frameworks or as comprehensive as theories
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and are useful in the evaluation of other practices. However, this approach has a serious

limitation: it ignores whether the model actually models the behavior that is encoun-

tered in reality. Ample argument has been made as to the inaccuracy of certain as-

pects of a model however some underlying aspects are always assumed to be included.

These models should be employed with caution: although they provide some theoreti-

cal knowledge, they may disregard the fine details and subtleties of the actual behaviors

which are otherwise important in practice.

Similarly, Lev and Thiagarajan (1993) found that a set of raw financial variables

were useful in security valuation. They examined and validated the hypothesis that in-

vestors use fundamental variables (instead of ratios) in order to assess earnings growth,

and that explains the value relevance of these variables.

Another interest result is the performance of the logistic regression, which is really

close to the performance of XGB and random forest. Kirasich et al. (2018) suggested

that when there is increased variance in the explanatory and noise variables, logistic

regression actually performs better than the random forest. Although random forest is

often expected to perform better than logistic regression, this is not true.

4.4 Expensed R&D vs capitalized R&D

It is typical for similar studies in the field to quantify each predictor’s importance to

the predictive power. This is done by examining feature importance (Bao et al., 2020;

Bertomeu et al., 2021; X. Chen et al., 2022; Jones et al., 2023). X. Chen et al. (2022)

cautions though that feature importance should not be interpreted as causal inference.

Feature importance quantifies how much a variable helps the algorithm to distinguish

between the classification outcomes. Jones et al. (2023) pointed out that researchers

are more familiar with the statistical significance of the estimated parameters. Variable

importance in machine learning informs us how predictive a variable is compared to

the other variables in the model. Therefore, the question of whether R&D expenses

or capitalized R&D have more predictive power for firm future performance can be
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answered.

4.4.1 Logistic regression: coefficient magnitude

The logistic regression gives the advantage of not only getting the feature importance

but also the coefficient’s sign. A positive coefficient is an indication that an increase

in the predictor variable increases the possibility of the positive class (increase in prof-

itability), while a negative coefficient indicates the opposite.

For each model that has been estimated, feature importance has been plotted. In Fig-

ure 4.13 the coefficients magnitudes for the income model (ROA) are illustrated. Fea-

tures that concern capitalization exhibit positive coefficients. More specifically, RDT R,

which is the indicator variable of whether the firm is classified as a capitalizer or an

expenser has a positive coefficient but small importance. CFRDCAPCAP, which is the

cash-flow from capitalized R&D (for capitalizers) exhibits an importance of 25%. On

the other hand, cash-flow from expensed R&D (expensers), and the expensed R&D of

the capitalizers exhibit a negative coefficient. It is significant that the R&D cash-flows

of the expensers is the most important feature-among the R&D features.

Figure 4.13: ROA-coefficients magnitude

For the Price model, feature importance is illustrated in Figure 4.14. In this model,

the most important variable is the capitalized R&D, which also exhibits a positive coef-

81



ficient. Interestingly, all the expense related R&D features exhibit a positive coefficient,

but they have minimal importance.

Figure 4.14: Price-coefficients magnitude

For the Returns model, only the expensed R&D exhibit a very strong and positive

importance. Results are illustrated in Figure 4.15. Interestingly, all other features ex-

hibit minimal importance compared to the expensed R&D.

Figure 4.15: Returns-coefficients magnitude

Finally, for the EPS model, again all the R&D variables have a positive importance.

However, the most important variable is the change in capitalized R&D for the capital-

izers. The R&D expenses of the expensers are more important than the R&D expenses

of the capitalizers. Those are illustrated in Figure 4.16.
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Figure 4.16: EPS-coefficients magnitude

Finally, in Figure 4.17, the coefficients magnitude for the raw accounting items are

illustrated. In the ROA model, only R&D expenses were used in the model. They

exhibit a negative coefficient and the second higher importance among the features that

have been used. In the other models, were only amortized R&D have been used, they

exhibit a positive coefficient in all cases apart from the EPS model.

4.4.2 Feature importance: XGB

The analysis is repeated by examining the feature importance of XGB. Although XGB

does not show the direction of the importance, in most of the models it has performed,

even marginally, better than the logistic regression.

In Figure 4.18 the feature importance for the ROA model is illustrated. Again,

the R&D expenses have the greatest importance among the R&D related variables.

However, the capitalized R&D have nearly equally importance with the expensed R&D

when XGB is used.

In the Price model, feature importance is nearly the same as in the logistic regres-

sion. Capitalized R&D and expensed R&D of the capitalizers are more important than

the expensed R&D of the expensers. Feature importance for the Price model is illus-

trated in Figure 4.19

For the Returns model, feature importance is illustrated in Figure 4.20. In this

83



Figure 4.17: Raw accounting items-coefficients magnitude

Figure 4.18: ROA-feature importance

model, the expensed R&D of the capitalizers are more important than those expensed

by the expensers. On the contrary, when the logistic regression was used, the R&D

expenses of the expensers were the most important.

It is interesting that in the case of EPS model, all three R&D variables exhibit nearly

identical feature importance. On the contrary, when the logistic regression was used,
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Figure 4.19: Price-feature importance

Figure 4.20: Returns-feature importance

capitalized R&D outlays were the most important feature. Feature importance for the

EPS model is illustrated in Figure 4.21.

Finally, feature importance for the raw accounting items is illustrated in Figure 4.22.

It is noticed that the R&D related items have relatively lower importance compared to

the other features, which was not the case when the logistic regression has been used.

Although as explained before, feature importance cannot be used as a measure of

causality, features that are important to the prediction and the probability that an in-

crease in the feature’s value can increase the probability of positive class (increase

in profitability) are very useful aspects for the forecasting task. In the ROA model,
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Figure 4.21: EPS-feature importance

Figure 4.22: Raw accounting items-feature importance

expensed R&D have greater feature importance and a negative coefficient, while the

capitalized R&D have a positive coefficient, which is what expected according to the

supporters of the R&D capitalization. Capitalized R&D are important in predicting an

increase in ROA.

In the Price model, capitalized R&D are very important and exhibit a positive co-
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efficient. As capitalized R&D affect the balance sheet directly, they cause an increase

in the assets. This seems to be valued by the investors and there is a positive effect

on price. On the contrary, in the Returns model, expensed R&D seem more important

compared to capitalized R&D. These expenses represent the company’s active invest-

ment in innovation and future growth, albeit at the cost of reduced current profitability.

However, the positive coefficient reveals that the market may considers that those R&D

expenses will lead to successful R&D projects in the future and firms may experience

high returns. At the same time, it seems that the capitalized R&D costs are maybe al-

ready incorporated in the stock price and that is the reason why they exhibit smaller

feature importance.

4.4.3 SHAP- SHapley Additive exPlanations

SHAP values show the contribution of each feature on the prediction of the model.

SHAP values explain how a feature contributed to the prediction by comparing to the

overall outcome of the prediction. SHAP values were presented by Lundberg and Lee

(2017) and are inspired by game theory. Lundberg et al. (2019) suggested that SHAP

values are more consistent and reliable compared to feature importance. SHAP values

are used as an alternative to feature importance in accounting and finance studies that

use machine learning (Bali et al., 2023; Futagami et al., 2021).

In Figure 4.23 the SHAP values for the income model are illustrated. Among all

R&D features, the outlays of the capitalizers are the more important, with the expensed

R&D of the capitalizers to be the most important one. It is noticed that the lowest val-

ues of the feature have almost zero effect in the prediction of profitability increase. The

highest values of the feature indicate that they do not consistently lead to either increase

or decrease in profitability (they are spread to both negative and positive SHAP values).

On the other hand, the highest values of the capitalized R&D lead to the prediction of

increase in profitability, while the lowest values have zero effect or lead to the predic-

tion of decrease in profitability. The R&D expenses of the expensers, as they increase

(highest values) lead to the prediction of decrease in profitability (the opposite for the
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lowest values). Their importance though is small compared to the other features.

Figure 4.23: ROA-SHAP values

For the Price model, SHAP values are plotted in Figure 4.24. It is noticed that

capitalized R&D is the second most important feature in the model. Both low and

high values of the capitalized R&D may lead to predict either increase or decrease in

profitability. Similar behavior is noticed for the expensed R&D of the capitalizers. On

the other hand, expensed R&D of the expensers, when the feature takes high values

leads to the prediction of increase of profitability. It has to be noticed though, that both

R&D expenses features are less important compared to capitalized R&D.

In the Returns model, expensed R&D for both capitalizers and expensers are the

most important R&D features. High values for the expensed R&D of the capitalizers

predict an increase in profitability, while lowest values can either predict increase or

decrease in profitability. High feature values of capitalized R&D seem to predict de-

crease in profitability, while low values predict both increase and decrease, but mostly

decrease in profitability. SHAP values for the returns model are illustrated in Figure

4.25.

In Figure 4.26, the SHAP values for the EPS model are reported. All three R&D
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Figure 4.24: Price-SHAP values

Figure 4.25: Returns-SHAP values

features exhibit the lowest importance among all features. Capitalized R&D is the most

important R&D feature. Highest values for the capitalized R&D predict an increase in

profitability. The same stands for the rest of the R&D features.

4.5 Supplementary analyses: Unadjusted variables

Aboody and Lev (1998) mentioned that according to empirical evidence, analysts raised

objection to capitalization, as they supported that when firms capitalize, earnings fore-
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Figure 4.26: EPS-SHAP values

cast errors are positively related to capitalization. Aboody and Lev (1998) objected that

it is very easy to reverse capitalization. Since then, studies have adjusted earnings and

total assets. In this approach, variables are used unadjusted, without adjustments for

the R&D reporting. By comparing the prediction performance of adjusted versus un-

adjusted models, it can be noticed whether indeed capitalization deteriorates prediction

performance. The models are re-estimated using the XGB algorithm, as in general, is

the best-performing algorithm.

Out of sample performance is illustrated in Figure 4.27. It cannot be supported that

capitalization made prediction performance worse. On the contrary, using unadjusted

variables lead to a slight improvement in the forecasts for ROA, Price and EPS. This

finding is in line with Aboody and Lev (1998) and in contrast to the opponents of

capitalization who support that capitalization increases forecast errors.
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Figure 4.27: Unadjusted models
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Chapter 5

Conclusions

The objective of this Ph.D thesis is to shed light on the ongoing debate of the ac-

counting treatment of R&D costs and firm’s future financial performance. Relevant

literature focuses on explaining if and how R&D accounting treatment affects future

performance. On the contrary, in this thesis, out-of-sample predictions of profitability

directional changes are obtained; thus, it is examined if indeed expensed R&D costs

and capitalized R&D costs have predictive power and which one has the most.

According to the literature, the directional changes of profitability are easier to fore-

cast compared to future profits (Lev & Gu, 2016). Therefore this approach is followed.

Further, instead of using only a small set of financial predictors, raw accounting data

from the financial statements are used too; similar studies mentioned that theoretically

selected financial ratios may not be able to model future earnings adequately (Bao et

al., 2020; X. Chen et al., 2022). The small, but growing literature of predicting di-

rectional changes of profitability with machine learning was followed. ML algorithms

can be used with many predictors, they are designed for forecasting tasks and allow for

complex associations between the predictors (features) and the target variable.

In the first step of the analysis, the theoretically specified models were used to ob-

tain out-of-sample predictions of directional changes of profitability. The simplest al-

gorithm, the traditional logistic regression has been used as a benchmark algorithm.

Three more complex algorithms, random forest, XGB and SVM have been compared

93



to the logistic regression. Four measures of profitability have been used as targets, ROA,

Price, Returns and EPS. Random forest and XGB are in general the best performing al-

gorithms. For the Price model, logistic regression performed better. It has to be noticed

though, that logistic regression’s performance was very close to the performance of

the more complex algorithms. So, can more complex machine learning algorithms en-

hance prediction performance? Marginally, yes. However, considering the impressive

performance of the logistic regression, which is a very simple and fast algorithm to im-

plement, and the most computer-intensive algorithms (they require significantly more

time to tune as they have many parameters) that have been used, the trade-off between

accuracy and speed has to be taken under consideration. Datasets tend to grow in size,

as more and more data from various sources are becoming available, more complex

algorithms may need hours or days to be tuned; therefore, the application of these algo-

rithms in large datasets, in practice is impossible (at least for when personal computers

are used).

In the second step of the analysis, various sets of raw accounting items have been

used as features. The results are in line with previous studies that have used raw ac-

counting items as features Bao et al. (2020) and X. Chen et al. (2022). More specifically,

it was found that raw accounting items have predictive power. The best out-of-sample

performance was obtained by using the ”kitchen-sink” approach, meaning using all the

available accounting items. When a selection was made in order to reduce the raw

items, the set of features that have been selected performed better than the theoretical

models, yet they performed slightly worse than the kitchen-sink approach.

In the third step of the analysis, the main question of this research is answered. Co-

efficient magnitude from the logistic regression, feature importance and SHAP values

from the XGB algorithm are used to examine the predictive power of the R&D vari-

ables. As SHAP values provide more insights and are more consistent than feature

importance (Lundberg et al., 2019), they are used to interpret the results. For the di-

rectional change of ROA, it was found that the most important R&D variable was the

expensed R&D of the capitalizers, closely followed by the capitalized R&D. On the
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other hand, expensed R&D of the expensers and the indicator variable used to distin-

guish capitalizers from expensers were the least important features. While high values

of capitalizers’ expensed R&D do not consistently lead to the prediction of either in-

crease or decrease in ROA, the highest values of capitalized R&D lead to the prediction

of increase in ROA. This is in line with the supporters of R&D capitalization and the

theory that R&D capitalization is used as a signal of improved future performance. It

has to be highlighted that only the R&D expenses of the capitalizers are important, and

the R&D expenses of the expensers are one of the least important features. This indi-

cates that for a firm which is classified as a capitalizer, its R&D outlays are important

in predicting future ROA directional change, while if it is classified as an expenser, its

R&D expenses are of little importance.

For the directional change of price, it was found that capitalized R&D is the most

important R&D feature. The results indicate that either low or high values of capital-

ized R&D predict both increase and decrease of the price directional changes. For the

returns model, expensed R&D of the capitalizers and expensed R&D of the expensers

are the two most important R&D features. High values for the expensed R&D of the

capitalizers predict an increase in profitability, while lowest values can either predict

increase or decrease in profitability. The same stands for the expensed R&D of the ex-

pensers. As for the directional changes of EPS, findings indicate that capitalized R&D

are the most important R&D feature. In general, high values of R&D outlays predict

increase in EPS.

It is noticed that for accrual-based measures of profitability, ROA and EPS, capital-

ized R&D is the most important feature and at the same time, high values of capitalized

R&D predict profitability increase. For the market-based measures of profitability, price

and returns, results are mixed. For the price model, capitalized R&D are the most im-

portant, but they predict both increase and decrease in profitability. On the other hand,

in the returns model, expensed R&D are the most important and high values of ex-

pensed R&D predict both increase and decrease in profitability. Literature suggests that

when features exhibit SHAP values ranging in both positive and negative directions, that
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means that feature’s contribution depends on its interaction with other features (Y.-G.

Lee et al., 2023).

Finally, according to the literature (Aboody & Lev, 1998), opponents of R&D cap-

italization support that when firms capitalize, earnings forecasts errors are positively

related to capitalization. Therefore, models in the literature use adjusted variables (earn-

ings and total assets). Unadjusted variables were used to examine whether prediction

accuracy is lower. Findings suggest that instead of lower accuracy, predictions for the

directional changes of ROA, price and EPS was slightly better and for the returns the

prediction accuracy was the same. Therefore, analysts indeed can adjust for capitaliza-

tion, as supported by Aboody and Lev (1998).

This study is unique in that it adopts machine learning (ML) algorithms to forecast

the direction of profitability change using R&D models. In this regard, the focus turns

away from the conventional paradigm which entails several limitations such as the use

of few financial ratios and linear models. In this case, a wide set of raw accounting

data is employed together with complex ML algorithms. In this way, it helps to model

intricate, non-linear interactions among variables, therefore enhancing overall analysis.

The study provides empirical evidence on the predictive power of expensed versus

capitalized R&D costs. Findings suggest that capitalized R&D costs are significant

predictors of future profitability, especially for accrual-based measures like Return on

Assets (ROA) and Earnings Per Share (EPS). The findings support the stream of the

literature which suggests that capitalized R&D costs can signal improved firm future

performance.

In the application of ML algorithms in accounting and finance, by comparing simple

and complex ML algorithms, this research examines the balance between algorithm’s

complexity and its predictive power. It is observed that when advanced ML algorithms

are used, there is little or no improvement compared to the logistic regression. This

contributes to the literature on the practical application of ML in financial prediction

tasks.
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5.1 Implications

The findings presented in this thesis have multiple implications to the relevant R&D

literature. First, the evidence that is presented is obtained by making out-of-sample

predictions in an unseen, holdout dataset. Findings suggest that capitalized R&D costs

are value relevant to future firm performance in most of the profitability measures that

have been used. This is in line with the stream of literature that supports R&D cap-

italization (Aboody & Lev, 1998; K. Ahmed & Falk, 2006; Lev & Gu, 2016; Lev &

Sougiannis, 1999; Lev et al., 2005; Sougiannis, 1994). On the other hand, the empirical

results of this thesis oppose the findings of Cazavan-Jeny and Jeanjean (2006), Cazavan-

Jeny et al. (2011), Costello and Wittenberg-Moerman (2011), Healy et al. (2002), and

Markarian et al. (2008). Although opposing results were found, this does not mean that

the explanations for the negative relationship between R&D costs and profitability that

were given by the opponents of capitalization, do not stand. This study’s main goal is

to examine the predicting power of R&D costs rather than explain the relationship with

future profitability.

The findings support IAS 38 definition that R&D costs must be capitalized when

the intangible asset will generate probable future economic benefits. This is very useful

to the accounting standards boards, like IASB. Criticism about the usefulness of the

information reported in the financial statements exists as well as negative opinions about

R&D capitalization from the stakeholders (see UK Endorsement Board 2022 research

project on intangibles). Out-of-sample evidence supportive of R&D capitalization may

be important to the ongoing discussion.

In addition to that, implications exist for the investors and financial analysts. The

incorporation of raw accounting items with no prior link to the theory, is an easy way to

improve their forecasting models. This approach also contributes towards the account-

ing and finance literature, where the common approach is to use theoretically specified

ratios. In this thesis, variable selection mechanisms and feature engineering techniques

are presented and employed, thus a methodological framework is developed on how to

use raw data for financial modeling.
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Last but not least, this study, is one of the first that applies ML algorithms to examine

the predictive power of R&D costs regarding future profitability prediction. There is

a small but growing number of studies in the field of accounting and finance which

use ML algorithms. The application of ML algorithms in accounting and finance and

the expansion of Artificial Intelligence and ML prove that these methods will be very

relevant to future researchers.

5.2 Limitations and directions for future research

One of the limitations of this thesis is data availability. As datasets increase in size

and a growing number of data become available, future researchers may focus on using

a bigger list of raw accounting items. Furthermore, as computing power increases,

researchers will be able to use even more complex ML algorithms or Neural Networks

in the future. Another limitation is the limited number of firms (compared to all listed

firms). This is a common issue though in the R&D accounting field.

Further, future researchers should not only examine data from the financial state-

ments but also incorporate macroeconomic data. Finally, another possible research

stream would be to examine private firms which report under local GAAP, which may

allow for greater managerial discretion; findings in this case may be entirely different.
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Appendix A: Variable definitions

Table A.1: Definitions and measurements of variables

Variable Definition Measurement

RD CAP Is an indicator variable coded 1

if the firm capitalizes its R&D

costs at least once over the period

1992–2001, 0 otherwise.

1 if conditions are met, 0 oth-

erwise.

CAPITALIZE Is an indicator variable coded 1 if

a capitalizing firm actually capital-

izes R&D in year t, 0 otherwise.

Dummy variable coded 1 if

the change in R&D costs is

positive, 0 otherwise.

TAF Total assets, free of R&D effects. Total assets – gross devel-

opment costs + development

cost amortization.

RD ASSET R&D asset Gross development costs -

development cost amortiza-

tion/Avg. TA.

RDS Expensed R&D divided by sales. R&D expenses/Avg. sales.

CFRD Total cash flow of R&D scaled by

total assets.

RDS×sales+change in gross

development costs/Avg. TA.

CFRDEXP CFRD for expensers, 0 other-

wise.

Table continued on the next page
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Variable Definition Measurement

CFRDEXPCAP RDS×sales/Avg. TA for cap-

italizers, 0 otherwise.

CFRDCAPCAP Change in gross development

costs/Avg. TA for capitaliz-

ers, 0 otherwise.

SIZE The natural logarithm of total assets ln(TA)

PTB Price to book value ratio WC09304

CAPEX Capital expenditures Capital expenditures/Avg.TA.

ROA Return on assets ratio Net income+net financial

expense+R&D amortiza-

tion+R&D expenses/Avg.TA.

EPS Earnings per share Net income+R&D amortiza-

tion/Avg. common shares

outstanding

PR Period close price WC05085

RET Annual stock return Price in year t- Price in year

t −1/Price in year t −1

ABVPS Book value per share adjusted for

capitalized R&D

Equity capital & re-

serves/Avg. common shares

outstanding

RDEXPEXPS R&D expenses per share (ex-

pensers)

R&D expenses/Avg. com-

mon shares outstanding for

expensers, 0 otherwise

RDCAPCAPS Capitalized R&D per share (capital-

izers)

Change in gross development

costs/Avg. common shares

outstanding for capitalizers, 0

otherwise

Table continued on the next page
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Variable Definition Measurement

RDEXPCAPS Expensed R&D per share (capital-

izers)

R&D expenses/Avg. com-

mon shares outstanding for

capitalizers, 0 otherwise

AEMV EPS to market value EPS/ Avg. Market value

DAEMV Change in AEMV between t

and t −1

DRDEXPEXPMV Change in R&D expenses to Market

value (expensers)

Change in R&D expens-

es/Avg. Market value for

expensers, 0 otherwise

DRDCAPCAPMV Change in capitalized R&D to Mar-

ket value (capitalizers)

Change in gross development

costs/Avg. Market value for

capitalizers, 0 otherwise

DRDEXPCAPMV Change in Expensed R&D to Mar-

ket value (capitalizers)

Change in R&D expens-

es/Avg. Market value for

capitalizers, 0 otherwise
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Table A.2: Raw accounting items

Variable Description DataStream Code

CE Cash & cash equivalents WC02001

AR Accounts receivables WC02051

INVT Inventories-total WC02101

STI Short-term investments WC02008

CA Current assets WC02201

PPEG Property, plant & equipment- Gross WC02301

PPEN Property, plant & equipment- Net WC02501

TA Total assets WC02999

CL Current liabilities WC03101

TL Loans WC02271

ECR Equity capital & reserves WC03501

OIBDAM Operating income before deprecia-

tion & amortization

WC018155

DEFTA Deferred tax WC03263

TD Total debt WC03255

LTL Total loan capital WC03251

NETSAL Total sales WC01001

COGS Cost of goods sold WC01051

DEPAM Depreciation, depletion & amorti-

zation

WC01151

IINC Interest income WC04149

IP Interest paid WC04148

IBT Income before tax, extraordinary

items & preferred dividends

WC01401

NETINC Net income WC04001

Table continued on the next page
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Variable Description DataStream Code

TAX Total tax charge WC01451

NPS Net proceeds from sale/issue of

common and preferred dividends

WC04251

CAPEX Capital expenditures WC04601

CASHDIVS Cash dividends WC04551

XIT Extraordinary items WC04225

CSHOUT Common shares outstanding WC05302

RDEXP Expensed R&D WC01201

RDCAP Gross development costs (capital-

ized R&D)

WC02505

RDAM R&D amortization WC02506

OINTGA Other intangible assets WC02649

MI Minority interests WC03426

LTBOR Long-term borrowings WC04401

129





Appendix B: Point-Biserial

Correlations

The Point-Biserial Correlation coefficient is given by:

rpb =
X1 −X0

sX

√

n1n0

n(n−1)

Where:

– X1 is the mean of the continuous variable for the group where the binary variable

is 1.

– X0 is the mean of the continuous variable for the group where the binary variable

is 0.

– sX is the standard deviation of the continuous variable.

– n1 is the number of observations where the binary variable is 1.

– n0 is the number of observations where the binary variable is 0.

– n is the total number of observations.
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Table B.1: Point-Biserial Correlation- ∆ROA

Variable Correlation P-value Significant (p < 0.05)

DEFTA 0.021 0.011 Yes

TAX 0.063 0.000 Yes

NPS -0.036 0.000 Yes

TA 0.052 0.000 Yes

CE -0.014 0.072 No

CASHDIVS 0.001 0.857 No

NETSAL 0.073 0.000 Yes

AR 0.058 0.000 Yes

CAPEX -0.002 0.817 No

DEPR -0.034 0.000 Yes

DEPAM -0.001 0.908 No

PPEG 0.020 0.014 Yes

PPEN 0.031 0.000 Yes

OINTGA 0.012 0.115 No

INVT 0.020 0.010 Yes

LTBOR -0.052 0.000 Yes

COGS 0.050 0.000 Yes

MI 0.022 0.005 Yes

IBT 0.170 0.000 Yes

ECR 0.040 0.000 Yes

CA 0.030 0.000 Yes

CL 0.032 0.000 Yes

LTL -0.004 0.600 No

TD 0.002 0.784 No

RDCAP 0.014 0.188 No

RDEXP -0.022 0.012 Yes

RDAM 0.004 0.719 No

IINC 0.014 0.257 No

STI 0.000 0.997 No

XIT -0.009 0.278 No

OIBDAM 0.104 0.000 Yes

CSHOUT -0.064 0.000 Yes

IP 0.034 0.000 Yes

CEQ 0.011 0.149 No

NETINC 0.186 0.000 Yes
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Table B.2: Point-Biserial Correlation- ∆PR

Variable Correlation P-value Significant (p < 0.05)

DEFTA -0.015 0.056 No

TAX -0.005 0.532 No

NPS 0.011 0.173 No

TA -0.046 0.000 Yes

CE 0.006 0.415 No

CASHDIVS -0.049 0.000 Yes

NETSAL -0.037 0.000 Yes

AR -0.033 0.000 Yes

CAPEX -0.075 0.000 Yes

DEPR -0.021 0.009 Yes

DEPAM -0.010 0.216 No

PPEG -0.016 0.050 Yes

PPEN -0.032 0.000 Yes

OINTGA -0.006 0.468 No

INVT -0.043 0.000 Yes

LTBOR -0.031 0.000 Yes

COGS -0.043 0.000 Yes

MI -0.014 0.082 No

IBT 0.007 0.348 No

ECR -0.015 0.053 No

CA -0.031 0.000 Yes

CL -0.031 0.000 Yes

LTL -0.023 0.003 Yes

TD -0.031 0.000 Yes

RDCAP 0.036 0.001 Yes

RDEXP -0.005 0.580 No

RDAM 0.045 0.000 Yes

IINC -0.055 0.000 Yes

STI -0.029 0.001 Yes

XIT 0.007 0.384 No

OIBDAM -0.007 0.372 No

CSHOUT 0.060 0.000 Yes

IP -0.004 0.632 No

CEQ -0.024 0.002 Yes

NETINC 0.006 0.428 No
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Table B.3: Point-Biserial Correlation- ∆RET

Variable Correlation P-value Significant (p < 0.05)

DEFTA -0.011 0.175 No

TAX -0.028 0.000 Yes

NPS -0.006 0.431 No

TA -0.006 0.482 No

CE 0.016 0.036 Yes

CASHDIVS -0.027 0.001 Yes

NETSAL -0.014 0.071 No

AR -0.009 0.227 No

CAPEX -0.026 0.001 Yes

DEPR 0.015 0.053 No

DEPAM 0.021 0.008 Yes

PPEG 0.003 0.709 No

PPEN 0.002 0.821 No

OINTGA -0.009 0.246 No

INVT -0.013 0.094 No

LTBOR -0.020 0.012 Yes

COGS -0.014 0.079 No

MI 0.001 0.944 No

IBT -0.020 0.010 Yes

ECR -0.004 0.584 No

CA -0.001 0.947 No

CL -0.003 0.715 No

LTL -0.000 0.983 No

TD 0.001 0.876 No

RDCAP 0.028 0.008 Yes

RDEXP 0.011 0.199 No

RDAM 0.032 0.003 Yes

IINC -0.003 0.799 No

STI 0.005 0.572 No

XIT 0.008 0.331 No

OIBDAM -0.020 0.010 Yes

CSHOUT 0.011 0.174 No

IP -0.001 0.939 No

CEQ 0.003 0.680 No

NETINC -0.016 0.042 Yes
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Table B.4: Point-Biserial Correlation- ∆EPS

Variable Correlation P-value Significant (p < 0.05)

DEFTA 0.017 0.039 Yes

TAX 0.071 0.000 Yes

NPS -0.015 0.052 No

TA 0.029 0.000 Yes

CE -0.010 0.193 No

CASHDIVS -0.005 0.514 No

NETSAL 0.064 0.000 Yes

AR 0.045 0.000 Yes

CAPEX -0.012 0.134 No

DEPR -0.044 0.000 Yes

DEPAM -0.010 0.221 No

PPEG 0.003 0.675 No

PPEN 0.005 0.506 No

OINTGA 0.012 0.133 No

INVT 0.015 0.063 No

LTBOR -0.034 0.000 Yes

COGS 0.032 0.000 Yes

MI 0.011 0.153 No

IBT 0.175 0.000 Yes

ECR 0.036 0.000 Yes

CA 0.023 0.004 Yes

CL 0.017 0.034 Yes

LTL -0.024 0.002 Yes

TD -0.023 0.004 Yes

RDCAP 0.030 0.005 Yes

RDEXP -0.002 0.814 No

RDAM 0.021 0.043 Yes

IINC -0.013 0.322 No

STI -0.014 0.135 No

XIT -0.009 0.276 No

OIBDAM 0.105 0.000 Yes

CSHOUT -0.038 0.000 Yes

IP 0.002 0.807 No

CEQ -0.006 0.417 No

NETINC 0.188 0.000 Yes
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Table B.5: Highly correlated variable pairs (Pearson corr. > 70%)

Variable 1 Variable 2 Correlation

Panel A: ∆ROA

TA CSHOUT -0.751

NETSAL COGS 0.817

PPEG PPEN 0.856

IBT OIBDAM 0.841

IBT NETINC 0.948

OIBDAM NETINC 0.785

Panel B: ∆PR

TA CSHOUT -0.751

NETSAL COGS 0.817

PPEG PPEN 0.856

LTL TD 0.879

RDCAP RDAM 0.924

Panel C: ∆RET

IBT OIBDAM 0.841

IBT NETINC 0.948

RDCAP RDAM 0.924

OIBDAM NETINC 0.785

Panel D: ∆EPS

TA CSHOUT -0.751

NETSAL COGS 0.817

IBT OIBDAM 0.841

IBT NETINC 0.948

LTL TD 0.879

RDCAP RDAM 0.924

OIBDAM NETINC 0.785

Note: See Dormann et al. (2013) for the threshold selection of correlation coefficients.
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Appendix C: Python code

1 import numpy as np

2 from sklearn.model_selection import GridSearchCV ,

TimeSeriesSplit

3 from sklearn.ensemble import RandomForestClassifier

4 from sklearn.metrics import classification_report ,

confusion_matrix , roc_curve , auc

5

6 test_years = range (2011 , 2020) # Defines the test

years (2011 to 2019)

7 results = [] # Initially empty , the results of

cross -validation will be stored here

8 forecasts = [] # Initially empty , the forecasts will be

stored here

9

10 # The parameters grid is defined here; in this example some

parameters for a random forest are used:

11 param_grid = {

12 ’n_estimators ’: [50, 100, 200],

13 ’max_depth ’: [None , 10, 20, 30],

14 ’min_samples_split ’: [2, 5, 10],

15 ’min_samples_leaf ’: [1, 2, 4],

16 ’max_features ’: [’log2’,’sqrt’],

17 }

18
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19 # Define training years (three years before the test year ,

with one year gap between train and test samples)

20 for test_year in test_years:

21 train_years = [test_year - 2, test_year - 3,

test_year - 4]

22 train_data =

df_copy[df_copy[’Year’].isin(train_years)]

23 # Define test data (holdout set , unseen during

cross -validation)

24 test_data = df_copy[df_copy[’Year’] == test_year]

25 # Choose features and target

26 X_train =

train_data [[’feature1 ’,’feature2 ’...,’feature_n ’]]

27 y_train = train_data[’target ’]

28 X_test =

test_data [[’feature1 ’,’feature2 ’...,’feature_n ’]]

29 # Compute the number of firm -years for each year in

the training set

30 firm_years = train_data.groupby(’Year’).size()

31 # Create a list of fold sizes based on the number

of firm -years for each year

32 fold_sizes = firm_years.tolist ()

33 # Create a TimeSeriesSplit object with the number

of splits equal to the number of years

34 tscv = TimeSeriesSplit(n_splits=len(fold_sizes) -1)

#as there are three years in each training fold ,

there will be two splits.

35 # Define the algorithm that will be used:

36 model = RandomForestClassifier(random_state =42)

37 # Fit the model in the training sample testing all

the possible combinations of the parameters
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38 grid_search = GridSearchCV(model , param_grid ,

cv=tscv , n_jobs =-1)

39 grid_search.fit(X_train , y_train)

40 # Store the best combination of the parameters that

were fitted during cross -validation

41 best_model = grid_search.best_estimator_

42 # Forecast on the test set

43 test_predictions = best_model.predict(X_test)

44 # Append predictions to the forecasts list

45 forecasts.append ((test_year , test_predictions))

46

47 # Output the forecasts for all test years with

classificarion report:

48 for year , prediction in forecasts:

49 # Print classification report

50 print("Classification Report:")

51 print(classification_report(actual_values ,

prediction))

52

53 #Prints the following in the console :...................

54 Out: Test Year: 2011, Forecast: [0 0 1 ... 1 0 1]

55 Classification Report:

56 precision recall f1-score support

57

58 0 0.50 0.23 0.31 510

59 1 0.59 0.83 0.69 682

60 accuracy 0.57 1192

61

62 macro avg 0.54 0.53 0.50 1192

63 weighted avg 0.55 0.57 0.53 1192
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Listing 1: Custom cross-validation and out-of-sample forecasts

1

2 # parameter grid for Random Forest

3 param_grid = {

4 ’n_estimators ’: list(range (500, 2100, 500)),

5 ’max_features ’: [’sqrt’],

6 ’min_samples_leaf ’: [1, 2, 3, 4],

7 ’max_depth ’: [1, 2, 3, 4],

8 ’bootstrap ’: [True],

9 ’max_samples ’: [0.5]

10 }

11

12 # parameter grid for XGBoost

13 param_grid = {

14 ’n_estimators ’: list(range (500, 2100, 500)),

15 ’learning_rate ’: [0.005 , 0.01, 0.05],

16 ’max_depth ’: [1, 2, 3, 4, 5],

17 ’min_child_weight ’: [1, 2, 3, 4],

18 ’subsample ’: [0.5],

19 ’colsample_bytree ’: [0.8]

20 }

21

22 # parameter grid for Logistic Regression

23 param_grid = {

24 ’C’: [0.01, 0.1, 1, 10],

25 ’solver ’: [’liblinear ’],

26 ’penalty ’: [’l1’, ’l2’]

27 }

28

29 # parameter grid for SVM
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30 param_grid = {

31 ’C’: [0.1, 1, 10],

32 ’kernel ’: [’linear ’, ’rbf’],

33 ’gamma ’: [0.01, 0.1, 1],

34 }

Listing 2: Parameter grid for the algorithms
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Appendix D: Averaging ROC curves

Receiver operating characteristic (ROC) curves are a popular method of comparing the

adequacy of different classifiers on a two-class problem. There are a variety of situations

in which an analyst attempts to combine several ROC curves into one representative

curve. Many ways of doing this are available; however, there is a degree of subtlety

which is often neglected in deciding which to apply (Hogan & Adams, 2023).

Among all the available options on how to construct averaged ROC curves, the sim-

plest approach is to merge all the scores from all the test folds, mentioned as ”pooling”

(Swets & Pickett, 1982). The ROC curve is constructed by merging all the test folds,

therefore the TP and FP are calculated in the following way:

˜t p =
∑

M
i=1 nPi(t)

∑
M
i=1 nPi

=
nP(t)

nP

˜f p =
∑

M
i=1 nNi(t)

∑
M
i=1 nNi

=
nN(t)

nN

Provost et al. (1998) proposed the ”vertical averaging”, where FP and TP from each

individual’s test fold ROC curve are averaged. The ROC curve is derived by:

R̄( f p) =
1

M

M

∑
i=1

Ri( f p), 0 ≤ f p ≤ 1

for which Ri is t p = Ri( f p).

Both approaches have been tested in order to find the one that is closer to the average

AUC score. Therefore, four algorithms were fitted, the out-of-sample scores for each

year have been obtained, and finally the ROC curve was plotted using both ”pooling”

and ”vertical averaging” approaches. In Table D.1 the out-of samples-score (AUC) is
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reported for several years, along with the average performance across the years, which

is the out-of-sample performance for each algorithm.

Table D.1: Out-of-Sample Scores Across All Four Sets (2011-2019)

Year RF SGB LR SVM

2011 0.5977 0.5844 0.5581 0.5846

2012 0.6120 0.6085 0.5578 0.5657

2013 0.6160 0.6244 0.5779 0.5547

2014 0.5926 0.5948 0.5803 0.5632

2015 0.6148 0.6208 0.6389 0.6218

2016 0.5767 0.5712 0.5343 0.5318

2017 0.6709 0.6722 0.6479 0.6258

2018 0.5772 0.5786 0.5434 0.5259

2019 0.6144 0.6101 0.5807 0.5684

Average 0.61 0.61 0.58 0.57

The two ROC curve averaging approaches that were mentioned are plotted in Fig-

ure D.1. In the upper plot the ”pooling” approach is depicted, while in the lower plot,

the ”vertical averaging” approach. The ”vertical averaging” is the approach that corre-

sponds with the average AUC score calculated in Table D.1.
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Figure D.1: ROC-AUC curves
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Appendix E: Introduction to machine

learning

E.1 Introduction to machine learning algorithms

Bertomeu et al. (2021) provided an excellent brief tutorial in which the basic steps

of a machine learning exercise are presented. A basic terminology comparison be-

tween statistics and machine learning is presented in Table E.1 which is replicated from

Bertomeu et al. (2021).

Table E.1: Comparison of terminology in statistics and machine learning (Bertomeu

et al., 2021)

Statistics Machine learning

estimator algorithm, model

observation example

independent variable, regressor feature

dependent variable response, target

The origins of machine learning can be traced back in 1949, in the book of Donald

Hebb entitled ”The Organization of Behavior”. Hebb mentioned that the strength of

the connection of two neurons is increased when those two neurons are activated si-

multaneously (Hebb, 1949), which is the principle on which unsupervised learning in

neural networks was relied upon. Furthermore, Hebb (1949) mentioned that learning

occurs through the association of inputs, a concept that can be parallelized with the idea

of finding correlations and patterns in the data in machine learning. Although Hebb’s

work and research was in the fields of neurophsysiology and psychology, the terms that
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he has defined and the relationship between the human neurons have been the basis for

machine learning.

E.1.1 Decision tree and random forest

The decision tree is a tool for decision making and it is used both in statistics and ma-

chine learning. Hunt’s concept learning system framework 1 is considered the patriarch

of decision trees. Trees have been used for classification tasks; a classification tree starts

with the root of the tree and proceeds down to its leaves (Quinlan, 1986). An illustration

of decision tree is given in Figure E.1.

Figure E.1: Example of decision tree

The advantage of decision tree is that is easy to interpret graphically but it can

overfit2 the data very easily (Prajwala, 2015). Several researchers have experimented

with constructing ensembles of decision trees (Breiman, 1996, 1999; Dietterich, 2000).

Ensemble learning denotes a meta-learning methodology that consolidates predictions

from multiple models to attain superior accuracy compared to any individual model.

The concept is that a group of varied models can collaboratively enhance predictive

accuracy by offsetting one another’s deficiencies. This approach is typically classified

into two primary types: parallel and sequential ensembles. Parallel approaches train

base learners autonomously, whereas sequential methods construct models sequentially,

1See E. B. Hunt et al. (1966) for more details
2See Schaffer (1993) for more details about overfitting
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Figure E.2: Example of decision tree

with each subsequent model designed to rectify the errors of its predecessor (Polikar,

2012).

In his seminal paper, Breiman (2001) has introduced the concept of random forests.

According to the definition of Breiman (2001), a random forest is ”a classifier consisting

of a collection of tree-structured classifiers {h(x,θk),k = 1, . . .} where the {θk} are

independent identically distributed random vectors and each tree casts a unit vote for

the most popular class at input x”. An illustration of random forest is given in Figure

E.2.

E.1.2 Gradient boosting framework

Boosting is a recently developed framework3 for the classification methodology (J. H.

Friedman, 2001). Boosting was introduced by the computational learning literature

3See J. Friedman et al. (2000) and J. H. Friedman (2001)
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(Freund, 1995; Freund & Schapire, 1997; Schapire, 1990). Boosting algorithms use

”weak” or ”base” algorithms to generate predictions which are combined by the boost-

ing algorithm into a single prediction, which is expected to be more accurate than the

predictions of the base algorithm (Schapire, 2003). The main difference between ran-

dom forest and a boosting algorithm, like XGBoost, is that random forest builds trees

with bagging (parallel) while boosting builds trees sequentially (Curth et al., 2024;

Ghosal & Hooker, 2020).

E.1.3 Support vector machine (SVM)

The support vector machine algorithm (SVM) is based on the statistical theory of learn-

ing and generalization of Vapnik (2000). SVM is according to Zhang (2012) ”a two di-

mensional description of the optimal surface evolved from the linearly separable case”.

An SVM used for classification ”separates the classes with largest gap (optimal margin)

between the border line instances (support vectors)” (Chauhan et al., 2019). SVM can

be used with a non-linear kernel for non-linear problems (Van Gestel et al., 2010).
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