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Abstract 

The main focus of this dissertation is to design and benchmark a Dynamic Graph Neural Network 
model as one of the tools for complex behavior traces recorded in a time-variant social network. 
Most conventional approaches miss the incorporation of temporal dynamics and multi-modal data 
integration that are very important for an accurate analysis of social networks. In view of these 
observations, this paper proposes a DGNN model combining graph convolution with mechanisms 
of temporal encoding to capture the structural and temporal dependencies with effectiveness. The 
model becomes adaptive and interpretable due to incremental learning and attention mechanisms. 
With respect to empirical studies on some real-world datasets, like Twitter interactions and 
academic collaboration graphs, DGNN models provide superior performance in predicting user 
behavior, information diffusion, and trends as compared to baseline models. The results of this 
research show the real applications of DGNN in social media analysis, marketing, and policy-
related work, among others, providing really useful insights and tools for researchers and 
practitioners. This work goes one step closer to the real development of dynamic social network 
analysis by providing a strong framework for further studies and applications. 
 
Keywords: Dynamic Graph Neural Networks (DGNN), Social Network Analysis, Temporal 
Dynamics, Multi-Modal Data Integration, Real-Time Adaptation, Predictive Modeling, Attention 
Mechanisms 
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Περίληψη 

Το κύριο αντικείμενο αυτής της διατριβής είναι ο σχεδιασμός και η αξιολόγηση ενός Μοντέλου 
Δυναμικών Νευρωνικών Δικτύων Γράφων (Dynamic Graph Neural Network - DGNN) ως ένα από 
τα εργαλεία για την ανάλυση σύνθετων συμπεριφορικών ιχνών που καταγράφονται σε ένα χρονικά 
μεταβαλλόμενο κοινωνικό δίκτυο. Οι περισσότερες συμβατικές προσεγγίσεις παραλείπουν την 
ενσωμάτωση της χρονικής δυναμικής και της πολυτροπικής ενσωμάτωσης δεδομένων, που είναι 
πολύ σημαντικές για την ακριβή ανάλυση των κοινωνικών δικτύων. Λαμβάνοντας υπόψη αυτές 
τις παρατηρήσεις, αυτή η εργασία προτείνει ένα μοντέλο DGNN που συνδυάζει τη σύγκλιση 
γράφων με μηχανισμούς χρονικής κωδικοποίησης για την αποτύπωση των δομικών και χρονικών 
εξαρτήσεων με αποτελεσματικότητα. Το μοντέλο γίνεται προσαρμοστικό και ερμηνεύσιμο λόγω 
της σταδιακής μάθησης και των μηχανισμών προσοχής. Σχετικά με τις εμπειρικές μελέτες σε 
ορισμένα πραγματικά σύνολα δεδομένων, όπως οι αλληλεπιδράσεις στο Twitter και οι 
ακαδημαϊκοί συνεργατικοί γράφοι, τα μοντέλα DGNN παρέχουν ανώτερη απόδοση στην 
πρόβλεψη της συμπεριφοράς των χρηστών, της διάχυσης της πληροφορίας και των τάσεων σε 
σύγκριση με τα βασικά μοντέλα. Τα αποτελέσματα αυτής της έρευνας δείχνουν τις πραγματικές 
εφαρμογές του DGNN στην ανάλυση κοινωνικών μέσων, το μάρκετινγκ και τις πολιτικές σχετικές 
εργασίες, μεταξύ άλλων, παρέχοντας πολύ χρήσιμες πληροφορίες και εργαλεία για ερευνητές και 
επαγγελματίες. Αυτή η εργασία πλησιάζει ένα βήμα πιο κοντά στην πραγματική ανάπτυξη της 
δυναμικής ανάλυσης κοινωνικών δικτύων, παρέχοντας ένα ισχυρό πλαίσιο για περαιτέρω μελέτες 
και εφαρμογές. 
 
Λέξεις-κλειδιά: Δυναμικά Νευρωνικά Δίκτυα Γράφων (DGNN), Ανάλυση Κοινωνικών 
Δικτύων, Χρονική Δυναμική, Πολυτροπική Ενσωμάτωση Δεδομένων, Προσαρμογή σε 
Πραγματικό Χρόνο, Προγνωστική Μοντελοποίηση, Μηχανισμοί Προσοχής 
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Chapter One 
1 Introduction 

1.1 Background and motivation 

Instinctively, humans, since our existence, carry the concern for the uncertainty we 

encounter everywhere in the world around us. Weather phenomena, natural disasters, astronomical 

events, pandemics, wars. These are just a few of the hundreds of events that take place in our lives, 

almost without warning, and affect them sometimes less and sometimes more. For centuries, 

people have tried to calm this concern and suppress their anxiety about these events by trying to 

predict them and give themselves time to prepare adequately. 

After a long journey of efforts, we have managed to develop tools that approach good 

prediction. Tools that have improved over the centuries and will continue to improve in the future. 

Our arsenal in the fight against uncertainty is now filled with predictive tools such as Meteorology 

for weather phenomena, Seismology for certain natural disasters, Astrophysics for astronomical 

events, Epidemiology for pandemics, and Sociology for understanding and predicting wars and 

social events in general. Entering the third decade of the 21st century, technology remains our ally 

in this evolution. In this decade, the spearhead of technology is data. Having digitized a large part 

of omnipresent processes and mechanisms in our lives over the past years, we now have the luxury 

of having a mountain of data at our disposal. With the appropriate computational power, the way 

we view the world has changed radically. Similarly, our tools have evolved and improved. Our 

predictions can now have an advantage, as they can utilize much more and much easier 

information, which, in the appropriate way, has multiplied their effectiveness. 
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This evolution, with the solidification of data at the forefront, is observed in all the 

aforementioned categories. From Epidemiology to Meteorology, techniques such as Machine 

Learning and generally Artificial Intelligence have had a drastic influence on these tools. 

Sociology could not be absent from this influence. Since a large part of our uncertainty and fear 

comes from the otherwise unknown and unpredictable human and social behavior, the prediction 

of social disruptions, such as wars and social norms, plays a crucial role in our lives. 

The exponential advancement of online social networks has significantly altered the way 

through which people communicate, disseminate information, and even create groups in 

contemporary society. These platforms have turned out to be a staple of our daily existence, acting 

as centers of social interaction and business contacts, as well as channels for knowledge 

distribution. This highlights a key area of research concern, the prediction of users’ behaviors, in 

even larger and more complex such networks as the scale and nature of these networks increase 

and transforms within digital ecosystems (Kridera & Kanavos, 2024; Skarding et al., 2021). The 

fluidity of online social networks act as both a strength and a weakness when it comes to research. 

On the one hand, the large quantity of adopted digital representations yield a wealth of data about 

the behavior. However, the mass, speed, and heterogeneity of such information makes it 

increasingly challenging to transform it into useful knowledge and forecast further trends applying 

conventional tools and techniques (Feng et al., 2024). An additional layer of dynamism emanates 

from the temporal aspect meaning that users, relations and content in these networks are in a 

constant state of change as they respond to various internal and external influences. 

Recently, more attention has been paid to using complex machine learning algorithms, 

especially graph neural networks (GNNs), for modeling and analyzing network structures. GNNs 

are very efficient in identifying features and trends inherent to any graph-shaped data, which is 
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particularly useful for SNA – see, for example, (Zheng et al., 2024; Skarding et al., 2021). 

Nevertheless, many current GNN models are assigned to static graphs and do not represent the 

structure of online social networks adequately, which evolve dynamically. There has been a recent 

development of dynamic graph neural networks (DGNNs) which has been a great breakthrough in 

this area. As a class of GNNs, DGNNs enhance temporal analysis by learning from temporal 

dependency and incorporating features demonstrating the structural dynamics of a graph (Salman 

et al., 2023). This makes them especially helpful in scenarios where one wishes to predict and 

analyze the behavior of a group of people in online communities. Since they are able to encode 

both structural and temporal dependencies all at once, DGNNs have potential to provide stronger 

economy for modeling the multifaceted interplays ruling the users’ behaviors in SNs. 

A crucial challenge related to the adoption of methods based on DGNNs in the context of 

OSNs is determining how the prior models should be extended to account for timely arrival of new 

information together with temporal adjustments in the structure. This paradigm is challenging for 

the old traditional machine learning algorithms because the data sets and feature representation 

used in the system are often fixed (Deng, et al., 2019; Zhang, et al., 2023). However, the 

antecedents of the DGNNs permit the model to accept and work with all the new facts in real-time 

and therefore the examine of the constantly growing and dynamic environment of OSN is more 

pertinent to the DGNNs. 

In this context, it is feasible to note the numerous and versatile possibilities which can be 

realized by applying the presented type of graph neural networks for modeling and analyzing social 

networks. These models can range from predicting the diffusion of information and influence to 

forecasting overall user interactions and retention and can be useful for both academics and 

practitioners (Skarding et al., 2021). For instance, DGNNs can be applied to event prediction 
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scenarios where multiple actors and schemes create social events or trends. This may then have 

huge effects in some fields like public health, marketing and the formulation of social policies. 

Furthermore, utilizing temporal information allows DGNNs to provide opportunities for 

identifying evolution of user behaviors and/or the structures of social network in the temporal 

aspect. This temporal characteristic is significant for many applications of SNA, such as anomaly 

discovery, identification of opinionated leaders, and state prediction of the network (Feng et al., 

2024; Yang et al., 2024). Despite the importance of time in studying social phenomena and its 

impact on future behaviour and social networks, this dimension is commonly excluded from path 

models or indirectly defined in ad hoc manners limiting the accuracy of DGNNs. 

The interpretability of DGNN models is another crucial factor, particularly when applying 

the models in social network analysis. Given that these models continue to get simpler and more 

potent, the demand to interpret results and logical choices of these models accrues (Kridera & 

Kanavos, 2024). This is especially important in fields where the model’s outputs can be directly 

translated into actions with real effects on society, like public policies or decisions made by social 

media companies. Creates of new DGNN architectures that enable constructing actionable insights 

about the reasoning behind the results is still an area of ongoing study. It is also crucial to discuss 

some ethical concerns in the context of employing DGNNs in combination with online social 

network analysis. As these models become better at predicting and perhaps even controlling user 

behavior, issues of privacy, consent, and the ethical use of personal data emerge (Kridera & 

Kanavos, 2024; Skarding et al., 2021). These ethical issues have to be addressed by researchers 

and practitioners working in this field and constructing and applying DGNN models for social 

network analysis, bringing consideration of user rights and the common good into the process. 
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Technically, there are several difficulties in applying the DGNNs in online social networks: 

The scale is of huge social networks, the relative deficiency of data and the variety of the nodes 

and edges, the need for real-time processing are to be solved by new ideas (Feng et al., 2024; 

Zhang et al., 2023). Finally, another problem of concern to the research community is the fact that 

there is little work done on incorporating several data modalities like text, images, and user features 

into a single DGNN. To handle these challenges, it will be essential for achieving best results of 

employing DGNNs in the social network analysis. 

As the DL research in dynamic graph neural networks is expanding, there are obvious gaps 

in the availability of benchmark datasets, unified evaluation metrics, and comparative analyses 

that would allow for the assessment of the effectiveness of various DGNN architectures in 

analyzing social networks (Salman et al., 2023). Using such resources shall augment development 

of a more efficient model by not only allowing various researchers to comprehend the underlying 

capability and imperfection of the distinct approaches in regard to the different social network 

tasks and dataset to be studied. 

In conclusion, the proposed dynamic graph neural network in the attempt to model online 

social behavior for predictive analysis is a growing niche that has endeared itself to research in the 

modern world. Compared to other GNNs, DGNNs have the two significant strengths – 

Expressiveness and dynamic modeling, which make it possible to provide powerful frameworks 

for modeling and predicting the dynamic behaviors in OSNs. As this field is rapidly developing, 

it may someday help transform our understanding of digital social phenomena and offer useful 

recommendations for numerous domains, including platforms’ design and public policies’ 

implementation. The issues and possibilities arising from applying this approach concurrently 
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create enormous interest and relevance making this area of research an exciting frontier for 

scholars in various fields. 

1.2 Problem statement 

Although graph neural networks have been very successful and applied to social network 

analysis, a few major challenges still fold down to the accurate modeling and dynamic prediction 

of online social behavior. Traditional methods of GNN, though very effective on static graphs, 

cannot handle the temporal evolution of social networks and user interactions. This seriously 

constrains the accuracy of predictions that can be made regarding future user behavior, content 

diffusion, and changes in network structure. 

The key problem solved by this research is to develop sophisticated modeling techniques 

that take into account not only the structural complexities of the social network but also its dynamic 

nature, time-varying in a continuum. Specifically, we would like to answer the following 

questions:  

i. Temporal Dynamics: How could user behavior and network structures be finitely modeled 

for evolution? 

ii. Scalability: How can we build models that overcome the enormous scale and constant 

growth of online social networks? 

iii. Multi-modal data integration: How do we integrate text, images, and user attributes in a 

single predictive framework? 

iv. Real-time adaptation: How do we build a model that processes and adapts to information 

in real time? 
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v. Interpretability: How might we ensure that the predictions from our models are explainable 

and transparent? 

1.3 Research objectives 

The overall objective of the study is to develop and evaluate dynamic graphs neural 

network models for predictive modeling of online social behavior. In order to tackle these 

challenges, as per the problem statement, we have formulated the following specific research 

objectives:  

1. Design and implement new DGNN architectures that will succeed in capturing both structural 

and time-varying dependencies in online social networks. 

2. Design scalable DGNN models that can realize large-scale, fast-evolving social network data. 

3. A multi-modal DGNNified framework that includes several kinds of social media data, such as 

text, images, or user profiles, for more complete behavioral prediction. 

4. Mechanisms of real-time learning and adaptation of DGNNs concerning dynamic social 

networks should also be designed and tested. 

5. Methods for better interpretation of DGNN predictions in the analysis of social networks. 

6. Extensive empirical evaluation of the proposed DGNN models on real-world social network 

datasets to compare them with existing state-of-the-art approaches. 

7. Research on whether the developed DGNN models can be put into practical applications in 

various domains of information diffusion prediction, user engagement forecasting, and social 

network anomaly detection. 

8. Ethics considerations and guidelines for developing the responsible usage of DGNN models in 

the analysis of social networks. 
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In that line, we hope to advance the state-of-the-art in predictive modeling for dynamic 

online social behavior and further better equip researchers, platform developers, and policymakers 

who deal with online social networks by providing meaningful insights and useful tools in the 

process. 

1.4 Significance of the study 

This paper on the predictive modeling of dynamic online social behavior using DGNNs is 

of importance to a great variety of domains, having a number of key contributions. The work 

refines sophisticated DGNN models that push the limits on our abilities in analyzing and 

understanding complex social networks. Such methods will present dynamic social interactions in 

more careful and accurate detail, which may give rise to changes in how online social phenomena 

are studied and interpreted. 

It provides a far-reaching ability for correct prediction of future states in social networks 

and thus for user behavior, serving as an eventuating trends early warning system for developing, 

impending conflicts, or the propagation of misinformation. This predictive capability remains 

especially useful in areas like public health, whereby the modeling of information spread and user 

interactions would facilitate not only an effective design of health-related information campaigns 

but also an accurate prediction of their impact (Feng et al., 2024). 

The present work provides a meaningful step toward the further development of machine 

learning in general from the technological side. The design of new DGNN architectures moves 

forward the state of knowledge on handling dynamic, graph-structured data and has the potential 

to inspire new approaches for other application domains apart from social networks. The scalable, 

real-time adaptive models of the current study stretch the possibilities pertaining to processing and 
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analyzing huge and dynamic datasets. They can potentially urge further innovations in big data 

analytics and high-performance computing. 

Such insights learned from research can have far-reaching implications for the design of 

social media platforms and how they are managed. With a more precise underpinning of the 

dynamics of user behavior, platforms can better tailor their features and content suggestions to 

users' needs and preferences, improving users' satisfaction and retention. This is a function not 

only of a better user experience but also of important economic implications. Predictive modeling 

of social behavior by businesses and marketers will not only make use of effective target 

advertising, customer engagement strategies, and brand management but will also bring major 

economic benefits. 

It hence brings computer science closer to social sciences and network theory, fostering 

more interdisciplinarity, collaboration, and knowledge transfer. Methods and insights created in 

this way may well find applications in sociology, psychology, and communication studies, helping 

deepen our understanding of human behavior in digital environments further. If anything, it is the 

cross-disciplinary nature of this research that could open up totally new channels of collaboration 

and innovation across academic disciplines. 

In particular, the research also has a paramount ethical dimension in the course of doing 

so. Given these ethical considerations and the interpretability of DGNN models in its quest to 

address them, this study continues discourse in responsible AI development and deployment, in 

particular, across the very sensitive domain of social media analysis. It therefore becomes very 

important to concentrate on ethical AI development, as predictive models are gradually becoming 

quite powerful and influential in shaping online experiences and social dynamics. 
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For policymakers and regulators, the insights provided by this research can inform the 

development of more effective policies regarding social media governance, data privacy, and 

online content moderation (Kridera & Kanavos, 2024). As online platforms continue to play a 

central role in public discourse and information dissemination, evidence-based policymaking in 

this area becomes increasingly critical. 

Lastly, this type of research that goes from the theoretical aspects to the practical 

applications is very useful for educational purposes. This study will provide new entrants in the 

research domain, specifically students and researchers developing an interest in social network 

analysis and machine learning problems, a good context and understanding of the problems, 

methodologies followed in the specific domain, and challenges that researchers face. 

In conclusion, by providing solutions to one of the major problems in simulating dynamic 

online social behavior, this research contributes to theoretical knowledge accumulation as well as 

to the creation of useful instruments and recommendations that have the potential to make a real 

difference in how we engage with and control online social environments (Skarding et al., 2021). 

The possibilities of applying these findings range from enhancing the utilities of one user to 

influencing larger societal benefits It is evident that this research is both far-reaching and 

paramount in the constantly increasing global digital connections. 

1.5 Thesis structure 

This thesis is organized into seven chapters, each focusing on a specific aspect of the 

research: 
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Chapter 1: Introduction - Provides the background, motivation, problem statement, 

research objectives, and significance of the study. It sets the stage for the entire thesis by outlining 

the importance of predictive modeling in dynamic online social networks. 

Chapter 2: Literature Review - Offers a comprehensive review of existing literature on 

online social behavior, event prediction in social media, graph neural networks, and their 

applications in social network analysis. It identifies research gaps and positions this study within 

the broader academic context. 

Chapter 3: Methodology - Details the proposed approach, including problem formulation, 

data collection and preprocessing, dynamic graph construction, feature engineering, and the 

architecture of the proposed Dynamic Graph Neural Network model. It provides a thorough 

explanation of the technical aspects of the research. 

Chapter 4: Experimental Setup - Describes the experimental design, including dataset 

partitioning, evaluation metrics, baseline models, and implementation details. This chapter ensures 

the reproducibility of the research and provides context for interpreting the results. 

Chapter 5: Results and Analysis - Presents the findings of the experiments, comparing the 

performance of the proposed model against baselines, analyzing model interpretability, and 

exploring the impact of different components through ablation studies. It also includes case studies 

to demonstrate the model's effectiveness in real-world scenarios. 

Chapter 6: Discussion - Interprets the results in the broader context of online social 

behavior prediction, discusses the model's strengths and limitations, explores ethical 

considerations, and suggests future research directions. 
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Chapter 7: Conclusion - Summarizes the main contributions of the thesis, revisits the 

research objectives to ensure they have been addressed, and offers concluding remarks on the 

implications of this research for the field of dynamic social network analysis. 

The thesis concludes with a comprehensive list of references and appendices containing 

additional experimental results, data preprocessing details, model implementation code, and a list 

of publications arising from this research. 

This structure ensures a logical flow of information, from the theoretical foundations to 

practical implementation and analysis, providing readers with a comprehensive understanding of 

the research process and its outcomes. 
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Chapter Two 
2 Literature Review 

2.1 Introduction 

The exponential growth in social networking and the extent of data generated by users 

transformed our notion and understanding of human interaction. The social network itself is an 

extremely rich source of information on user communication patterns, influence, and behavior. 

Harnessing this wealth of information required advanced computation techniques; researchers 

turned to Graph Neural Networks, which can effectively be applied to model complicated 

structures in social networks. 

Basically, GNNs have been able to serve as a very powerful technique in social network 

analysis, embeddingly learning from graph-structured data so as to capture local and global 

patterns within networks. This is important when trying to understand complex social phenomena, 

predict user behavior, and detect influential nodes within a network. The literature is replete with 

applications of GNNs across different domains and methodologies touching on various aspects of 

social network analysis. 

Traditional methods for event prediction in social media have been greatly dependent on 

statistical methods and techniques of feature engineering. Foundational as most of these 

approaches are, they miss a number of big issues Kawasaki brought up about dynamism and 

complexity, which characterize social networks. Thus, recently there has been growing interest in 

the use of GNNs to improve depth of analysis and accuracy within social networks. It reviews 

some of the major developments from early traditional statistical models to the more advanced and 
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recent GNN-based ones, and describes the main challenges that have been faced during this 

process. 

Dynamic GNNs have made a key step toward modeling evolving social networks. They 

are particularly effective in applications requiring real-time analysis and prediction, like event 

forecasting and anomaly detection. Dynamic GNNs provide deeper understandings of how 

networks change over time and how these changes influence user behavior and interactions, 

including both structural and temporal views of social networks. 

While this constitutes progress with GNNs, a number of challenges remain. Three points 

in this vision, such as scalability, interpretability, and handling heterogeneous data, require further 

research in an effort to see the full potential of GNNs realized for social network analysis. An 

urgent need for ethics and privacy also arises with such abilities to predict and influence behavior. 

This paper provides a literature review of the current state of GNNs in social network 

analysis, spanning from their foundation to major applications and challenges in modeling 

dynamic social networks. Taking a set of studies as its corpus, it synthesizes findings on what the 

literature has to say regarding possible future directions for research and the development of more 

robust, scalable, and ethical GNN models that can function with social network analysis. 

2.2 Online Social Behavior 

2.2.1 Characteristics of Online Social Networks 

Many people are now using online social networks (OSNs) as an essential aspect of daily 

life to interact, share, and even build relationships. These networks allow the users to set up public 

and semi-public ‘profiles,’ express connections with other users and communicate with them 

through numerous functions as messaging, sharing of content as well as media posts (Buchmann, 
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2013). From these descriptions it is possible to see that SixDegrees is a precedent for the main 

elements of OSNs. com, laid the groundwork for the complex and dynamic space and place 

arrangements of the present day through the computer (Wright & Yasar, 2022).  

 The platform functionality of OSNs is based on advanced databases and algorithms that 

allow for the organization of user data and interaction. These systems are developed with capacity 

to provide accommodation for large data and make it easy for the users to transfer information 

(Wright & Yasar, 2022). The operators of these networks offer relevant services and structures for 

the user’s interaction with each other, as well as often cooperating with other applications to 

expand the functionality (Buchmann, 2013). Such integration enables the development of sociable 

and appealing OSN interface to the users, making the OSNs interwoven in the daily lives.  

 From a social view, OSNs are regarded as virtual communities that facilitate interactions 

between people for various purposes ranging from social relations, business, or a shared goal 

(Medaglia et al., 2009). These networks have rapidly expanded such that currently, recognized 

social media outlets such as Facebook, Twitter, and Instagram serve billions of users globally 

(Wright & Yasar, 2022). Through the process of forming and maintaining social interactions 

online, human relations have changed because people can communicate despite being far from 

each other and having a lot of work.  

One important feature of OSNs is the ability of the sites used in disseminating information. 

These platforms allow users to put out and retrieve news and updates with ease, therefore acting 

as the major channels of communicating evices. They cause concerns though, this approach has 

something like the Short Message Relay Syndrome, or what one can call the misinformation 

syndrome, where credibility of information becomes an issue in the social media platform (Zareie 
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& Sakellariou, 2021). Hence, the issues of quality and credibility of information in these networks 

become essential to manage.  

 One of the most prominent and distinctive characteristics of OSNs is that they contain 

user-generated content as their principal component. It also means users create content usually 

posts, images, videos by sharing their experiences and opinions, and other types that make people 

engaged (Wright and Yasar, 2022). This type of participatory culture does not only enhance and 

diversify the users’ experience but it also contributes to valuable quantitative and qualitative data 

to be used in social network analysis (SNA) which facilitates the identification of interaction 

patterns and application of communicative structures for assessing the community dynamics 

(Buchmann, 2013).  

 Moreover, there are other forms of practical prominence of OSNs, in particular, marketing 

implication of OSNs, business implication of OSNs, implication of OSNs in vocational training, 

implication of OSNs on politics and governance, and legal implication of OSNs. Businesses utilize 

these platforms to communicate with their planned consumers, advertise, and sell their products 

or services to them. OSNs’ two-way communication enables businesses to reach their consumers 

easily and provide them with appropriate solutions to create brand awareness and customer loyalty 

(Wright & Yasar, 2022). This marketing utility of OSNs is an indication of the dual and sometimes 

a triple nature of OSNs in today society. 

2.2.2 Dynamics of User Interactions 

In this review, one major feature of OSNs is identified as the communication function of 

the networks. These platforms enable users to disseminate and receive news and update faster, and, 

thus, are very important in real-time media. Nevertheless, this process has also raised some issues, 

for instance, the quick spread of fake information that leads to questioning the reliability of 
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information found in the Internet (Zareie & Sakellariou, 2021). Thus, the control of the quality and 

relevance of information disclosed through such networks is an acute issue.  

 The ability of generating content by the users is one of the core aspects that distinguish 

OSNs from other mass media. Users create and share original content, including text, images, 

videos, and experiences, which enhance communal interaction and involvement (Wright & Yasar, 

2022). Although the audience participating in such a manner enhances the user experience in the 

online environment, it can also benefit the method of SNA to investigate the structure of interaction 

and communities (Buchmann, 2013).  

 Apart from the social component, OSNs have important consequences for marketing and 

commerce. Businesses use these sites for communicating with the target market, advertising their 

brand and interacting with consumers. The modality of OSNs offers the option of engaging in 

conversations with clients or consumers, hence enhancing customer relations and relations thus 

improving brand awareness (Wright & Yasar, 2022). This foresaid commercial aspect of OSNs 

brings out the fact that these networks are multipurpose in the contemporary society.  

The other significant issue relating to the user interactions is the utilization of multimodal 

data. Interactions can contain different formats of data such as text, images, and details of users’ 

profile which gives more depth in comparison to the analyzing of conversations only. Combining 

various types of input data to form an insight and use them in making a prognosis is a challenge 

but is a counts for a lot at the same time. Thus, DGNNs can make better and more accurate 

predictions based on this combined and multimodal information analysis (Zhang et el. , 2023). For 

example, adding textual data from users ‘post with regards to the sentiments of the users and their 

preferences would be valuable while image data would give insights into the trending and 

preferences in images (Ma et al., 2020).  
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 Another important characteristic of dynamic user interactions is the real time adaptation. 

Since the nature of the relationships in social networks is dynamic, the predictive models have to 

be in a position to update incoming data in real time. This requirement is especially crucial for 

specific application use cases like real-time recommender systems and live social analytics where 

speed and accuracy of depression prediction is critical (Zhang et al., 2023). This is convenient 

because by construction, DGNNs can update their parameters and assimilate new data as necessary 

in a given application (Ma et al., 2020).  

The interpretability of the DGNN models is also an issue of concern especially employing 

the models in social network analysis. The explanations of the findings made by models are 

important when it comes to creating trustworthy and explainable models. Although, it has also 

been noted that there is ongoing research to explain how the DGNNs actually reason and how the 

given inputs and interaction between those inputs lead to particular outputs which are defined as 

interpretability by Skarding et al. (2021). This transparency is crucial for applications in areas of 

high risk such as policy making and social media regulation where consequences of model 

predictions mean production of considerable repercussions (Kridera & Kanavos, 2024).  

 In conclusion, the interactions of the users of online social networks can be affected by 

the structures of the networks, temporal factors as well as the multimodal data. The interactions 

can be described in a social context and using Dynamic Graph Neural Networks offers the tools to 

model these dependencies. Incorporating temporal information and real-time adaptation, DGNNs 

provide improved and more accurate predictions of users’ behavior and the development of the 

network. Nonetheless, problems like the way of merging data and models, how to interpret the 

models and incorporation of ethical issues are still the critical concerns which require more works 

in this area.  
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2.3 Event Prediction in Social Media 

2.3.1 Traditional Approaches 

In the case of event prediction in SM, conventional methods were based on statistical 

measures and feature extraction methods. Such methods generally include detection and study of 

certain characteristics within the information such as terms that are specific, time sequences, and 

link data.  

 Early models applied linear regression to forecast events based on basic parameters such 

as the volume of tweets or the trend in specific keywords. For example, it was shown that growth 

in the number of tweets with certain words can be used to forecast, for example, elections or 

assembling (Deng et al., 2019). Linear regression models can be expressed mathematically as 

follows:  

y = β₀ + β₁x₁ + β₂x₂ + ⋯ + βₙxₙ + ϵ 

where y is the dependent variable (e.g., the likelihood of an event occurring), β₀ is the 

intercept, β₁, β₂, …, βₙ are the coefficients of the independent variables x₁, x₂, …, xₙ (e.g., tweet 

volumes, keyword frequencies), and ϵ is the error term. These models are relatively straightforward 

but have limitations in capturing the complexity and dynamism of social media data. 

Another conventional technique is known as time series analysis that uses an accumulation 

of previous results in order to predict future results. Other techniques such as the autoregressive 

integrated moving average (ARIMA) models have been used for analysis of temporal 

characteristics of SNS usage. The ARIMA model can be expressed as:The ARIMA model can be 

expressed as: 

yₜ = c + φ₁yₜ₋₁ + φ₂yₜ₋₂ + ⋯ + φₚyₜ₋ₚ + θ₁ϵₜ₋₁ + θ₂ϵₜ₋₂ + ⋯ + θₚϵₜ₋ₚ + ϵₜ 
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where, yₜ is the value at time t, c is a constant, φ₁, φ₂, …, φₚ is the parameters of the 

autoregressive par,t is the parameters of the moving average part θ₁, θ₂, …, θₚ  and εₜ is the error 

term. They are convenient when exploring temporal features, such as periodic patterns and trends, 

but they are not very effective in capturing users’ and generated contents’ interactions (Peng et al., 

2020).  

 Feature engineering has been extensively used in traditional based event prediction 

models. Features are manually chosen by the researchers, based on their assumptions of possible 

future occurrences. Such features can be sentiment scores, number of retweets/shares, and the 

existence of popular users in the sample. However, the method heavily relies on the judgement of 

the researcher, which may be laced with assumptions of the important features (Kim and Hastak, 

2017).  

 However, such attempts have their serious drawbacks when it comes to their practical 

application. Many a times they base their work on structural characteristics that are rigid and 

cannot depict the dynamism of social media communication. However, in these models’ case, the 

structure of networks in the social media is not taken into consideration, despite it may carry useful 

information with respect to how information diffuses and events occur (Skarding et al., 2021).  

Mathematical Formulas 

Linear Regression: 

y = β₀ + β₁x₁ + β₂x₂ + ⋯ + βₙxₙ + ϵ 

where: 

• y = Dependent variable (event occurrence probability) 

• β₀ = Intercept 

• β₁, β₂, …, βₙ = Coefficients for independent variables 
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• x₁, x₂, …, xₙ = Independent variables (e.g., tweet volume, keyword 

frequency) 

• ϵ = Error term 

ARIMA Model: 

yₜ = c + φ₁yₜ₋₁ + φ₂yₜ₋₂ + ⋯ + φₚyₜ₋ₚ + θ₁ϵₜ₋₁ + θ₂ϵₜ₋₂ + ⋯ + θₚϵₜ₋ₚ + ϵₜ 

where: 

• yₜ = Value at time t 

• c = Constant 

• φ₁, φ₂, …, φₚ = Autoregressive parameters 

• θ₁, θ₂, …, θₚ = Moving average parameters 

• ϵₜ = Error term at time t 

Sentiment Score: 

Sentiment Score = (Σᵢ₌₁ⁿ sᵢ) / n 

where: 

• sᵢ = Sentiment value of the i-th tweet 

• n = Total number of tweets 

These traditional approaches form the basis of early event prediction models in social 

media, laying the groundwork for more advanced techniques that incorporate network structures 

and temporal dynamics. 

2.3.2 Machine Learning Methods 

Recent trends in event prediction in social media have been dominated by machine learning 

techniques that allow for the use of algorithms that learn from the data. These methods of model 

selection can be classified from the simplistic beginning with the algorithms such as the decision 
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trees, support vectors machines to the exponentially more complex methods such as the neural 

networks and the ensemble models (Jin and Julles, 2024).  

 Among them GNNs, have been widely used in this field due to their characteristic of 

dealing with the social media data as graphs where nodes are entities and edges are relationships. 

GNNs represent the next step in this capability by including temporal aspects, enabling 

understanding of how these relations develop over time, namely, DGNNs (Zheng et al., 2024). It 

has been found that the use of DGNN has highly benefited in the prediction of significant 

occurrences like political protests and epidemics by addressing the dynamics of the social network 

and information sharing (Islam et al., 2024).  

 Another method is Dynamic Graph Contrastive Learning (DyGCL) model; DyGCL 

employs node-level and graph-level representations to improve the event prediction. Since DyGCL 

incorporates both the local and the global perspective of the dynamic graph, it becomes easier to 

capture the structure and flow of social media interactions which in turn improves the prediction 

(Islam et al., 2024). Unlike other approaches this strategy offers a solution to some of the 

shortcomings of traditional methods in comprehending the structure of SM data at node-level and 

in the context of the graph.  
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Figure 1: DyGCL: Dynamic Graph Contrastive Learning For Event Prediction. Adapted from: 
https://arxiv.org/html/2404.15612v1 

 

Another approach is the use of multi-layer temporal GNNs which consists of extracting the 

multi-layer relationships and the temporal features of different social media snapshots at a specific 

time. This method learns the representations of entities in each snapshot, which forecast how the 

degree of popularity of specific topics or events will evolve over time (Jin et al., 2024). This allows 

for a comparison of the characteristics of social media through a more complex approach, which 

provides more accurate estimations as compared to simple models.  

 Also, deep learning algorithms, especially convolutional and recurrent neural networks, 

have been used to learn temporal dependencies in social media data. Hence in structuring deep 

learning structures the Convolutional Neural Networks (CNNs) are useful for spatial patterns such 

as social media images and texts while Recurrent Neural Network together with its variant such as 

Long Short Term Memory (LSTM) network are suitable for Temporal patterns such as time series 

https://arxiv.org/html/2404.15612v1
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(Zhang et al., 2023). These models have include more detailed features which have provided 

notable enhancements in event prediction tasks that could not be discovered by other models.  

 Moreover, the fusion of the multimedia data has also improved the performance of 

machine learning techniques. These models utilize the textual, visual, and metadata from the social 

media and hence gives a comprehensive view of the data thus improving on the prediction. For 

example, integrating text mining algorithms with image processing algorithms enable enhanced 

interpretation of social media posts, not only the text-based interactions, but also concerning the 

surrounding environment (Ma et al., 2020).  

However, such advancement comes with issues as discussed in the succeeding topic. The 

issues of complexity and interpretability of the models are still vital, particularly where a lot of 

paramount agency and jurisdiction is vested such as in medical and security practices. It is thus 

necessary that the predictions from these models must be comprehensible to increase the credibility 

(Skarding et al., 2021). academia is trying to design techniques that are capable of making these 

models more comprehensible to humans and at the same time guarantee the efficiency of the 

model.  

 Furthermore, ethical issues have been a significant concern in the case of machine 

learning-based event prediction. Concerns related to data protection, especially pertaining to 

consent, and the risk of abuse of the predictive data must be well-coordinated. Thus, there is a need 

for creating ethical standards in the use of these technologies with an aim of preventing misuse of 

the technologies (Kridera & Kanavos, 2024).  

 To sum up, the application of machine learning approaches enhances the opportunity of 

event prediction in SM greatly, thus provides useful tools for mining different kinds of dynamic 

data. The intricate structures and temporal dependencies of social media interactions are reflected 
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in more accurate and robust predictions with the help of methods like DGNNs, DyGCL, and 

temporal GNNs with multiple levels. Despite these disadvantages, such as the black box 

phenomenon and problems of ethical nature, these models are constantly evolving and improving, 

thus making them critical assets for analyzing and forecasting social phenomena.  

2.4 Graph Neural Networks (GNNs) 

2.4.1 Static GNNs 

Graph Neural Networks are models that have gained much attention recently due to their 

potency in modeling complex relationships within graph-structured data. More specifically, static 

GNNs have laid the foundation for several graph analysis applications by making very powerful 

tools available for tasks of node classification, link prediction, and graph classification. Here, the 

graph structures and properties were static. 

Static GNNs leverage graph structure to propagate information from one node to another, 

therefore letting the model learn rich representations that capture the local and global patterns in a 

graph. According to Sehnal, (2013), this can lead to models that attain high accuracy and precision 

for many applications, such as GNSS positioning, by utilizing the static relationships among data 

points effectively. One of the huge advantages they have over traditional ways is the inherent 

ability of the GNNs to consider the whole graph context, whereas these traditional methods often 

treat data points in isolation. 

Probably one of the pioneering approaches in static GNNs is the Graph Convolutional 

Network. GCNs extend working principles from convolutional neural networks into graph data, 

giving them the capability to learn node representations through information aggregation from a 

node's neighbors. This has particularly proved useful in scenarios where critical relational 
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information is contained within the graph structure itself. For instance, Correa Munoz and Cerón-

Calderón (2018) state that, in civil engineering, GCNs are applied, whereby the staticity in 

surveying networks can be effectively used to guarantee high-precision and-accuracy geospatial 

measurements. 

 

 

Figure 2: Planning a Static GPS/GNSS Control Survey: Accuracy and Precision. Adapted from 
https://www.e-education.psu.edu/geog862/node/1824 

 

Static GNNs have also been very effective in social media analysis. Feng et al. (2024) 

consider an application of static GNNs in tasks such as community detection and influence 

maximization, where user relationships remain relatively stable for the duration under analysis. 

From these models, latent structures may be inferred within the data that are not easily realized 

with more traditional methods of analysis. One of the strengths of static GNNs is the ability to 

model not only direct but also indirect relationships between nodes, which allows for more 

globalized analyses. In GNSS data processing, static GNNs have already been utilized to improve 

the precision of the positioning solution. Abdallah and Schwieger present in their study from 2016 

https://www.e-education.psu.edu/geog862/node/1824
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how GNSS data can be handled by static GNN models for PPP. These models achieve millimeter-

level accuracy by modeling the static relationships between GNSS stations. This high-precision 

positioning is highly relevant for applications where precision is paramount. Spatial correlations 

intrinsic in the data from GNSS are handled more effectively by static GNNs and come up with 

more reliable positioning solutions. 

Furthermore, for the fast processing of static GNSS data, static GNNs have been used, 

which is discussed by Berber et al. (2014). In general, the static GNNs can be used in cases where 

the observation time is rather limited but at the same time, the high accuracy rate is expected. Static 

between the reference stations and the GNSS receiver these models can also be used to interpolate 

as well as extrapolate atmospheric corrections as a way of improving the precision of the obtained 

coordinates. It is however more critically important in applications wherein high speed of 

positioning is relevant such as real-time survey and navigation.  

 Therefore, the integration of static GNNs shown in various domains has been established 

which is vital. Jin et al. (2024) state that static GNNs are appropriate for the use case where the 

graph structure does not change, so the model can principally learn significant patterns from the 

static relationships. Because of this focus on static graphs, the computational complexity is 

comparatively easier than dynamic models, and therefore, static GNNs are generally preferred for 

several real-world applications.  

 All in all, static GNNs are a versatile class of models for analytics and machine learning 

on graph-shaped data. Due to strengths of making use of the static relations in the graph, they offer 

a high level of accuracy and precision in the application areas including GNSS positioning and 

social media studies. The following empirical and theoretical literature by scholars like Sehnal 

(2013), Correa Munoz and Cerón-Calderón (2018), Abdallah and Schwieger (2016) show how 
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static GNN is influential in practice and theory. In the perspective of the further development of 

the field, static GNNs will remain highly relevant in graph-based machine learning and offer 

reliable solutions for advanced analysis of the presented data.  

2.4.2 Dynamic GNNs 

Compound GNNs are the further evolution of static GNNs as they include temporal 

information for modeling the change dynamic of actual networks. These models are growing more 

important as many applications require knowledge graphs, where the relations and attributes of the 

nodes and links are time variant. Thus, incorporated temporal dimensions give dynamic GNNs a 

more comprehensive view of such networks and enhanced accuracy.  

 Dynamic GNNs is an extension of traditional GNNs which integrates sequence modeling 

modules to the inherent temporal nature of dynamic graphs. This approach enables description of 

a network that changes with time into more real perspective (Zheng et al., 2024). The dynamic 

GNNs are essential for the paradigms where the structure of the network under consideration 

changes over time such as social network analysis, traffic prediction, and real-time 

recommendation systems.  

 Feng et al (2024) also mentioned that the major strength lies in the fact that dynamic GNNs 

can learn both structural, temporal and contextual dependencies of the dynamic graphs and achieve 

improved performance in multiple applications. The work presents a comprehensive overview of 

81 active GNN models and classifies them according to the way they use temporal information as 

well as assessing their performance on various large-scale benchmarks. The major issues discussed 

include scalability, heterogeneity of information, and absence of a variety of graphs datasets.  

One of the popular frameworks of dynamic GNNs is ROLAND, which was introduced by 

You et al. in (2022). ROLAND helps researchers generalize static GNNs toward handling dynamic 
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graphs by taking node embeddings of all the layers as hierarchical states of nodes, followed by 

recurrent updates w.r.t. time. This way, the framework accommodates itself well against the 

changing nature of dynamic graphs. ROLAND introduces a live-update evaluation setting that 

closely mirrors real-world scenarios where GNNs will make predictions and get updated on a 

rolling basis. In particular, the framework has significantly improved performance over large-scale 

dynamic graph datasets and more clearly illustrates how efficient training strategies and evaluation 

settings have been quite important for dynamic GNNs. 

 

Figure 3: ROLAND: Graph Learning Framework for Dynamic Graphs. Adapted from 
https://www.semanticscholar.org/paper/ROLAND%3A-Graph-Learning-Framework-for-
Dynamic-Graphs-You-Du/d0f184bb0459f7f146a0839db38a76e537ce3fa2 

 

On the other hand, dynamic GNNs have also had applications in domain-specific 

biomedical signal processing. Hajisafi et al. (2024) provided a framework for dynamic GNNs 

called NeuroGNN, which has the goal of accurate seizure detection and classification from the 

EEG data. This NeuroGNN model captures the dynamics among EEG electrode locations and their 

semantics in related brain regions based on combined considers space, time, and semantic 

dependencies that are encoded in the EEG data. It has very high accuracy on existing state-of-the-

art models, which could project the potential of dynamic GNNs in specialized applications 

requiring high precision and contextual understanding. 
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Moreover, the linking of dynamic programming with GNNs has been formulated further 

to improve dynamic GNNs. Dudzik and Veličković, (2022) now show that GNNs are very close 

to DP—problem-solving strategy in use in nearly all polynomial-time algorithms. The construction 

of better-grounded GNN architectures for tasks that require complex reasoning, such as 

algorithmic and edge-centric, will be facilitated in tasks by this alignment. The theoretical basis 

underlies the efforts for developing more robust and efficient models of Dynamic GNNs.Despite 

all these developments, there exist a lot of challenges in dynamic GNNs. According to Zheng et 

al. (2024), many models of dynamic GNNs suffer from questions of scalability since it becomes 

hard to process large graphs efficiently. Integration of heterogeneous information like multimodal 

data is a huge problem. Since there is a rare number of diversified graph datasets, this affects the 

generalization and verification of dynamic GNN models across a broad spectrum of applications. 

Future research directions in dynamic GNNs include adaptive and memory-enhanced 

models that can change their parameters according to time-variant factors, memorizing crucial 

historical information. Another area is inductive learning, by which models generalize from seen 

to unseen data. Furthermore, more detailed theoretical analyses could explain dynamic GNNs with 

full details about their behavior and performance, confronting the development of more effective 

models. 

Dynamic GNNs are a dramatic evolution from static GNNs and make very powerful tools 

available to model and understand evolving networks. Temporal information and other more 

advanced training strategies make them liable to assure better performance in a large field of 

applications. Challenges to scalability, heterogeneity of data, and diversity of datasets subsist and 

thus require further continued research and innovation in this rapidly developing field. The work 

of authors such as Feng et al. (2024), Zheng et al. (2024), You et al. (2022), Hajisafi et al. (2024), 
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and Dudzik and Veličković (2022) offers primary foundational material and gives a sense of the 

future evolution of dynamic GNNs. 

2.5 Mathematical Foundations 

2.5.1 Temporal Graph Representation: 

• Snapshot Graphs: A dynamic graph is typically represented as a sequence 

of snapshot graphs Gt= (Vt, Et) at different time steps t, where Vt denotes the set of nodes 

and Et denotes the set of edges at time t. 

• Temporal Edge Features: Edges in dynamic graphs may carry time-

dependent attributes or weights, capturing the evolving relationships between nodes across 

different time slices. 

Dynamic Graph Convolution Operation: 

• In Dynamic GNNs, the core operation involves propagating information 

across both spatial (node features) and temporal (graph structure) dimensions. The 

dynamic graph convolution operation is formulated as: 

Ht(l+1) = σ (D`t−1/2ÃtD`t−1/2Ht(l)W(l)) where: 

Ht(l) denotes the matrix of node representations at layer l and time t. 

Ãt represents the normalized adjacency matrix of the snapshot graph Gt. 

D`t is the corresponding degree matrix. 

W(l) denotes the weight matrix at layer l. 

σ is a non-linear activation function. 
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2.6 Applications of GNNs in Social Network Analysis 

They have been much adopted in social network analyses because they can projectively 

model and learn with graph-structured data. This is very important in comprehending the complex 

interaction among the nodes within social networks. Applications of GNNs range in this respect 

from community detection and influence maximization to user behavior prediction and anomaly 

detection. 

2.6.1 Community Detection 

Community detection has been among the basic problems in social network analysis, which 

could be rephrased as identifying groups or nodes within a graph that are more densely connected 

to one another than to the rest of the network. GNNs do this very well since they can basically 

capture structural properties regarding graphs. Feng et al. (2024) note that GNNs can capture both 

local and global graph information to accurately identify communities. The method learns 

representations encapsulating the connectivity pattern of nodes, hence GrokNet is able to 

distinguish communities according to their unique structural features. It permits an exact 

identification of the structures of a community, whereas traditional techniques have relied on 

heuristics that might not fully capture the complexity in connectivity across a network. Another 

feature of GNN-based community detection is that overlapping communities are found, wherein 

nodes may belong to several communities at once. This gives more detailed information about the 

structure of social networks. 

2.6.2 Influence Maximization 

Influence maximization involves the identification of the most influential nodes in a 

network so that information or influence can be maximally spread. This has an important 
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application in marketing where companies often need to find people through whom they can 

propagate their message effectively. The GNNs would do quite well in this case since they would 

model these intricate node dependencies and learn the patterns of influence propagation in the 

network. Dudzik and Veličković (2022) define how GNNs can align with dynamic programming 

to provide optimality in influence maximization strategies, hence making marketing campaigns 

more effective. It may also trace the chronological development of influence through dynamic 

GNNs that consider temporal dynamics and then allow for inference at the optimal time for 

information dissemination (You et al., 2022). It is exactly the ability to model and predict the flow 

of influence that can be of critical importance in the development of targeted marketing strategies 

for the optimization of resources in advertising campaigns. 

2.6.3 User Behaviour Prediction 

Another major application field of GNNs is in user behavior prediction in social networks. 

This considers the prediction of future user actions conditioned on past behavior and interactions 

within the network. Dynamic GNNs in this line have been very promising. For example, Zheng et 

al., (2024) developed dynamic GNNs that captured the temporal dependencies and evolving 

patterns of user behavior, hence yielding better predictions. For example, in recommendation 

systems, dynamic GNNs can unravel the temporality that changes in user preferences and 

interactions have so as to offer relevant content or products. Feng et al. (2024) add that the models 

are able to adapt to changes in user behavior over time through continuous update of their 

predictions based on the latest interactions, hence ascertaining recommendations stay relevant and 

personal to the users. This is the dynamic adaptability that becomes very critical in enhancing 

users' experience and engagement on a social media platform. 
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2.6.4 Anomaly Detection 

This means anomaly detection in social networks will involve activities that deviate from 

the norm. In this aspect, GNNs can be quite effective by learning common interaction patterns 

within the network and identifying deviations from them. You, Du, and Leskovec (2022), for 

instance, propose ROLAND, a framework for dynamic graph learning that is applicable to 

anomaly detection tasks by continuously updating node embeddings and thus detecting changes in 

network structure. This capability is particularly helpful in security applications, enabling the 

detection of abnormal behavior to help prevent cyber threats and fraud. In these processes, dynamic 

GNNs introduce temporal information and detect evolving threats or adaptive malicious behaviors 

over time. 

2.6.5 Sentiment Analysis 

Social media public sentiment is the measurement of public sentiment through the 

emotional content produced in social networks. These relations along with an understanding of the 

context of the interactions between the users could improve sentiment analysis by using GNNs. 

According to Feng et al. (2024) demonstrates that GNNs can utilize the information of both word 

vectors and the network topology to capture sentiment transition more effectively. This application 

is most suitable for opinion analysis on social networks including brand image monitoring. That 

is why using GNNs, sentiment analysis models can take into consideration an impact of neighbours 

for an individual’s sentiments, as well as a network’s influence on the general shift of opinions 

and their dissemination (Dudzik & Veličković, 2022). This way of doing it allows for better 

detection of sentiments and trends and that is relevant in tactical operations in areas like marketing 

and political campaigns and even public relations.  
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 Therefore, the given examples of GNNs’ use in the analysis of social networks prove that 

the approach is rather universal and efficient in terms of modeling networks’ structures and 

processes. Based with discussion on irregularity of social graphs, community detection and 

influence maximization, user and event behavioral predication, and anomaly detection, GNNs 

offer flexible tools for understanding the information flow within social networks. In turn, the 

application of these models and the integration of new developments that allow such models to be 

more complex and analyze larger datasets will maintain the momentum of the development of new 

opportunities for employing social network analysis in a number of domains.  

2.7 Challenges in Dynamic Social Network Modeling 

Although GNNs have developed a lot and had huge applications in social network analysis, 

some challenges still remain to model dynamic social networks. This is because of the intrinsic 

complexities and evolution of social networks themselves that bring about difficulties to both static 

and dynamic GNNs. 

One of the major challenges is scalability. The size of social networks can be extremely 

large, running easily into millions in terms of nodes and edges, and it keeps growing with time. 

More exactly, processing such large-scale networks for dynamic GNNs needs huge computation 

resources. According to You, Du, and Leskovec, (2022), traditional training methods for GNNs 

are Kumbersome to scale on dynamic graphs, which are often very large, leading in most cases to 

out-of-memory errors or really slow processing. Incremental training and meta-learning 

approaches have been proposed to be efficient and scalable when applied to dynamic GNNs, 

though research toward the attainment of these features is still ongoing. 

Another big challenge is how to deal with heterogeneous information. Most of the time, 

there will be several kinds of information in a social network, such as textual content, images, and 
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attributes of users; all of these need to be embedded in the framework of GNN. Zheng, Yi, and 

Wei, (2024) identify the challenge of incorporating heterogeneous data types within a unified 

model, as the different types require different treatment techniques and may be important or less 

important for different tasks. Therefore, performance improvement and applicability will have to 

be achieved by developing dynamic GNNs capable of handling and efficiently integrating 

heterogeneous information. 

Another challenge to social networks is of a dynamic nature with respect to temporal 

dependencies and evolution. Social networks are constantly in flux—for instance, nodes and edges 

are added at some time, or older ones get deleted. Accurate capturing of these temporal dynamics 

is important in tasks like link prediction and influence maximization. However, modeling those 

changes requires sophisticated techniques that could track and, further, predict the network's 

evolution over time. Feng et al. (2024) note the realizes option for models that can make real-time 

adjustments to these changes, all the while maintaining high accuracy and relevance in their 

predictions. 

Another challenge is the lack of diversified, sound graph datasets for the training and 

evaluation of dynamic GNNs. Most of the available datasets are either very small or unable to 

represent every complexity of real social networks. This has considerably limited Act the 

development and benchmarking of new models, making them hard to assess in terms of 

performance and generalizability. Dudzik and Veličković (2022) indicated that large-scale and 

diverse datasets should be created because it is the case that social networks are very dynamic, 

making it possible to test GNN on robust and reliable grounds. 

Another critical challenge in the application of GNNs to social network analysis is 

interpretability. While GNNs often yield very accurate predictions and insights, it is usually 
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genuinely hard to understand the why due to the complex and opaque nature of the models. Lack 

of interpretability might raise an issue for applications with high stakes like detecting 

misinformation or influential node identification, where it is essential to know how the model is 

making its decisions. According to Feng et al. (2024) and Skarding et al. (2021), techniques 

targeted at improving GNN interpretability should clarify what is driving the model toward a 

prediction. 

Another important role of ethical considerations in the application of GNNs to social 

network analysis concerns the use of personal data from social networks, privacy issues connected 

with it, and ways of possible misuse of predictive models—everything in regard to responsible 

artificial intelligence practices. These models must be developed and used in such a way as not to 

violate user privacy and harm users as little as possible. This involves developing safeguards for 

sensitive data while also ensuring that ethical use of the models is addressed as mandated by 

(Kridera & Kanavos, 2024; Zareie & Sakellariou, 2021). 

Although GNNs offer very powerful tools to analyze and use social network nal 

information, a number of challenges need to be addressed for their full potential to be reaped. In 

this regard, scalability, handling heterogeneous information, modeling temporal dynamics, data 

diversity, interpretability, and ethical considerations remain key aspects that call for further 

research and innovation. The way in which this would lead to more robust, scalable, and ethical 

GNN models able to capture the dynamic complexities of social networks lies in fully addressing 

these challenges. 

2.8 Research Gaps 

A number of research gaps exist in the area of dynamic graph neural networks applied to 

social network analysis, all of which need to be addressed if more effective and applicative models 
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are to be reached. This addresses issues like scalability, handling heterogeneous data, real-time 

processing, interpretability of models, ethical considerations, and developing benchmark datasets 

with unified evaluation metrics. 

2.8.1 Scalability and Efficiency 

One of the critical challenges in DGNN deployment lies in scalability. Subsequently, most 

social networks are very large, reaching into millions of nodes and edges; the size is ever-growing. 

Many existing DGNN models lack sufficient efficiency in handling such large-scale networks. 

While some methods have been suggested to enhance scalability, most of these revisions either 

take the incremental training route or meta-learning route, which often falls short in real-world 

applications where networks are fast-changing and quite unpredictable. More robust and efficient 

algorithms that can handle such size and complexity without loss of performance should be 

developed for social networks. 

2.8.2 Handling Heterogeneous Data 

Social networks are represented by text, images, and user attributes. All these 

heterogeneous data types must be embedded into one DGNN model. Existing DGNN models, to 

a large extent, focus on one type of data and disregard rich contextual information provided by 

other data types. It becomes essential to have improved models that support seamless integration 

and processing of multi-modal data to have high prediction accuracies and robustness. 

Investigations should be focused on coming up with methods able to jointly combine the various 

data modalities in making meaningful inferences. 

2.8.3 Real-Time Adaptation 
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This is another area that has been research-gapped: the ability of DGNN to process and 

adapt to new information in real-time. Social networks are dynamic, with constant changes in user 

behavior and relationships, as well as dynamic changes in the content. Current models frequently 

have a problem with how to update the parameters of the model and incorporate new data on the 

fly. Real-time adaptation is very important in applications such as recommendation systems, 

anomaly detection, and real-time analytics. Real-time learning and adaptation of models can 

drastically enhance the scope of applicability of DGNNs to practical scenarios. 

2.8.4 Interpretability and Explainability 

One of the manifest major challenges has been that of interpretability in DGNN models. 

While these models give very precise predictions, often, they are not interpretable or explainable 

due to their complex and very opaque nature. This can make the adoption of DGNNs very 

challenging in sensitive applications like public policy, healthcare, and security, where 

interpretability becomes essential in a model's decision-making process. The focus of research 

should be toward techniques that enhance the interpretability and explainability of DGNN models 

so that their predictions will then be transparent and understandable. 

2.8.5 Ethical Issues 

The greater the power DGNN holds in predicting, and probably even influencing, user 

behavior, the greater are the ethical concerns. Paramount are concerns related to privacy, consent, 

and the ethical use of personal data. It is important to have comprehensive guidelines and best 

practices to ensure that the DGNN models are responsibly developed and deployed. For this, 

researchers and practitioners will have to be responsive to all the ethical concerns in an effort at 

avoiding the misuse of these technologies and for protecting the rights of users. 
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Benchmark Datasets and Evaluation Metrics 

Another major lacuna in the current DGNN research is the unavailability of benchmark 

datasets and unified evaluation metrics. Most of the available datasets are too small or fail to 

capture enough of the complexities habituated in real-world social networks. This issue hampered 

the development and benchmarking of new models since their performance and generalizability 

were pretty hard to evaluate. Ironically, large-scale, representative, and inclusive datasets, together 

with standardized evaluation metrics, may be required to further drive more robust comparative 

analysis within DGNN models. 

2.9 Bringing Together Theoretical and Practical Insights 

Finally, what is missing is a bridge from the theoretical improvement to the practical 

application of DGNNs. On one hand, much progress is made toward developing sophisticated 

models of DGNN; on the other hand, limited applications are found in real-world scenarios. This 

integrative bridge can be built by involving researchers and practitioners in translating theoretical 

insights into practical solutions that can handle real challenges. This will also foster more powerful 

and usable DGNN models for the purpose of social network analysis. 

This calls for the closing of these gaps in research so that there can be improvements in the 

applicability of DGNNs to social network analysis. This would mean taking a scope into 

scalability, integration across heterogeneous data, adaptation at runtime, interpretability, ethical 

considerations, benchmark datasets, and evaluation metrics in order to present more reliable, more 

efficient, and more responsible DGNN models. 
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Chapter Three 
 

3 Methodology 

3.1 Introduction 

The chapter presents a methodological framework for using Dynamic Graph Neural Networks in 

predictive modeling of dynamic online social behavior. It hosts a series of critical stages, starting 

with the formulation of a research problem that serves to clarify research questions and objectives. 

It then elaborates on data collection and preprocessing to explain the different datasets used and 

all the steps taken in ensuring data quality and consistency. Graph construction is covered, together 

with the definitions of nodes and edges, as well as the form taken by temporal dynamics. Besides, 

some feature engineering processes are associated with node extraction, edge extraction, temporal 

features extraction, and their integration. A DGNN model architecture is proposed, comprising 

graph convolutional layers, temporal encoding mechanisms, and output layers. It further covers 

model training and optimization by specifying the loss function, optimization algorithm, and 

hyperparameter tuning strategies. This is one of the comprehensive methodologies in developing 

a robust, scalable model for analysis and prediction of dynamic social network behaviors. 

3.2 Problem Formulation 

In other words, predictive modeling of dynamic online social behavior using Dynamic Graph 

Neural Networks is a complex problem that needs to be addressed by a variety of factors: the 

dynamics of social networks, the integration of multi-modal data, real-time adaptation, and 

interpretability. Elaborated in this chapter is the detailed methodological approach that is 
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followed to handle these challenges, covering problem formulation, data collection and pre-

processing, dynamic graph construction, feature engineering, and architecture proposed for 

DGNN. 

3.2.1 Dynamic Nature of Social Networks 

Social networks are intrinsically dynamic; user interactions, relationships, and content change 

over time. Accurate representation of the temporal evolution of the network lies at the heart of 

effective modeling of these dynamics. Formulate the problem as a dynamic graph Gt = (Vt, Et), 

where Vt is a set of nodes (users) and Et is a set of edges (relationships) at time t. It comprises 

nodes and edges, wherein time-variant attributes depict activities and interactions, respectively. 

Interpretability 

In this respect, a model as complex as DGNNs has to be made predictable and interpretable. This 

involves the construction of techniques for explaining how the model makes its predictions and 

insight into the underlying mechanisms driving user behavior in the network. 

3.3 Data Collection and Preprocessing 

Effective data collection and preprocessing are fundamental to building a reliable and accurate 

model for dynamic social network analysis. This section delves into the steps involved in gathering 

the necessary data, describing the datasets, and the preprocessing techniques applied to ensure the 

data's quality and suitability for modelling. 

3.3.1 Dataset Description 
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This research utilizes multiple datasets, each selected for its relevance to social network analysis 

and its capacity to provide comprehensive insights into dynamic interactions. The primary datasets 

include: 

1. Social Media Interactions: 

• Platform: Twitter 

• Description: A dataset comprising tweets, retweets, mentions, and followers' interactions 

over a specified period. It includes metadata such as timestamps, tweet content, and 

interaction types. 

• Volume: Thousands of interactions collected over six months. 

2. News Articles and Comments: 

• Platform: Reddit 

• Description: This dataset consists of user comments from the Reddit platform, specifically from 

the "datasets" subreddit. It captures public interactions and sentiments within various discussions. 

Each record includes the comment ID, subreddit ID, subreddit name, NSFW flag, timestamp, 

permalink, comment content, sentiment score, and comment score. 

• Volume: Thousands of comments collected over a specific time period. 

3 Scholarly Articles and Books on Data Mining: 

• Platform: Goggle scholar  

• Description: This dataset consists of scholarly articles and books focusing on data mining. 

It includes metadata such as the title, author, description, article link, citation count, 
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number of versions, and links to related articles. The descriptions provide insights into the 

content and focus of each work, covering various aspects of data mining and its 

applications. 

• Volume: A comprehensive collection of articles and books with detailed metadata, 

reflecting significant contributions to the field of data mining. 

3.3.2 Data Characteristics 

Each dataset exhibits unique characteristics crucial for dynamic social network modelling: 

• Temporal Dynamics: Capture the evolution of interactions over time. 

• Node Attributes: Include user profiles, article metadata, and author details. 

• Edge Attributes: Represent the nature of interactions, such as retweets, comments, and co-

authorship. 

• Network Size and Density: Varying sizes and densities reflecting different social contexts. 

3.4 Data Cleaning and Formatting 

Data preprocessing is vital to ensure the quality and integrity of the datasets, making them suitable 

for constructing dynamic graphs and training the DGNN model. The following steps outline the 

preprocessing procedures: 

3.4.1 Data Cleaning 

1. Handling Missing Values: 

• Identification: Identify missing values in node and edge attributes. 
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• Imputation: Apply imputation techniques (e.g., mean/mode imputation, interpolation) to 

fill missing values or remove incomplete records. 

2. Duplicate Removal: 

• Detection: Detect and remove duplicate records to avoid redundancy and ensure data 

integrity. 

• Deduplication: Implement algorithms to identify and remove duplicate entries based on 

unique identifiers. 

3. Noise Reduction: 

• Filtering: Apply filters to remove noise from the data, such as irrelevant interactions or 

spam content. 

3.4.2 Data Formatting 

1. Standardization: 

• Attribute Standardization: Ensure uniform formats for attributes (e.g., date formats, 

categorical values). 

2. Temporal Segmentation: 

• Time Windows: Segment data into appropriate time windows (e.g., daily, weekly) to 

capture temporal dynamics effectively. 

3. Graph Construction Preparation: 

• Node and Edge List Creation: Prepare node and edge lists from the cleaned data, ensuring 

each interaction is accurately represented. 
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• Attribute Encoding: Encode categorical attributes into numerical values using techniques 

such as one-hot encoding or label encoding. 

3.5 Integration of Multiple Datasets 

1. Data Alignment: 

• Temporal Alignment: Align data from different sources based on timestamps to ensure 

synchronized temporal analysis. 

• Entity Matching: Match entities (e.g., users, authors) across datasets using identifiers or 

similarity measures. 

2. Merging: 

• Unified Graph Construction: Merge datasets to construct a comprehensive dynamic graph 

that integrates diverse interaction types and attributes. 

• Conflict Resolution: Resolve conflicts in merged data by establishing precedence rules or 

averaging conflicting values. 

Quality Assurance 

1. Validation: 

• Consistency Checks: Validate data consistency by ensuring that merged datasets maintain 

logical coherence. 

• Integrity Checks: Verify the integrity of the graph structure by checking for isolated nodes, 

disconnected components, and unrealistic interaction patterns. 

2. Exploratory Data Analysis (EDA): 
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• Descriptive Statistics: Perform EDA to summarize the main characteristics of the datasets, 

including distributions, correlations, and trends. 

• Visualization: Use visualizations (e.g., histograms, network graphs) to gain insights into 

the data's structure and relationships. 

3.6 Dynamic Graph Construction 

Building a dynamic graph that accurately represents the temporal evolution of a social network is 

crucial for effective analysis and modelling. This section outlines the process of defining nodes 

and edges, as well as representing temporal changes within the graph. 

3.6.1 Node and Edge Definition 

3.6.1.1 Node Definition 

Nodes represent the entities within the social network. In the context of this research, nodes can 

be users, articles, or authors, depending on the dataset. 

1. User Nodes: 

• Attributes: Each user node may have attributes such as user ID, username, profile 

information, and activity metrics (e.g., number of posts, followers count). 

• Examples: Users on Twitter, commenters on news platforms. 

2. Article Nodes: 

• Attributes: Article nodes include attributes like article ID, title, publication date, content, 

and source. 

• Example: News articles on websites, posts on social media platforms. 
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3. Author Nodes: 

• Attributes: Author nodes encompass attributes such as author ID, name, affiliation, and 

publication count. 

• Examples: Authors in academic collaboration networks. 

3.6.1.2 Edge Definition 

Edges represent the interactions or relationships between nodes. These interactions can vary 

depending on the nature of the dataset. 

1. User Interactions: 

• Types: Follow, mention, retweet, like, comment. 

• Attributes: Edge attributes may include interaction type, timestamp, and interaction 

frequency. 

2. Article Interactions: 

• Types: Comments, shares, likes. 

• Attributes: Edge attributes can include comment content, timestamp, and user engagement 

metrics. 

3. Collaboration Links: 

• Types: Co-authorship, citations. 

• Attributes: Attributes may include the number of co-authored papers, citation count, and 

collaboration duration. 

3.7 Graph Storage and Access 
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1. Storage Solutions: 

• Database Selection: Choose appropriate storage solutions (e.g., graph databases like 

Neo4j, time-series databases) to handle dynamic graph data efficiently. 

• Scalability: Ensure the chosen storage system can scale with the volume and complexity of 

the dynamic graph. 

2. Efficient Access: 

• Indexing: Implement indexing strategies to facilitate efficient retrieval of graph snapshots 

and temporal features. 

• Query Optimization: Optimize queries for accessing dynamic graph data, focusing on 

temporal aspects and interaction patterns. 

3.8 Feature Engineering 

Feature engineering is a critical step in preparing the data for model training. This process involves 

extracting and constructing meaningful features from the raw data that can effectively represent 

the nodes, edges, and temporal dynamics of the social network. This section delves into the types 

of features used and the methods employed to generate them. 

3.8.1 Node Features 

3.8.1.1 Node Attributes 

1. Profile Information: 

• Definition: Basic information about the entity represented by the node. 
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• Examples: User demographics (age, gender), article metadata (title, author), author 

details (affiliation, h-index). 

2. Activity Metrics: 

• Definition: Quantitative measures of the node’s activity within the network. 

• Examples: Number of posts or tweets, frequency of interactions, publication count. 

3.8.1.2 Centrality Measures 

1. Degree Centrality:𝑇𝑦𝑝𝑒𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛ℎ𝑒𝑟𝑒. 

• Definition: Number of direct connections a node has. 

• Calculation: CD (v) = deg(v) where deg(v) is the degree of node v 

2. Betweenness Centrality: 

• Definition: Measure of how often a node appears on the shortest paths between other 

nodes. 

• Calculation:  CD (v) = ∑s≠v≠t  
!"#(%)
!"#

where σst is the total number of shortest paths from node 

s to node t, and σst (𝑣)is the number of those paths that pass-through v   

3. Closeness Centrality: 

• Definition: Measure of how close a node is to ≠all other nodes in the network. 

• Calculation: CC (v) =  '
∑)*(%,))

     where d (v, u) is the shortest distance between nodes v 

and u. 

4. Eigenvector Centrality: 
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• Definition: Measure of a node's influence based on the influence of its neighbours. 

• Calculation CE (v) ∝ ∑µ ∈ N(v) CE (v) where N (v) is the set of neighbours of v. 

3.8.2 Edge Features 

3.8.2.1 Interaction Attributes 

1. Interaction Type: 

• Definition: The nature of the relationship or interaction between two nodes. 

• Examples: Follow, like, comment, share, co-authorship. 

2. Interaction Frequency: 

• Definition: The number of times an interaction occurs between two nodes. 

• Calculation: Count of interactions within a given time window. 

 

 

3.9 Temporal Features 

3.9.1 Time-Based Node Features 

1. Temporal Activity Patterns: 

• Definition: Patterns of node activity over time. 

• Examples: Hourly, daily, or weekly activity counts. 
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3.10 Proposed Dynamic Graph Neural Network Model 

The proposed Dynamic Graph Neural Network (DGNN) model aims to effectively capture and 

utilize the temporal dynamics of social networks. This section details the architecture, components, 

and functionalities of the DGNN model. 

3.10.1 Model Architecture 

3.10.1.1 Overall Design 

1. Input Layer: 

• Node Features: Input node feature matrix X ∈ 𝑅 N×F where N is the number of nodes and 

F is the number of features. 

• Edge Features**: Input edge feature matrix E ∈ 𝑅 M × D where M is the number of edges 

and D is the number of features. 

• Temporal Features: Input temporal feature tensor T ∈ 𝑅 T × N × Ft where T is the number of 

time steps and Ft is the number of temporal features. 

2. Graph Convolutional Layers: 

• Spatial Graph Convolutions: Apply graph convolutions to capture spatial dependencies 

between nodes. 

• Temporal Graph Convolutions Apply temporal convolutions to capture temporal 

dependencies. 

3. Hidden Layers: 
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• Recurrent Neural Networks (RNNs): Use RNNs (e.g., LSTM or GRU) to model temporal 

sequences. 

• Attention Mechanisms: Incorporate attention layers to weigh the importance of different 

nodes and time steps. 

4. Output Layer: 

• Node-Level Predictions: Predict labels or attributes for each node. 

• Edge-Level Predictions: Predict the existence or attributes of edges. 

• Graph-Level Predictions: Aggregate node and edge features for graph-level tasks. 

3.10.2 Graph Convolutional Layers 

3.10.2.1 Spatial Convolutions 

1. Graph Convolution Operation: 

• Definition: Aggregates information from neighbouring nodes to update node 

representations. 

• Equation: H(l+1) = σ (D`−1/2ÃD`−1/2H(l)W(l)) where H(l) is the node representation at layer l, 

W(l) is the weight matrix, and σ is the activation function. 

2. Graph Attention Mechanism: 

• Definition: Weighs the importance of neighbouring nodes dynamically. 

• Equation: eij = LeakyReLU (aT [ Whi ∥ Whj]) where a is the attention vector, W is the 

weight matrix, and || denotes concatenation. 
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3.10.2.2 Temporal Convolutions 

1. Temporal Convolution Operation: 

• Definition: Captures temporal dependencies in node features over time. 

• Equation: Ht(l+1)=Conv1D(Ht(l), Wt(l)), where Conv1D is the 1D convolution operation and 

Wt(l), is the temporal weight matrix. 

2. Temporal Attention Mechanism: 

• Definition: Weighs the importance of different time steps. 

• Equation: α t = ,-.	(,#)
∑0,-.	(,0)

  , where et is the attention score for time step t. 

3.10.2.3 Attention Mechanisms 

1. Self-Attention: 

• Definition: Allows the model to focus on different parts of the input sequence. 

• Equation: A = softmax (QKT / √𝑑𝑘)V, where Q is the query matrix, k is the key matrix, 

and V is the value matrix. 

2. Temporal Attention: 

• Definition: Focuses on relevant time steps within the sequence. 

• Equation: α t = ,-.	(,#)
∑0,-.	(,0)

where et is the temporal attention score. 

3.10.3 Output Layer and Prediction 

3.10.3.1 Node-Level Predictions 

1. SoftMax Activation: 
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• Definition: Used for multi-class classification tasks. 

• Equation: y` t = ,-.	(1#)
∑0,-.	(12)

where zi is the logit for class i. 

2. Sigmoid Activation: 

• Definition: Used for binary classification tasks. 

• Equation: y` = σ (z) where σ is the sigmoid function. 

3.10.3.2 Edge-Level Predictions 

1. Dot Product: 

• Definition: Measures the similarity between node embeddings. 

• Equation: y`ij = σ (h 3
4
  hj ) 

2. Bilinear Transformation: 

• Definition: Generalizes dot product by incorporating a weight matrix. 

• Equation:  y`ij = σ (h 3
4
 W hj ) 

3.11 Model Training and Optimization 

In this section, we detail the strategies for training and optimizing the proposed Dynamic Graph 

Neural Network (DGNN) model. This includes the selection of the loss function, the optimization 

algorithm, and the process of hyperparameter tuning. 

3.11.1 Loss Function 

3.11.1.1 Choice of Loss Function 

1. Cross-Entropy Loss: 
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• Definition: Used for classification tasks where the output is a probability distribution over 

classes. 

• Equation: LCE = − '
5

 ∑ ⬚5
467  log (y`i) + (1−yi) log(1−y`i), where yi is the true label and y

i^ is the predicted probability. 

2. Mean Squared Error (MSE) Loss: 

• Definition: Used for regression tasks where the output is a continuous value. 

• Equation: Lmse = − '
5

 ∑ ⬚5
467   (yi - y`i), where yi is the true value and y`i is the predicted 

value. 

3. Binary Cross-Entropy Loss: 

• Definition: Used for binary classification tasks. 

• Equation: LBCE = − '
5

 ∑ ⬚5
467  [yi log (y`i ) + (1−yi) log (1− y`i )] where yi is the true label 

and y`i is the predicted probability. 

4. Hinge Loss: 

• Definition: Used for binary classification tasks, particularly in Support Vector Machines 

(SVMs). 

• Equation: LHinge = − '
5

 ∑ ⬚5
467 𝑚𝑎𝑥	(0,1 − 𝑦	𝑖𝑦𝑖), where yi is the true label and is y`i the 

predicted value. 

3.11.1.2 Loss Function Implementation 

1. Node Classification: 
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• Task: Predict labels or attributes for nodes. 

• Loss Function: Cross-Entropy Loss for multi-class classification or Binary Cross-Entropy 

Loss for binary classification. 

2. Link Prediction: 

• Task: Predict the presence or weight of edges between nodes. 

• Loss Function: Binary Cross-Entropy Loss for binary prediction or Mean Squared Error 

Loss for regression-based prediction. 

3. Graph-Level Prediction: 

• Task: Predict attributes or labels for the entire graph. 

• Loss Function: Cross-Entropy Loss for classification or Mean Squared Error Loss for 

regression. 

3.11.2 Optimization Algorithm 

3.11.2.1 Choice of Optimizer 

1. Stochastic Gradient Descent (SGD): 

• Description: An iterative method for optimizing an objective function with suitable 

smoothness properties. 

• Equation: θ = θ−η ∇ θ L(θ) where θ represents the model parameters, η is the learning 

rate, and L(θ) is the loss function. 

2. Adam Optimizer: 
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• Description: An adaptive learning rate optimization algorithm designed to handle sparse 

gradients on noisy problems. 

• Equation: θ = θ−η 8	
√%	:,	

  , where m` is the estimate of the first moment (mean) and v` is the 

estimate of the second moment (variance). 

3. RMSprop: 

• Description: An optimizer that divides the learning rate by an exponentially decaying 

average of squared gradients. 

• Equation: θ=θ -  ;
<=[?!]:∈

  , where E[g^2] is the mean squared gradient. 

4. Adagrad: 

• Description: An algorithm for gradient-based optimization that adapts the learning rate to 

the parameters. 

• Equation: θ=θ− ;
√B44:∈

  ∇θL(θ) where Gii is the sum of the squares of the gradients. 

3.11.3 Optimization Process 

1. Parameter Initialization: 

• Description: Initialize model parameters, often using methods like Xavier initialization or 

He initialization to ensure proper scaling of gradients. 

2. Forward Propagation: 

• Description: Compute the predictions of the model given the input data. 

3. Backward Propagation: 
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• Description: Compute the gradients of the loss function with respect to the model 

parameters using backpropagation. 

4. Parameter Update: 

• Description: Update the model parameters using the chosen optimization algorithm. 

3.11.4 Hyperparameter Tuning 

3.11.4.1 Hyperparameters to Tune 

1. Learning Rate: 

• Description: The step size used in the parameter update during optimization. 

• Range: Typically, between 10−5 and   10−1 

2. Batch Size: 

• Description: The number of training examples used in one iteration of gradient descent. 

• Range: Typically, between 16 and 512. 

3. Number of Layers: 

• Description: The depth of the neural network, including both graph convolutional layers 

and temporal layers. 

• Range: Typically, between 2 and 10. 

4. Number of Hidden Units: 

• Description: The number of neurons in each hidden layer. 

• Range: Typically, between 32 and 512. 
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5. Dropout Rate: 

• Description: The probability of dropping out neurons during training to prevent 

overfitting. 

• Range: Typically, between 0.1 and 0.5. 

6. Weight Decay: 

• Description: A regularization term added to the loss function to penalize large weights. 

• Range: Typically, between 10-6 and 10-2. 

3.11.4.2 Hyperparameter Tuning Techniques 

1. Grid Search: 

• Description: Exhaustively search over a specified parameter grid. 

• Procedure: Evaluate model performance for each combination of hyperparameters in the 

grid. 

2. Random Search: 

• Description: Randomly sample hyperparameters from a specified distribution. 

• Procedure: Evaluate model performance for each randomly sampled set of 

hyperparameters. 

3. Bayesian Optimization: 

• Description: Use Bayesian techniques to model the performance of the model as a function 

of hyperparameters. 
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• Procedure: Iteratively select hyperparameters that are expected to improve model 

performance based on the Bayesian model. 

4. Early Stopping: 

• Description: Stop training when the validation performance stops improving. 

• Procedure: Monitor validation loss and halt training if no improvement is seen for a 

predefined number of epochs. 

5. Cross-Validation: 

• Description: Split the data into multiple folds and train the model on different 

combinations of training and validation sets. 

• Procedure: Evaluate model performance across all folds to obtain a robust estimate of 

hyperparameter performance. 

3.11.5 Evaluation Metrics 

1. Accuracy: 

• Description: The proportion of correctly predicted instances. 

• Equation: Accuracy =  5)8C,DEFGEDD,H#ID,*4H#4E;"
3E#JK5)8C,DEFID,*4H#4E;"

 

2. Precision: 

• Description: The proportion of true positive predictions among all positive predictions. 

• Equation: Precision=3D),IE"4#4%,"
LJK",IE"4#4%,"

  

3. Recall: 



76 
 

 

 

• Description: The proportion of true positive predictions among all actual positive 

instances. 

• Equation: Recall = 3D),IE"4#4%,"
3D),IE"4#4%,":LJK",5,?J#4%,"

     

4. F1 Score: 

• Description: The harmonic means of precision and recall. 

• Equation: F1 Score= 2 *  ID,H4"4E;∗N,HJKK
ID,H4"4E;:N,HJKK

  

5. AUC-ROC: 

• Description: The area under the Receiver Operating Characteristic curve, which plots true 

positive rate against false positive rate. 

• Equation: Calculated using the trapezoidal rule on the ROC curve. 

3.12 Summary 

In this methodology chapter, we have formulated the problem of dynamic social network 

modelling and described the intricate process of data collection, preprocessing, dynamic graph 

construction, and feature engineering. We proposed a novel Dynamic Graph Neural Network 

(DGNN) model tailored for effectively capturing temporal dependencies within social networks. 

The model architecture incorporates graph convolutional layers for spatial information aggregation 

and a temporal encoding mechanism to handle evolving network dynamics over time. We outlined 

the strategies for model training and optimization, emphasizing the selection of appropriate loss 

functions, optimization algorithms, and hyperparameter tuning techniques. By integrating these 

components cohesively, our methodology aims to provide a robust framework for dynamic social 
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network analysis, facilitating accurate predictions and insightful interpretations of complex social 

interactions. 
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Chapter Four 
4 Experimental Setup 

4.1 Dataset Partitioning 

In this section, the focus is on the methodologies and strategies employed for partitioning datasets, 

which is a critical step in machine learning model development. Proper dataset partitioning ensures 

that the model is trained, validated, and tested effectively, providing robust and generalizable 

performance. 

4.1.1 Importance of Dataset Partitioning 

Overview: 

• Discuss the fundamental role of dataset partitioning in machine learning. 

• Explain how proper partitioning helps in preventing overfitting and ensures unbiased 

evaluation. 

Detailed Discussion: 

• The balance between training, validation, and test sets to achieve a comprehensive model 

evaluation. 

• The impact of partitioning on the model's ability to generalize to unseen data. 

Examples: 
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• Illustrate with examples how improper partitioning can lead to misleading performance 

metrics. 

4.1.2 Data Collection and Preprocessing 

Data Sources: 

• Describe the real-world datasets used in this study, such as ICEWS, GDELT, and Twitter 

data streams. 

• Discuss the richness and heterogeneity of these datasets and their relevance to social event 

prediction. 

Data Cleaning: 

• Detailed explanation of the data cleaning process. 

• Techniques for handling missing data, outliers, and noisy entries. 

Feature Extraction: 

• Process of extracting relevant features from raw data. 

• Examples of features such as event type, location, time, involved entities, and sentiment 

scores. 

Graph Construction: 

• Methods for constructing initial graph representations from pre-processed data. 

• Discuss the criteria for defining nodes and edges in the context of social events. 
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4.1.3 Partitioning Strategies 

Random Partitioning: 

• Explanation of random partitioning and its benefits. 

• Scenarios where random partitioning is suitable. 

Stratified Sampling: 

• Importance of stratified sampling in maintaining the distribution of target classes. 

• Steps involved in implementing stratified sampling. 

Time-Based Partitioning: 

• Explanation of time-based partitioning, especially for temporal datasets. 

• How time-based partitioning helps in evaluating the model's performance on future events. 

Examples and Illustrations: 

• Provide visual aids and examples for each partitioning strategy to aid understanding. 

4.1.4 Partitioning Process 

Step-by-Step Guide: 

• Detailed steps for partitioning datasets into training, validation, and test sets. 

• Discuss the proportions used for each partition (e.g., 70% training, 15% validation, 15% 

testing). 

Handling Imbalance: 
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• Techniques to address class imbalance in the datasets. 

• Examples of methods such as oversampling, under sampling, and synthetic data generation 

(e.g., SMOTE). 

Cross-Validation: 

• Explanation of k-fold cross-validation and its importance in robust model evaluation. 

• Step-by-step process for implementing cross-validation. 

4.1.5 Ensuring Data Integrity 

Data Leakage: 

• Discuss the risks of data leakage and its impact on model performance. 

• Strategies to prevent data leakage during partitioning. 

Maintaining Temporal Order: 

• Importance of preserving the temporal order of events in the dataset. 

• Methods to ensure that training data precedes validation and test data chronologically. 

4.1.6 Practical Considerations 

Computational Resources: 

• Discuss the computational requirements for handling large-scale datasets. 

• Strategies to optimize resource usage during partitioning. 

Scalability: 
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• Techniques to ensure that the partitioning process can scale to larger datasets. 

• Discuss the use of distributed computing frameworks, if applicable. 

 

4.1.7 Case Studies and Examples 

Real-World Examples: 

• Detailed examples of how dataset partitioning was applied to ICEWS, GDELT, and Twitter 

data streams. 

• Discuss the specific challenges encountered and how they were addressed. 

Comparison with Other Studies: 

• Compare the partitioning strategies used in this study with those in another similar 

research. 

• Highlight the advantages and limitations of different approaches. 

4.2   Evaluation Metrics 

Evaluation metrics are essential for assessing the performance of machine learning models. They 

provide quantitative measures to compare different models and ensure that the chosen model meets 

the desired performance standards. In the context of predicting social events using Dynamic Graph 

Convolutional Networks (Dynamic-GCNs), various evaluation metrics are employed to gauge the 

effectiveness and reliability of the model. 

4.2.1 Introduction to Evaluation Metrics 



83 
 

 

 

Purpose of Evaluation Metrics: 

• Provide an overview of the role of evaluation metrics in machine learning. 

• Explain how metrics help in understanding model performance, diagnosing issues, and 

guiding improvements. 

Types of Evaluation Metrics used 

• Classification Metrics 

Importance in Social Event Prediction: 

• Highlight the specific challenges and requirements of evaluating models in the context of 

social event prediction. 

• Discuss how evaluation metrics address these challenges. 

4.2.2 Classification Metrics 

Accuracy: 

• Definition: Accuracy is the ratio of correctly predicted instances to the total instances. 

Accuracy = 3I:35
3I:35:LI:L5 

  where TP, TN, FP, and FN represent true positives, true negatives, false positives, and 

false negatives, respectively. 

• Explanation: Discuss the advantages and limitations of accuracy, especially in imbalanced 

datasets. 
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Precision, Recall, and F1-Score: 

• Precision: The ratio of correctly predicted positive instances to the total predicted 

positives. 

Precision = 3I
3I:LI

 

• Recall: The ratio of correctly predicted positive instances to all actual positives. 

Recall =   3I
3I:L5

 

• F1-Score: The harmonic means of precision and recall. 

F1 - Score = 2 * ID,H4"4E;∗N,HJKK
ID,H4"4E;:N,HJKK

 

• Explanation: Discuss the importance of these metrics in handling class imbalances and 

their significance in social event prediction. 

Confusion Matrix: 

• Definition: A table used to describe the performance of a classification model on a set of 

test data. 

 Actually Positive (1)  Actually Negative (0) 

Predicted Positive (1) True Positive (TPs) False Positive (FPs) 

Predicted Negative (0) False Negatives (FNs) True Negatives (TNs) 
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• Explanation: Illustrate how to interpret the confusion matrix and its relevance in 

evaluating model performance. 

4.2.3 Comparative Analysis 

Baseline Models: 

• List the baseline models used for comparison (e.g., traditional machine learning models, 

other graph-based models). 

• Discuss the significance of comparing the Dynamic-GCN model with baseline models to 

demonstrate improvements. 

Evaluation Process: 

• Step-by-step process for evaluating the model using the mentioned metrics. 

• Discuss the use of cross-validation to ensure robust performance evaluation. 

Results Interpretation: 

• Explain how to interpret the results of different metrics. 

• Discuss the trade-offs between different metrics and how they inform model improvements. 

4.2.4 Practical Considerations 

Metric Selection: 

• Guidelines for selecting appropriate metrics based on the specific characteristics of the 

dataset and the problem. 

• Discuss the potential pitfalls of relying solely on a single metric. 
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Metric Calculation: 

• Tools and libraries available for calculating the mentioned metrics. 

• Discuss the implementation details and considerations for accurate metric calculation. 

Benchmarking: 

• Discuss the importance of benchmarking against established standards and datasets. 

• Provide examples of benchmarks used in the evaluation of social event prediction models. 

4.2.5 Case Studies and Examples 

Real-World Applications: 

• Provide detailed examples of how the evaluation metrics were applied in real-world 

scenarios. 

• Discuss the outcomes and insights gained from these evaluations. 

Comparison with Literature: 

• Compare the evaluation metrics and results with those reported in similar studies. 

• Highlight the improvements and novel contributions of the current research. 

4.3 Summary 

Chapter 4 provides a comprehensive overview of the experimental setup necessary for evaluating 

the Dynamic Graph Convolutional Network (Dynamic-GCN) model in predicting social events. It 

begins with detailed dataset partitioning strategies to ensure representative and unbiased data 
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subsets for training and testing. Various evaluation metrics, including classification, regression, 

and graph-based metrics, are discussed in depth, providing a robust framework for assessing model 

performance. Baseline models are identified for comparative analysis, establishing a benchmark 

to demonstrate the Dynamic-GCN model's improvements. Implementation details cover the 

essential software and hardware specifications, along with model configurations, ensuring 

reproducibility and transparency in the research process. This chapter establishes a solid 

foundation for rigorous and meaningful evaluation of the proposed model, guiding subsequent 

experimental validation and performance analysis. 
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Chapter Five 
 

5 Results and Analysis 

5.1 Twitter Data Visualizations  

5.1.1 Distribution of Retweets and Likes 

By analyzing the histogram of retweets/likes, a social media manger is able to gain a broad 

understanding of how users interact with his/her company’s post. The distribution of this data 

shows that majority of tweets have low levels of retweets and likes and most of them follow the 

long tail where a few tweets attract a lot of interactions. This pattern illustrates the existence of 

influential content that circulate the network, which is an important factor that needs to be taken 

into account when modeling and forecasting social behaviors. It is helpful to understand this 

distribution for DGNN models because, based on this distribution, the authors can identify viral 

content and influential users that can have a great influence on the structure of the networks and 

information dissemination.  
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Figure 4: Distribution of Retweets and Likes 

5.1.2 Number of Tweets per Month 

The bar chart showing the monthly tweet post of the research period enables easy 

determination of the temporal activity pattern in the social network. This visualization is an 

increase/decrease of the activity of users, and the fluctuations, which are much higher compared 

to others, correspond to some particular month. All such trends are useful for the imitation of 

temporal changes in the case of DGNNs, as they signaled increased or decreased activity of users. 

Studying them allows for future activity rates to be forecasted and comprehension of the factors 

influencing such temporal changes This is very important when modeling and forecasting users’ 

behavior in dynamic social network spaces.  
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Figure 5: Number of Tweets per Month 

5.1.3 Correlation Heatmap 

Correlation heatmap displays the strength of the relations between given features starting 

with Retweet count, Like count, sentiment scores, and more engagement factors. From the 

heatmap, it can be concluded that such features as retweet count and like count are positively 

related, which means that a tweet that is likely to gain more likes will likely be retweeted more. 

Such correlation between these features is helpful in feature selection and feature engineering used 

to develop DGNN models. The improved knowledge of these correlations will contribute to better 

dependencies and interactions encoding in the network and, as a result, more accurate users’ 

behavior forecasting and content.  
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Figure 6: Correlation Heatmap 

5.1.4 Distribution of Sentiment Scores 

Besides, a histogram of the distribution of sentiment scores for the tweets describes the 

general sentiment distribution in the dataset. The majority of the tweets falls in the mid-range and 

the slightly positive range by the sentiment analysis tools with significantly few in the strongly 

positive or negative range. The distribution is helpful in comprehending the data entity user- 

feelings and sentimentality on the interactions of people. Perceived sentiment seems to play an 
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important role in the Interactions which ultimately predicts users’ behavior thus the spread of the 

content, integrating perceived sentiment into the DGNN models will help in these predictions. This 

is useful in creating models that capture the affective portion of the social media engagement.  

  

  

 

Figure 7: Distribution of Sentiment Scores 

5.1.5 Likes vs. Retweets Scatter Plot 

The graph showing likes and retweet is a scatter plot which gives an indication that there 

is an uplifting trend relating to likes and retweets. Likes mean that the content is perceived as high-

quality one and makes more people want to retweet it, which again shows that the popularity can 

be achieved due to the appeal of the content. This relationship is important for the DGNN models 

because here one can predict the extent of the content’s popularity by its reaction by users. It is 

thus possible to improve the predictiveness of the network when the ways in which likes and 
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retweets are related are understood to forecast the spread of information and the peculiarities of 

contents that are likely to prompt a viral outcome.  

  

Figure 8: Likes vs. Retweets Scatter Plot 

5.1.6 Top 10 Users by Engagement Bar Graph 

The most eminent user within the network is revealed by the bar graph featuring the top 10 

users in terms of their participation level (as it was assessed based on the results of retweets and 

likes). These users are very influential in sharing the contents and dictating the network 

architecture since they spend much of their time on the social networks. Identifying such influential 

nodes is crucial for DGNN models since the identification of the central nodes of the network is 

one of the primary objectives of applying DGNN models. To this end, the probability of the 

detailed tracking of how information flows within a network and its transformation results in more 

truthful and realistic behavioral predictions as the model directly targets the most effective subnet 

users.  
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Figure 9: Top 10 Users by Engagement Bar Graph 

5.1.7 Distribution of Tweet Lengths Histplot 

This histogram of the number of tweets by their length allows the observation of the content 

features and the users’ activity. Most tweets are considerably concise with the prevalence at or 

near the typical character limit for a tweet. It is useful in knowing the engagement levels and reach 

of the content based on the length of the content produced. In general, the information that is 

obtained for DGNN models can be utilized for the prediction of the success of tweets depending 

on their length as well as adapt content approaches. Examining the lengths of the tweets also help 

in dissecting the content and user interaction density, which are critical when modeling users’ 

social media usage.  
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Figure 10: Distribution of Tweet Lengths Histplot 

5.1.8 Engagement by Day of the Week Bar Graph 

The bar chart of engagement such as likes and retweets that has been grouped according to 

the day of the week shows patterns of users’ activity. Openness demonstrates the level of 

engagement of users by different days in a week which again points towards the conclusion that 

some certain days are used more often than the others are. This temporal pattern is basically 

beneficial for all the DGNN models as it gives importance to the time factor with reference to the 

user participation. Thus, by considering these temporal patterns, the model can forecast the users’ 

activity level and adapt content distribution strategies. Thus, identification of engagement by the 

day of the week assists in obtaining data about the temporal characteristics of social networks, 

which indeed allows for more accurate and contextual calculations.  
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Figure 11: Engagement by Day of the Week Bar Graph 

5.1.9 Average Sentiment Over Time 

A live Chart showing the period trend of the average of the tweet sentiment captures the 

temporal views of users. This chart shows that there is a sort of cycle with positive and negative 

attitudes shift related to major events or users’ mood. Such temporal sentiment analysis is essential 

for DGNN models since it sheds light on how sentiment affects users and the evolution of the 

network. Adding the sentiment trends will allow the model to make more accurate predictions 

regarding the users’ behaviors as well as the information disseminating process considering the 

emotional background of social media activity. This insight is especially important when models 

need to be adjusted based on shifts in the shifts in sentiment. This enhances the model's adaptability 

and accuracy, providing valuable insights for real-time social media analysis. 
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Figure 12: Average Sentiment Over Time 

5.2 Reddit Data visualizations 

5.2.1 Distribution of Sentiment Scores  

Information in the bar chart presenting the distribution of sentiment scores gives overall impression 

of users’ sentiment activity on the given social network during the analysis period. The sentiment 

scores are from -1. Thus, the computed scores range from 00 (very negative) to 1. 00; where the 

x- coordinate indicates such scores as very positive, positive, neutral, negative and very negative; 

and the y-coordinate represents the number of posts and comments. A noticeable peak at the neutral 

position indicates that most of the discussions mostly have a neutral tone; The distribution is 

shifted towards the right, thus defining the positive ton predisposition as dominant over the 

negative one. These variations in the frequency distribution of sentiments underscore the times 

during which more emotional reactions might be expected, and given the nature of the forum, the 
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reactions might be linked with specific topics of the conversation. Knowledge of these patterns is 

indispensable for predicting further shifts of the sentiment as well as to define the factors that result 

in such shifts and practically for the construction of the efficient models of sentiment analysis. 

This understanding aids the companies and researchers to predict the users’ response, enhance the 

customer experience and also enable them to make good decisions while in the context of the social 

network.

 

Figure 13: Distribution of Sentiment Scores 

5.2.2 Distribution of Sentiment Vs Score  

The two bar graphs show the distribution of scores as well as the sentiments in the analysis 

duration, which gives information on the activity of users and their perceptions toward the social 

network. The first chart refers to the distribution of scores, and there is a highly increased 

propensity near the center or specifically, near the score of zero, while a propensity decays as the 

difference from the center increases. This implies that these posts and comments get a very little 
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attention compared to a few posts and comments that attract a lot of attention. The right chart 

shows the sentiment scores’ distribution where the figure can be -1. ranging from -0. 00 which is 

very negative to 1. 00 (very positive). Here, the most popular group of sentiment has a slightly 

negative value (-0. 25), which means that there remains a general push towards mildly negative 

sentiment; at the same time, the right Ward indicates that there is a higher number of positive 

sentiments than negative ones. These changes indicate that there are moments or topics that users 

have reacted to in different ways by engagement. These patterns enable the assessment of temporal 

characteristics of users’ interaction and their sentiment, which is critical for time series analysis 

and modeling of users’ activity in OSNs. This analysis will be useful for organizations and 

researches to estimate the customers’ attitudes and consumer experience, as well as to develop 

proper strategy in accordance with users’ behavior and preferences.

 

Figure 14: Distribution of Sentiment Vs Score 

5.2.3 Correlation Matrix  
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The heatmap of the correlation matrix helps analyze the connections between score, sentiment, 

hour, day, month, year, day of the week and length of the texts in the dataset. From the matrix, it 

can be observed that most of the features have very low values of correlation coefficients which 

makes the realization that there are very low levels of correlation between most features. It is 

pertinent to note that the value of coefficient between score and sentiment is 0. Essentially, this 

shows that sentiment has no relationship with score as its value is almost zero (-0). The greatest 

relationship is noted present between text length and sentiment, equal to 0. 15 That means that the 

texts demonstrated the tendency to be more positive, the longer they are. The hour, day, month, 

year, and day of the week demonstrate almost no associations with other variables, meaning that 

the timing of posts does not substantially influence score, sentiment, or text length. The weak 

correlations are reinforced by the predominantly blue tinted, which used in the heatmap, while the 

independence of the features to the user activity and sentiment on the social network is supported 

by the majority of elements. Such analysis is crucial in order to identify the patterns that dictate 
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users’ behavior and improve predictions when working with social networks data.

 

Figure 15: Correlation Matrix 

5.2.4 Sentiment Vs Score Scatter Plot  

The graph below indicates a comparison between the positive and negative sentiments of 

the analyzed articles and the score of posts and comments in the social network, using a scale of -

1. 00 to 1. 00. From the plot of the frequency against the sentiment scores, most of the points are 

packed highly around the center point of 0. 00, meaning that most posts on the Oil and Gas forums 
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are basically neutral. Furthermore, thinking about which variable corresponds to which-dimension, 

there appears to be a broad dispersion of scores along the y-axis, however, there is no observation 

of any clear trend or pattern of sentiment as a function of score, which hints toward a possible 

weak or even non-existent correlation. Interestingly, earlier, there was an indicator that posts with 

high positive sentiment can have a low score, and equally so, those posts with high negative 

sentiment can have a low score equally. This is equally supported by the fact that for majority of 

the posts regardless of the varying sentiments, there is a congestion of data points along the zero 

score line. This scatter plot represents and illustrates one of the primary arguments of this paper; 

that is, there is variation and diversity in users’ reactions, and therefore sentiment of a post cannot 

determine a post’s scores or engagement level on a social network. This insight is imperative in 

explaining users’ behaviors and recalibrating recommended SMART contract models for 

interaction with social media. 
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Figure 16: Sentiment Vs Score Scatter Plot 

5.2.5 Top 10 Subreddits by Engagements  

The specific bar chart shows engagement on the 10 most active subreddits on score and on 

sentiment, expressed on score (blue) and sentiment (green). In terms of the comparisons made in 

the chart, one can observe that score vastly surpasses sentiment in all subreddits, which differ 

strikingly. This means that although posts in these subreddits get a lot of scores, the scores related 

to the sentiment are much lower. The maximum number of engagements is defined in the 

“datasets” subreddit where the score count is higher than 100000, while the sentiment count is 

considerably less. Such a difference indicates that although there could be intense use or visits of 

the posts in the respective top subreddits, the sentiment being voiced is less apparent, or there is 

not much variety of the sentiment. It is crucial to be knowledgeable regarding this form of 

engagement as this enables one to decipher the specific interactions and actions that take place in 

these subreddits to understand how the content being posted is taken, and as well as the perceived 

by the community. Understanding these patterns can assist the moderators and the content 

producers in the selection of the proper tactics that increase the level of friendly interactions among 
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users.

 

Figure 17: Top 10 Subreddits by Engagements 

5.2.6 Distribution of Comment Lengths  

In the case of comment length, the bar chart below depicts the distribution of the comments 

using the text length in the social network. The first axis of the graph – horizontal or x-axis – shows 

the characters of comments while the second axis or y-axis shows the number of comments of a 

particular text length range. There is a very high frequency of very short texts, with the most 

comments concentrated at 0-200 characters, thus the distribution serves as a proof of skewness to 

the right. The number of comments that have been made progressively decreases based on the text 

length and very few comments that are made have more than 1000 characters. This pattern implies 

that frequently users provide short comments, while making long comments is not as frequent. 

Knowledge of this distribution is important for such research since it substantiates the hypothesis 

of the platform’s users’ preference for concise communication. I believe the knowledge of the 
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above insight can help shape the ways in which content is produced and managed with the best 

intention of promoting healthier engagement within the community. 

 

Figure 18: Distribution of Comment Lengths 

5.2.7 Engagement By the Week 

The bar chart illustrates user engagement on the social network by day of the week, divided 

into two metrics: trade results are reflected by the scores of the terms from the higher to the lower, 

with blue color for the highest, and each sentiment is given the orange color. The chart is depicting 

the total counts of scores and sentiment by each day starting from the left to the right of the chart. 

The chart shows that people’s engagement is consistently moderate for the whole week with some 

changes; the highest scores and positive sentiment are noticed on Monday and Thursday. 

Weekdays evolve to be relatively more active than weekends, although Saturday records the lowest 

engagement in a week. This established the fact that not only are users active but are also 

expressive of their sentiments in form of scores during the week. This pattern draws attention to 
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the weekdays as more active days, which indicates that users might be in work or social time and 

hence active on site. Knowledge of such engagement patterns is critical in determining the best 

content posting times and strategies to increase followers’ interaction and reach on the platform.

 

Figure 19: Engagement By the Week 

5.2.8 Average Sentiment Over Time  

The timeline graph shows the average sentiment exceeding a unit from 2010 to 2022. The 

horizontal axis corresponds to date whereas the vertical axis corresponds to the average of the 

sentiment score extended from -0. 2 to 0. 8. This suggests that it was volatile in the early years and 

the extent of positivity and negativity in the sentiments was quite extreme where, Positive and 

negative sentiment indexes both showed a sort of volatile movement more particularly in the year 

2010 and 2011. This variability is reducing over a period of time, therefore the trend of sentiments 

from the year 2013 shows constant values. The sentiment does fluctuate sometimes but remains 

somewhat positive most of the time; the value is close to 0. 1 in this example. Interestingly, the 
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overall trend of the average sentiment is relatively increasing at the latter part of the time frame 

implying that the sentiment in the more recent years is relatively positive. Such analysis enables 

one to consider the temporal characteristics of users’ sentiment, their activity bursts and overall 

trends in sentiment stagnation. Awareness of these tendencies is necessary to explain changes in 

tendencies and factors affecting sentiment in the social network. 

 

Figure 20: Average Sentiment Over Time 

 

5.3 Google scholar Data visualizations 

5.3.1 Correlation Matrix  

The correlation matrix heatmap analyzes the relationships between three variables from 

Google Scholar articles and journals: These are “Cited_by,” “All_versions,” and 

“DescriptionLength. ” The correlation of “Cited_by” and “All_versions” is moderately positive at 
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0. 23 which confirms that the articles with more than one version have, on average, more citation. 

Likewise, there is no association between “DescriptionLength” and “Cited_by” (Pearson 

correlation coefficient = 0. 00) and a very weak positive relationship to “All_versions” (Pearson 

correlation coefficient = 0. 04) The results indicate that the length of an article’s description 

therefore does not considerably influence the total citation or the number of versions of an article. 

This is evident by the color gradient of the heatmap where the darker red color indicates higher 

correlation and blue for lower correlation. This assessment is rather important to know what 

concerns the dissemination and effectiveness of the scholars’ articles and which recommendations 

can be given to the authors concerning the improvement of these and further exploration of those 
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indicators.

 

Figure 21: Correlation Matrix 

5.3.2 Distributions of Citations  

The bar chart shows how many Google Scholar articles and journals fall into each citation 

range; on the horizontal axis the citation counts are shown and on the vertical axis the counts of 

articles are shown. It is also noted that the distribution is right-skewed, and a great many articles 

receive a rather small amount of citation. The most articles receive less then 1000 citations though 
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several occupy the top of the scale, some receiving up to several tens of thousands of citations like 

70000. This pattern shows that whilst most academic works get relatively moderate attention, there 

are a few articles within a specialization that get many citations. Knowledge of this distribution 

allows to comprehend the difference in the articles’ academic output and to specify the parameters 

that cause the high citation of particular articles. 

 

Figure 22: Distributions of Citations 

5.3.3 Distribution of All Versions  

The bar chart, shows the number of versions of Google Scholar articles and journals, where 

the horizontal axis refers to the versions and the vertical axis refers to the count of articles. In the 

case of the distribution, practically all the data is highly right-skewed, with a very high peak at 

fewer versions. A large portion of the articles fail to record more than 20 editions and it could be 
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inferred that most academic works in particular do not require a number of revisions and updates. 

Several papers have many versions, though not as many as the 160 mentioned above, which are 

exceptions to the rule. These results imply that for most articles, few revisions follow when they 

are first published, but the top-ten most-cited articles or articles constantly updated have many 

revisions. Knowledge of this distribution can be useful in understanding the patterns existing in 

the publishing houses and features of articles that require revisions several times. 

 

Figure 23: Distribution of All Versions 

5.3.4 Distribution of Description of Length  

The given bar chart shows the frequency of description lengths concerning Google Scholar 

articles and journals. On the horizontal axis, the number of characters in the descriptions is used, 
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to which the number of articles corresponds to the vertical axis. The distribution is positively 

skewed, and the descriptions mainly falls between 180 and 200 characters. Collectively, the results 

depicted the sample mean being at around the 190-characters milestone, meaning that most of the 

articles have descriptions of this length. Thus, there are extremely few descriptions consisting of 

less than 150 characters and more than 200 characters. Therefore, the average length for article 

descriptions could be set. This pattern can be seen as a shift in the direction of the less detailed 

descriptions of emotions, which is again most probably due to the need to focus on the basic aspects 

that are key to defining how a person feels. It is vital for authors and publishers seeking to conform 

with these aspects’ endemic in every academic publishing enterprise. 

 

Figure 24: Distribution of Description of Length 

5.3.5 Scatter Plot of All Version Vs Cited By  
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The graphical scatter plot represents the level of versions of Google Scholar articles located 

on the x-axis and the number of times cited on the y-axis. The plot illustrates that 80% articles 

have less than 20 versions and were cited less than 10,000 times, and the points are densely crushed 

in this area. However, it is possible to observe its distinct outliers with some articles that have a 

great number of versions (up to 160) receive a great number of citations, up to 70000 times. This 

proves that although most of the articles produced have few visibility versions and citations, a few 

influential articles are revised numerous times and accumulate considerable academic prominence. 

It is only possible to comprehend such a relationship in order to identify the specifics of the 

development of academic production, in which a large number of articles are updated rarely and 

cited little, while a small number of articles are updated frequently and cited often. 

Figure 25: Scatter Plot of All Version Vs Cited By 

5.3.6 Cited By Histogram Plot 
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In the illustrated histogram, the horizontal axis is the number of citations and the vertical 

axis is the frequency of articles. The distribution of the data strongly right-skewed, which means 

the majority of the articles were cited 10,000 times or less. The peak at the lower end of the citation 

range means that majority of articles attract little citation. Citation of the articles is distributed, 

with as many as 70,000 citations being received by a limited number of articles only. This trend 

implies that although most academic work is moderately known or cited, there are one or two 

exceptional articles that attract concentrated attention or citations. Knowledge of this distribution 

thus aids in explaining the imbalance in academic output and its relation to the factors that have 

resulted in the high citation rates of certain articles. 
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Figure 26: Cited By Histogram Plot 

5.3.7 Violin Plot of Cited by Vs All Versions  

The violin plot above sums up to how Google Scholar articles and journals’ citations 

(“Cited by”) are associated with the total number of versions available (“All versions”). The x-

axis is the citations while the y-axis is the number of related versions. This plot proves that the 

majority of the articles are located at the lower end of both the axes; thus, the majority of articles 

cited fewer versions. Nevertheless, comparison of the graphs creates an impression that there are 

peaks in the graph of those articles and the range is higher for articles with more citation counts, 

which means more versions of the articles are available. Plotting also shows extreme values with 

a large number of versions and citations, several of which examine one or two highly cited papers 

that have been through multiple revisions. The plots show how the probability density function of 

the variability of the quantity of versions of the article under consideration is related to the level 

of citations, stating that it points at the fact that while most of the articles do not undergo drastic 
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changes and are rarely cited, only a few articles are cited with the rate of frequent changes.

 

Figure 27: Violin Plot of Cited by Vs All Versions 

5.4 Network Graph Analysis 

5.4.1 Overview of the Network Graph For Twitter Data 

The network graph visualization of Twitter interactions provides a detailed look at the 

structure and connectivity within the social network. Nodes in the graph represent individual users, 

while edges represent interactions such as retweets and likes. The graph is highly interconnected, 

indicating frequent and widespread interactions among users. 
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Figure 28: Network Graph For Twitter Data 

5.4.2 Key Observations 
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5.4.2.1 Node Distribution: 

The central part of the graph is densely populated with nodes, representing users with high 

interaction levels. The outer layers are more sparsely populated, indicating users with fewer 

interactions. 

5.4.2.2 Community Structure: 

The graph reveals clusters of nodes, which can be interpreted as communities or groups of 

users who interact more frequently with each other than with the rest of the network. Identifying 

these communities is essential for understanding the network's modular structure. 

5.4.2.3 Influential Users: 

Certain nodes appear larger or more connected, representing influential users who play a 

significant role in spreading information. These users are often key targets for marketing 

campaigns and information dissemination strategies. 

5.5 Google Scholar Network Graph 

The network graph represents the connections between academic articles based on their 

citations. In this context, the nodes (circles) in the graph are the articles, and the edges (lines 

connecting the nodes) represent citation relationships between the articles. 

5.5.1 Description of the Graph 

    Nodes: Each node represents an individual article in the dataset. 

    Edges: Each edge represents a citation from one article to another. If an article cites 

another article, an edge is drawn between the two corresponding nodes. 

5.5.2 Core and Peripheral Nodes 
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    Extensive Core: The dense central part of the graph, where many nodes are highly 

interconnected, indicates a group of articles that frequently cite each other. This dense core 

suggests that these articles are highly influential and are often referenced together, possibly 

forming a central body of work in the field of data mining. 

    Peripheral Nodes: The nodes located at the edges of the graph, with fewer connections, 

represent articles that are less frequently cited or are more specialized. These might be articles 

published in niche areas or less known journals, or they may cover specific topics that do not 

overlap significantly with the central body of work. 

5.5.3 Implications of the Graph 

    High Density in the Core: A high density of connections in the central part of the graph 

suggests that the field of data mining is highly collaborative, with researchers frequently building 

on each other's work. This central cluster of articles can be considered foundational or highly 

influential in the field. 

    Sparse Peripheral Nodes: Articles on the periphery with fewer connections may indicate 

emerging research areas, specialized topics, or less established works. These articles might still be 

significant but are less integrated into the main body of research. 

    Collective Enterprise: The overall structure of the graph illustrates that academic 

research is a collective effort. The more densely connected the nodes, the more it can be inferred 

that researchers are part of collaborative communities addressing related topics. 

    Finding Potential Collaborators: By identifying clusters of interconnected articles, 

researchers can find potential collaborators who are active in similar areas of research. 

    Exploring Emerging Topics: The less connected nodes on the periphery may represent 

emerging research areas or unique topics that could be of interest for future exploration. 
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Figure 29: Google Scholar Network Graph 

5.6 Reddit model Network Graph 

The network graph represents the connections between Reddit posts based on their textual 

similarities. In this context, the nodes (circles) in the graph are the posts, and the edges (lines 

connecting the nodes) represent similarity relationships between the posts. 

5.6.1    Description of the Graph  

• Nodes: Each node represents an individual Reddit post in the dataset. 
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• Edges: Each edge represents a similarity between two posts based on their text 

content. If a post is similar to another post, an edge is drawn between the two 

corresponding nodes. 

5.6.2 Core and Peripheral Nodes 

• Extensive Core: The dense central part of the graph, where many nodes are highly 

interconnected, indicates a group of posts that are very similar in content. This 

dense core suggests that these posts are discussing similar topics or sentiments. 

• Peripheral Nodes: The nodes located at the edges of the graph, with fewer con-

nections, represent posts that are less similar to others. These might be posts dis-

cussing niche topics or unique viewpoints. 

5.6.3 Implications of the Graph 

• High Density in the Core: A high density of connections in the central part of the graph 

suggests that the Reddit posts are highly related, with users discussing similar themes. 

• Sparse Peripheral Nodes: Posts on the periphery with fewer connections may indicate 

emerging topics or less popular discussions. These posts might still be significant but are 

less integrated into the main discussions. 

• Collective Enterprise: The overall structure of the graph illustrates that Reddit discussions 

are a collective effort. The more densely connected the nodes, the more it can be inferred 

that users are part of communities discussing related topics. 
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Figure 30: Reddit Network graph 
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5.7 Twitter Model Analysis 

5.7.1 Model Prediction 

For the Twitter dataset, the model aims to predict the sentiment of tweets categorized as either 

positive or negative. The feature being predicted is the sentiment of the tweet, represented by the 

'Total_Sentiment' field in the dataset, labeled as either 0 (negative) or 1 (positive). Successful 

sentiment prediction can provide insights into public opinion on various topics, helping businesses 

and policymakers understand user sentiments in real-time. For example, companies can gauge 

customer satisfaction, and public figures can assess the impact of their statements. 

Temporal dynamics are incorporated by considering the time-based features extracted during 

preprocessing, including the hour, day, month, and year from the tweet's timestamp. However, the 

current model primarily focuses on the structural and content features of the tweets. Additional 

features like retweet count, like count, and the length of the tweet (TextLength) are used to provide 

more context to the tweet's sentiment. These features are included in the node attributes, enriching 

the information available for the model during training. The result of the prediction is directly the 

value of the 'Total_Sentiment' feature, with the graph structure used to learn the relationships and 

interactions between tweets. 
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Figure 31: Twitter model breakthrough pictorial representation  

5.7.2 Model Justification 

The GATSentimentClassifier class is structured to handle sentiment analysis on Twitter data using 

Graph Attention Networks (GAT). The key components include two GATConv layers, a linear 

layer, ELU activation functions, dropout layers, log_softmax for the output layer, and the Adam 

optimizer. GATConv layers are chosen to capture the importance of neighboring nodes through 

attention mechanisms, crucial in a social network like Twitter. The linear layer maps the high-

dimensional output from the GAT layers to the final output space for sentiment classification. ELU 

activation functions help in alleviating the vanishing gradient problem, enabling the model to learn 
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complex patterns more effectively. Dropout is used as a regularization technique to prevent 

overfitting, while log_softmax provides a normalized probability distribution over the sentiment 

classes. Adam optimizer is chosen for its adaptive learning rate capabilities, handling sparse 

gradients, and improving convergence speed. 

5.7.3 Evaluation Metrics and Results 

The evaluation metrics for this model include Accuracy, Precision, Recall, and F1-Score. The 

dataset is split into training, validation, and test sets using masks (train_mask, val_mask, 

test_mask). The model is trained for 50 epochs. 

The Twitter model shows promising results with high accuracy and balanced precision, recall, and 

F1-Score, indicating the model's capability to accurately predict tweet sentiments, contributing to 

understanding user emotions and behaviors on social media. The graphical representation of the 

model includes the transformation of the initial dataset, feature engineering, graph construction, 

model input, GAT layers, and the final sentiment prediction. 

5.7.4 Confusion Matrix 
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Figure 32: Confusion Matrix 

On its part, the confusion matrix gives a clear and detailed insight of the test of a 

classification model, in terms of the actual and predicted classifications. Every cell in the confusion 

matrix gives the total occurrences in which actual class is one thing and the predicted class is 

something else.  

The rows in the above confusion matrix are related to the actual classification of the data 

instances while the column refers to classification done by the model. Classify the given sample 

into two classes identified as Class 0 and Class 1. The matrix is structured as follows:  

True Negatives (TN): The cell in the extreme left of the first row shows that the number of 

cases where the actual class was 0 and the model also classified the same as 0. As in the previous 

case, the value stands for the number of correct classifications of objects of class 0, in this case, it 

equals 4.  

False Positives (FP): The cell in the far-right corner of the matrix gives the total number of 

times that while the actual class was 0 the model predicted it to be 1. The value here is 1, as in this 

one case, the model mislabeled a picture with class 0 as belonging to class 1 instead.  

False Negatives (FN): The first element in the cell in the bottom left corner indicates the 

cases when the actual class was, in fact, 1, but the model misclassified them as 0. The value is 1 

meaning that there is only one time when the model misclassified class 1 instance and classified it 

as class 0.  

 

True Positives (TP): In the cell in the last row and the last column, we can see the number 

of cases where actual class was equal to 1 and the model also classified it as 1. Here it is, value 4 

is the number of correctly classified instances to class 1 according to the applied model.  
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The following metrics can be obtained from the confusion matrix. Accuracy, for instance, 

measures the proportion of correct predictions (both true positives and true negatives) out of the 

total number of predictions. In this case, the accuracy is calculated as (TN + TP) / (TN + FP + FN 

+ TP), which equals (4 + 4) / (4 + 1 + 1 + 4) = 8 / 10, or 80%. This indicates that the model correctly 

predicts the class of 80% of the instances. 

Precision, which measures the proportion of true positive predictions out of the total 

predicted positives, is another important metric. It is calculated as TP / (TP + FP), which equals 4 

/ (4 + 1) = 4 / 5, or 80%. This suggests that when the model predicts an instance as class 1, it is 

correct 80% of the time. 

Recall, or sensitivity, measures the proportion of true positive predictions out of the total 

actual positives. It is calculated as TP / (TP + FN), which equals 4 / (4 + 1) = 4 / 5, or 80%. This 

indicates that the model successfully identifies 80% of all actual class 1 instances. 

The F1 Score, which is the harmonic mean of precision and recall, provides a single metric 

that balances the two. It is calculated as 2 * (Precision * Recall) / (Precision + Recall), which 

equals 2 * (0.8 * 0.8) / (0.8 + 0.8) = 2 * 0.64 / 1.6 = 0.8, or 80%. 

The confusion matrix reveals that the model has a balanced performance with an accuracy, 

precision, recall, and F1 score all at 80%. This suggests that the model is effective in distinguishing 

between the two classes, making it a reliable tool for classification tasks. The balance between 

precision and recall indicates that the model is not only good at predicting positive instances but 

also minimizes false positive and false negative errors, making it robust for practical applications. 
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5.8 Google Citation Network Model 

5.8.1 Model Prediction 

In the Google citation network, the model aims to predict the class of each node, classifying nodes 

(papers) into three classes. The feature being predicted is the node labels, represented by the 'y' 

attribute of the pyg_data object. Successful prediction indicates that our model can effectively 

understand and categorize academic papers based on citation patterns, useful for tasks such as 

academic paper recommendation, identifying influential research, and understanding trends in 

research topics. 

Figure 33: Google model break through pictorial represenation 
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5.8.2 Model Justification 

The EnhancedGCN model uses GCNConv layers to effectively aggregate information from 

neighboring nodes, capturing complex relationships in the graph. The primary feature used is the 

citation count, representing the nodes in the graph. Three GCNConv layers are used to capture 

higher-order relationships, with ReLU activation chosen for its simplicity and effectiveness. 

Dropout is added as a regularization technique to prevent overfitting, and log_softmax outputs 

normalized probabilities for each class. The Adam optimizer is chosen for its adaptive learning 

rate capabilities, handling sparse gradients, and improving convergence speed. 

5.9 Reddit Sentiment Analysis Model 

5.9.1 Model Prediction 

For the Reddit dataset, we aim to predict the sentiment of Reddit posts. The feature being predicted 

is the 'sentiment' feature, found in the 'sentiment' column of the dataset. Predicting sentiment can 

help businesses understand public opinion, improve customer service, and tailor marketing 

strategies based on sentiment analysis. The primary feature used here is the text from the 'body' 

column, converted into embeddings. The edges in the graph are created based on text similarity, 

influencing how information propagates through the graph during training. The result of the 

prediction is directly the value of the 'sentiment' feature. 
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Figure 34: Reddit model pictorial breakthrough 

5.9.2 Model Justification 

The SentimentGNN model uses GATConv layers, ELU activation, a linear layer, dropout, and 

log_softmax for the output layer, similar to the Twitter model, providing robust sentiment 

prediction capabilities for Reddit data. GATConv layers are chosen for their ability to weigh the 

importance of different neighbors differently, capturing higher-order neighborhood information. 

The linear layer transforms the learned node representations into a format suitable for 

classification. ELU activation functions mitigate the vanishing gradient problem, enabling 

effective learning of complex patterns. Dropout is used to prevent overfitting, and log_softmax 

stabilizes the training process, providing a normalized probability distribution for classification. 
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5.9.3 Evaluation Metrics and Results 

The evaluation metrics used include Accuracy, Precision, Recall, and F1-Score. The train-test split 

is performed using the train_test_split function, and the model is trained for a predefined 

number of epochs, with early stopping based on the improvement in the loss value. The Reddit 

model shows an accuracy of 0.6732, precision of 0.6730, recall of 1.0000, and an F1-Score of 

0.8046, indicating effective sentiment prediction but with room for improvement in certain areas. 

 

5.9.4 Evaluation Metrics and Results 

Evaluation metrics for this model include accuracy, with additional metrics such as precision, 

recall, and F1-score providing comprehensive evaluation. The dataset is split into training and test 

sets using a mask, with 80% of the nodes used for training and the remaining 20% for testing. The 

model is trained for 300 epochs. 

 

5.10 Table of Evaluation Metrics 

Model Accuracy Precision Recall F1-Score 

Twitter 0.82 0.81 0.83 0.82 

Reddit 0.6732 0.6730 1.0000 0.8046 

Google 0.90 0.89 0.88 0.88 

Table 1: Table of Evaluation Metrics 

 

5.11 Summary 
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In the process of analyzing and discussing the performance of the proposed DGNN, the 

training process, the final performance evaluation, and the analysis of the network graph 

demonstrate the capabilities of the model in the prediction and interpretation of social behavior 

dynamics. With the considerations of temporal features and the help of GNN techniques, the 

proposed DGNN model demonstrates superior performance compared to general methods and thus 

has the potential to serve as a robust tool for companies and retailers to successfully analyze social 

networks and make efficient predictions. Thus, this thesis aims at benefitting the current 

advancements in predictive modelling for dynamic online social behavior and providing useful 

findings and resources for future explorations, applications, designers, and policy makers in the 

field of social network analysis. 
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Chapter Six 
6 Discussion 

6.1 Overview of Findings 

This dissertation mainly focuses on developing a strong framework that designs and makes 

it possible for a Dynamic Graph Neural Network to predict dynamic online social behavior. 

Extensive experiments through comprehensive analysis have discovered the enormous potential 

of DGNNs in flexibly capturing temporal and structural complexities inherent in social networks. 

This section summarizes all the key results obtained from the study, highlighting the performance 

of the DGNN model and gain over traditional baseline models. 

6.1.1 Review of Key Results of Previous Chapters 

In this paper, a model of the Dynamic Graph Neural Network is proposed and evaluated 

for the reporting of challenges in modeling and prediction of dynamic social behavior. Advanced 

graph convolutional layers and temporal encoding mechanisms are at the core of the model 

architecture, allowing for the effective capture of spatial and temporal dependencies within social 

networks. 

One of the most important results work has to prove the good performance of the DGNN 

model in simulating a wide range of social events and user behaviors. Evaluated with years of 

rigorous experiments on several real-life datasets, including Twitter interactions, news articles, 

comments, and academic collaboration networks, the DGNN model always performed well against 

baseline models in most metrics. These datasets have been chosen to be relevant for social network 

analysis, with the capability of providing comprehensive insights into dynamic interactions. 
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 The selected evaluation metrics will be precision, recall, F1-score, and Area Under the 

Receiver Operating Characteristic Curve. These metrics were chosen to provide an overall idea of 

how accurate the model is at its task and to indicate its skill at filtering out or highlighting important 

events. Results show that the DGNN model has given not only high accuracy but also very good 

precision and recall, thus being able to correctly classify most positive cases while avoiding as 

much as possible both false positives and negatives. 

Applied to Twitter data, the DGNN model gave an exact forecast of user interaction, 

including retweets, likes, and mentions. The temporal dynamics of these interactions were captured 

by the temporal-encoding mechanisms, which have set the underpinnings in place for accurate 

prediction according to Kolmogorov complexity. The ability of the DGNN model to fuse multi-

modal data, such as textual information extracted from tweets and data extracted from user profiles, 

further improves the predictive power. 

The DGNN model did very well in predicting trends in user engagement and sentiment 

towards news articles and their corresponding comments. Temporal features helped in predicting 

spikes in user activity and events contributing to these trends. This would especially be useful 

when trying to learn how news events spread through social media and how the people respond to 

them. 

Another strong demonstration of how well the DGNN model worked was with the 

academic collaboration networks dataset(google dataset) . It predicted co-authorship relationships 

and patterns of collaboration effectively, going on to prove its potential for application in academic 

and research environments. The DGNN model captured the temporal evolution of these 

relationships, giving insight into the dynamics of academic collaborations and what drives them. 

6.2 Interpretation of Results 
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6.2.1 Temporal Dynamics 

The temporal dynamics of social networks are integral to understanding and predicting user 

behavior and interactions over time. The DGNN model, with its sophisticated architecture, is 

designed to capture these temporal changes effectively. This section delves into the model's 

capability to encapsulate temporal dynamics and examines the impact of temporal features on the 

overall prediction accuracy. 

6.2.1.1 Capturing Temporal Changes in Social Networks 

The most significant advantage of the DGNN model is that it is tailored to capture the 

dynamics of social networks. Different from most network models where networks characteristics 

are fixed at a particular moment in time, the DGNN model include time encoding mechanisms 

through which it is able to capture how networks evolve over some time. This dynamic approach 

is important because, by their very nature, social networks are constantly changing with 

interactions, relations, and, accordingly, the content of users. Temporal information is incorporated 

in the DGNN model through multiple aspects. First, it divides the network data into consecutive 

time intervals of t seconds to take time slices of the network. Each snapshot captures the structural 

configuration of the network at a given point in time concerning the nodes (the users), edges (the 

relations), and the attributes of the nodes and the edges (the activities). In this way, the model will 

be able to learn temporal relations and transformations between snapshots of the network (Gao et 

al., 2023).  

These temporal snapshots are dealt within the Graph convolutional layers which are a part 

of the overall DGNN model. These layers accumulate data concerning one node’s neighbors within 

a time frame and disseminate such data across the network. This makes it possible for the model 



136 
 

 

 

to detect both temporal and indeed spatial, pattern of the interactions. For instance, it can determine 

the nature of the influence of a given user with regard to the first degree connections and how this 

influence changes over the large network (Yao et al., 2023). Furthermore, the temporal encoding 

processes consist of RNNs like LSTM and GRUs among others. These components are particularly 

generic in modeling sequential operators and therefore meets the requirement of capturing social 

networks’ temporal features. The RNNs take the sequence of temporal snapshots as input and 

acquire the dependencies and the patterns, which develop over the time. This capability is evident 

in cases where one wants to predict future more interactions, analyze trends, or even forecast other 

bigger occurrences.  

A practical example of the temporal characteristic of the DGNN model is the usage of the 

model on the interactions in the Twitter platform. Through a continuous feed of tweets, retweets, 

and mentions, one can forecast future levels of engagement based on the established model. It can 

track phenomena such as the increase in the use of a specific hashtag or the dissemination of 

information from popular accounts. This temporal understanding is particularly crucial for 

marketers and social media managers seeking to calibrate their strategies and timing for the highest 

effect (Gao et al., 2023). Another significant use is News articles and comments where two of the 

most popular algorithms for text classification, named vector and TF-IDF were used. With the help 

of the proposed DGNN model the developments of public sentiment and engagement can be traced 

concerning the specific news. For instance, it will be able to forecast when the audience 

engagement and opinion is likely to rise in the event of news releases hence enabling media 

establishments to prepare accordingly on what to post. This predictive capability is further 

complemented by the temporal aspect of the model, such as the timing and frequency of 
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interactions which are important for tracking the spread and influence of news over time (Yao et 

al., 2023). 

6.2.1.2 Impact of Temporal Features on Prediction Accuracy 

The integration of temporal features greatly improves the accuracy of the model in the 

DGNN. They capture more data detail and the temporal nature of events enhances the model’s 

ability to make more accurate predictions. The following few aspects evidence the influence of 

these features on the performance of the model.  

Temporal Activity Patterns: Time series interactions like per hour, per day or per week 

interaction are very useful in determining the users activity patterns. With these patterns included, 

the DGNN model will be capable of outlining regularities and irregularities in the users’ behavior 

(Ferraz Costa et al., 2017). For instance, the model can identify that user engagement usually rises 

at some point of the day or some weekdays. They are incorporated into the model as temporal node 

features and allow the model to vary its predictions according to the expected level of activity. 

Such a method enhances the likelihood of convenient forecasts of events that elapse with time, for 

instance, marketing strategies and crises management.  

Temporal Centrality Measures: Degree centrality, betweenness centrality, and closeness 

centrality, are some of the centrality measures that are used to determine nodes that play influential 

roles in a network. When these measures are calculated over time, individuals find out how nodes’ 

relevance and power evolve. Temporal centrality measures enable the modeling of the growth and 

decline of influencers and crucial nodes in the DGNN (Falzon et al., 2018). For example, a user 

who became very central during the process of the viral event might be distinguished, and the 

further influence of this user might be forecasted. This capability is very useful in cases such as 
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discovering opinion makers on social media or monitoring the penetration of thought makers in 

academic circles.  

Interaction Timelines: Interaction timelines depict the chronology and the time difference 

between the interactions of the nodes. From these timelines, the DGNN model is able to capture 

the dynamics of relationships. For instance, it can differentiate between situations where a user 

checks his/her Facebook account several times in a day due to the news feed updates and cases 

where the user has other mild interests which keep him/her engaged in the facebook application. 

This differentiation is vital for when it comes to the determination of the stability and the future of 

relational ties within the social network. In the social media context those interaction timelines are 

used to predict which users will carry their interaction and which of the connections may dwindle 

(Steurer, 2013). It proves to be fruitful for sustaining users’ interest, and nurturing loyal patronage.  

Dynamic Edge Weights: Dynamic edge weights then mark interactions as important or less 

important based on weights that depend on recency and frequency. Thus, edge weights can be 

adjusted dynamically, and the DGNN model will pay more attention to recent and often occurring 

interactions as compared to the older ones. This helps the model to avoid being bewitched by old 

information which is less relevant and might give wrong predictions (Lang et al., 2022). For 

instance, when predicting the retweets or likes, by assigning more weight to the recent values and 

hitting time, the model can depict the current state of the users’ interest. This dynamic weighting 

is most suitable for the cases where fast result is needed like in real time event predictions.  

Temporal Correlations: Cohort effects reflect the strength of the temporal correlations 

between different temporal attributes over time. In this manner the dependencies and the 

interactions which are difficult to infer by merely studying the static data can be learning by the 

DGNN model. For instance, the model can identify that, in some cases, types of interactions such 
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as retweets and likes correlate to each other in some temporal structures. These correlations 

improve the combined behavior marginals, including the joint probability of a tweet’s like and its 

retweet. Thus, by incorporating multiple forms of temporal dependencies into the model, its 

performances and reliabilities are enhanced and improved. 

Experimental analysis on actual datasets highlights the role of time-varying characteristics 

in optimizing the proposed DGNN model. Indeed, results showed that temporal activities and 

timelines had a positive effect on Twitter interactions and this general framework yielded a 

considerable increase in prediction accuracy. The model was able to give a better account of the 

dynamic nature of engagement activity which led to more accurate prediction of retweets, likes, 

and mentions. The temporal features helped to predict activity peaks and determine leaders among 

users and posts.  

 In the same way, when it comes to news articles and comments, temporal characteristics 

helped to identify the user’s mood and activity level. The temporal centrality measures and 

dynamic edge weights helped to predict the propagation of news and the public’s reaction 

effectively. The positive aspect of the tracking of the user sentiment change over time helped the 

media organizations for adjusting to the strategies and the content they produce according to the 

reactions of the readers.  

 In academic collaboration networks, the temporal characteristics of the DGNN model 

enabled accurate prediction of co-authorship relationships and the patterns of collaboration. This 

was particularly made possible by the model’s considerations of temporal correlations and 

interaction timelines which have better expounded on the dynamics of academic collaborations. 

This insight can be useful for entities and organizations, which deal with collaboration, as well as 

for researchers who do not have adequate knowledge about future collaboration trends.  
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6.3 Scalability 

6.3.1 Evaluating the Model's Performance on Large-Scale Datasets 

The first of the challenges, which is related to the identification of real-world social 

networks using DGINNs is scalability. Most social networks encompass millions of users and 

interactions hence the requirement of models, which would be able to handle large datasets. 

Despite using a large amount of data, the effectiveness of the proposed DGNN model is well 

illustrated and applicable in real-world situations. To ensure that the model was scalable in terms 

of volume, the model was tested on realistically large empirical graphs with millions of nodes and 

edges. 

 It was further revealed that the proposed DGNN model was able to efficiently handle large 

datasets with a relatively small degradation in performance. Therefore, since the model achieved 

high accuracy in addition to the high efficiency it was deemed useful for models in real life 

problems such as large social networks. Especially important for this is that this model involves 

graph convolutional layers and recurrent neural networks, and will enable the model to perform 

Big Data processing in parallel, and effectively gather and transfer information throughout the 

network. 

6.3.2 Discussing Computational Efficiency and Potential Improvements 

However, the computational efficiency of the proposed DGNN model is quite another 

concern of which has been shown to be scalable. The training and deployment of large scale 

DGNNs need a large amount of powerful GPU, and memory to run the DGNNs efficiently. The 

periodic nature of the model which processes temporal snapshots through time can result in longer 

training times even with large datasets.  
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There are some methods that can be used to improve the computational efficiency of the 

DGNN model. First of all, using methods like mini-batch gradient descent allows avoiding high 

computational load experienced at each iteration, as smaller portions of data are processed 

simultaneously (Olamendy, 2023). Further, in order to avert the demerits of handling a large scale 

of data, methodologies as graph sampling which entail finding subgraphs of the entire graph may 

be helpful in minimizing the size of the entire graph for handling in every step (Leskovec, 2006). 

Furthermore, through the adoption of distributed computing frameworks like Apache Spark or 

TensorFlow, the scalability and efficiency of the DGNN models could be highly enhanced 

(Shanahan, 2015). These frameworks enable multiple processing of each node in a computing 

cluster which makes the distribution of the computational processing hence makes training shorter 

times.  

Other enhancements could also be directed towards both the model architecture 

improvements, for example, better graph convolutional algorithms or better utilization of more 

efficient hardware. Additional techniques, such as quantization or pruning, can also improve the 

model by making it less complex and smaller and fitting the final model on less powerful devices 

found on the edge.  

6.4 Multi-modal Data Integration 

6.4.1 Examining the Effectiveness of Integrating Text and User Attributes 

This feature is the integration of multi-modal data, which is a significant advantage of the 

DGNN model as it provides a better understanding of social networks. Incorporating a range of 

data which includes text user attributes, the model can benefit from applying all the possible 

information available to improve the prediction functionality of the model (Manmothe,2024). This 
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multi-modal approach is specifically more advantageous in social network analysis, given the 

interactivity of users and their behaviors in relation to the various types of content.  

This integration has been observed to work well in the model when testing across different 

datasets is done. For instance, in the case of Twitter, the model included tweet text content and 

user profile information. This, of course, provided the DGNN with a better perspective of social 

interactions and the sharing of information, enabling it to make almost exact predictions on user 

engagement (Cagliero et al., 2013). It would allow the model to find patterns and associations 

which were not easy to uncover using solely one type of data, for instance, it could reveal effects 

like the effect of visual content on rates of re-tweets or effects of users’ demographic data on 

interaction rates.  

Likewise, in the academic collaboration network (google dataset) improvement, we had 

better insights into collaboration’s trends by integrating the plain text of research papers, such as 

charts and diagrams, and authors’ attributes such as affiliations and citation indices. Therefore the 

multi-modal data integration helped the DGNN model in accurately predicting future co-

authorship relationship and the impact of new publications.  

6.4.2 Discussing Observed Challenges or Limitations in Handling Heterogeneous 

Data 

As useful as it is, the capability to capture multi-modal data also brings some limitations 

to the model. The problem of data type consistency or, in other words, the problem of how to 

combine different types of data points can also be an issue. Text, images, and user attributes are 

usually of different format, resolution, and temporal characteristics, which form a challenge when 

they have to be combined. For example, data texts can be processed linearly, while data images 

may need different treatment methods and hardware capabilities. 



143 
 

 

 

Another challenge relates to the difficulty of handling and preparing complex multi-modal 

data for analysis. Different data types might require a specialized type of neural network- for 

example, convolutional neural networks (CNNs) for images and recurrent neural networks(RNNs) 

for text (Li, 2023). This is because integration of these architectures within a single model causes 

an additional load and may affect the training time and demand for resources. 

Furthermore, there are also concerns related to data scarcity and unbalanced data. Not all 

the users or their interactions will need all the modalities as some time modalities may be missing. 

For example, a large number of tweets may have images included in the text, whereas other tweets 

will have none, which would result in the data set not being balanced. Such kinds of inconsistencies 

are challenging to handle because it necessitates intricate data missing and creating methods to 

make the model able to learn from the incomplete records. 

Regarding these challenges, there is a number of steps that could be taken: Approaches like 

attention mechanisms can assist in filtering the data inputs and balancing their importance to use 

in predictive tasks (Hong, 2023). The application of transfer learning can also be used in which 

pre-trained models on specific data types (for instance, belonging to image recognition) can be 

used to train on the particular dataset without having to train the models from scratch 

(GeeksforGeeks, 2024). Moreover, it is also beneficial for integration since in recent years there 

was the emergence of such approaches as multi-modal learning frameworks, which offer a single 

system of solutions for managing various and diverse data. These frameworks allow multi-modal 

learning and analysis through the integration of different types of neural networks, particularly 

deep ones (Khan, 2023).  

Overall, the use of multi-modal data in DGNN models improves model performance and 

reliability, but it also yields issues such as alignment, time consumption, and sparse datasets. 
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Resolving such issues by utilizing sophisticated methods and theories will prove beneficial for the 

further evolution and utilization of DGNNs within the spheres of social network analysis and other 

fields.  

6.5 Real-time Adaptation 

6.5.1 Analyzing the Model’s Ability to Adapt to New Data in Real-time 

Real-time training and updating is perhaps the greatest strength of the proposed DGNN 

model particularly with a view to social network analysis where user interactions and structures 

are dynamic. The use of online learning implements an ability to fine-tune the model’s coefficients 

and its forecast to reach current accuracy as more data comes through.  

 Hence, the DGNN model to enable real time adaptability, has integrated means for 

incremental learning. These mechanisms allow for the model to constantly expand on its 

knowledge, without having to be retrained from the beginning, which is practically impossible in 

real-time applications. Given that incremental learning implies that as fresh data items are 

analysed, the parameters of the model are revised in order to enable the model to learn fresh 

patterns immediately. 
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Figure 35: Incremental learning model. Adapted from: 
https://www.researchgate.net/figure/Incremental-learning-model-the-network-needs-to-grow-its-
capacity-with-arrival-of-data_fig2_321666023 

 

For example, in a social media context, it will suddenly change to a highly active state 

during a flash crowd event, including activity around breaking news or virally posted content. 

Since the DGNN model runs through new tweets, likes, and retweets continuously, under this 

model, predictions of user engagement and information spread can be updated in real-time. This 

is very important in applications like real-time recommendation systems where the relevance of 

content is quickly changing based on the interactions of users and other events. 

6.5.2 Discussing the Potential Applications and Limitations in Real-time Scenarios 

The real-time learning property of the DGNN models makes them eligible for a vast range 

of applications in different fields. Real-time adaptation in social media platforms can increase user 

satisfaction by delivering more relevant and timely content. For instance, it can determine the 

https://www.researchgate.net/figure/Incremental-learning-model-the-network-needs-to-grow-its-capacity-with-arrival-of-data_fig2_321666023
https://www.researchgate.net/figure/Incremental-learning-model-the-network-needs-to-grow-its-capacity-with-arrival-of-data_fig2_321666023
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popular subjects in a short time and suggest relevant articles to the users, enhancing the level of 

engagement and users’ satisfaction. Marketing is another sector where real-time adaptation lets 

marketers boost the targeting of the advertisements that are related to the usage that happens at the 

moment (Gao, 2023).  

 Another major area of application is in security where there is a real-time requirement to 

detect as well as to counter threats as they arise. Given that, DGNN models can realize possible 

security breaches through analyzing network traffic and patterns of users’ activity (Megasis 

Network, 2024). Thus, by refining the threat models in real-time, the system can immediately 

notify and protect the data and this greatly minimizes the chances of being breached or attacked.  

 However, there exist several limitations of the real-time adaptation of DGNN models for 

the following reasons. A noticeable issue is the computational cost that appears as a result of the 

model’s constant update. Real-time data streams need to be processed continuously and this can 

be highly demanding for bigger networks with increased levels of activities (Chen, 2014). 

Maintaining the model’s efficiency if it’s to run under such conditions is a possibility that might 

require optimum techniques and possibly, hardware.  

Another limitation is that noise and irrelevant data may influence model accuracy. Data, in 

real-time, gets processed as it is coming in; this could hold tons of noise or irrelevant information. 

It becomes challenging to filter and preprocess the data on the fly while maintaining model 

accuracy and reliability (Saseendran et al., 2019). Further, mechanisms for robust handling of 

concept drift are required in real-time adaptation when the underlying data patterns change. Unless 

one deals with the concept drift, he will get either obsolete or wrong predictions, which throw off 

the effectiveness of the model. 

6.6 Interpretability 
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6.6.1 Evaluating the Interpretability of the DGNN Model 

Explainability is one of the main features of models in machine learning, especially for 

areas that require explanation of the outcome as much as the outcome itself. Interpretability is 

always an issue for DGNN models as these models are complex due to the use of graph structures 

and temporal dynamics (Robert, 2024). However, it is only possible if the created model’s results 

can be trusted by users, developers, and stakeholders while being applied in practice.  

 The clarity and succinctness of the explanations generated by the DGNN model are used 

to assess its interpretability. This means pinning down which variables and coupling impact the 

model the most. For improving the interpretability of DGNN models, there are several approaches, 

such as attention mechanism, feature importance score, and visualization.  

6.6.2 Discussing Methods Used to Enhance Model Transparency and Their 

Effectiveness 

Several techniques are used to interpret and explain the DGNN models for better 

understandability. It is a group of techniques called attention mechanisms, which help the model 

pay attention to particular data points in the input that is more relevant for the predictions. Hence, 

attention mechanisms can make known which nodes and edges in the graph are dominant in their 

contributions to the output, which enables figuring out how the model reasons about the structure 

and dynamics of the network. One of the advantages of the given visualization method of the 

attention weights is the ability to gain insight into the model’s operations.  

 Another way is the usage of feature importance scores that are an approach to increase 

interpretability. These scores help the users to understand which emerging features have a greater 

influence on the results, which enables the identification of the most significant factors for the 
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model (Saarela, 2021). For instance, in the context of social network analysis the importance scores 

can highlight that the use attributes, frequency of interactions or sentiment scores are influencing 

the predictions. Such information is useful not only to validate the models but also in the context 

of the analyzed domain.  

 Another relevant aspect of increasing the model interpretability is visualization tools for 

DGNN models as well. Thus, graphs can depict the connectivity and communication within the 

network, as well as the distribution of content and the organization of communities. Hence, 

temporal structures including time series plots can show how specific features or interactions 

evolve over time and how this evolution affects the model’s response (Gupta, 2024). Such tools 

enable users to properly visualize the model’s behavior and compare the results with their prior 

knowledge.  

 However, it is still challenging to achieve full interpretability in DGNN models using these 

techniques. The very structure of graph-based models, augmented with the time dimension, tends 

to involve multiple factors influencing a given prediction. It is challenging to simplify these 

interactions while maintaining the transactions’ core information and to avoid oversimplification, 

which may entail misinterpretation.  

However, such insights given by the attention mechanisms and feature importance scores 

are not always comprehensive. For instance, attention weights may depend on different factors, 

and do not always reflect the features’ significance. Also, deep learning models are black-box in 

nature that is, some of the aspect of this model to make the decision might remain unknown even 

if the interpretability of the same model has been considered.  

 To improve the interpretability of DGNN models, the current research is being done on 

the new technique and framework. Some methods include counterfactual explanations which offer 
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other possible scenarios to account for model predictions as well as interpretable surrogate models 

that help explain the behavior of complex models by mimicking their performance with simpler 

yet more comprehensible models. These approaches are intended to address the tension between 

using highly sophisticated and powerful DGNN models while also requiring models to be 

understandable and reliable.  

6.7 Comparison with Existing Literature 

6.7.1 Comparing Findings with Previous Studies on GNNs and DGNNs 

The Dynamic Graph Neural Network (DGNN) model proposed and tested in this 

dissertation is based on the theoretical foundation of Graph Neural Networks (GNNs) and their 

extension, dynamic GNNs. Prior work has shown the efficacy of GNNs in several tasks including 

node classification, link prediction, community detection, and influence maximization on static 

networks. For instance, the survey work of Feng et al. (2024) gives an in-depth overview on 

dynamic GNNs and categorizes them into models, frameworks, benchmarking, and challenge 

areas. Particularly, this dissertation’s results support the common notion of the literature 

concerning the efficacy of GNNs in identifying structural dependencies of graph data.  

 As has been extended from static ones to the dynamic one by Zheng, Yi, and Wei (2024), 

it is observed that the temporal information has to be incorporated in order to consider and model 

the change in the network. As was seen, these findings are confirmed by the presented above 

DGNN model, which for the prediction of events and taking into account spatial and temporal 

dependencies, performs better compared to the other models. This is consistent with Jin, Liu, and 

Murata (2024) who explained that multi-layer temporal GNNs improve the accuracy of popularity 

trend predictions in social media networks.  
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6.7.2 Discussing How the Proposed Model Advances the Current State of Research 

It should be noted that the DGNN model developed in this dissertation contributes to the 

existing body of knowledge in the following ways. Firstly, it considers the issue of how to deal 

with the heterogeneity of data sources, a problem that, to some extent, can be considered as not 

very well researched. Though Ma et al. (2020) and Zhang et al. (2023) discussed the integration 

of textual, visual, and metadata in their models, this dissertation proposed a more elaborate and 

integrated way to incorporate various data types into the DGNN model. This capability is very 

important in social network analysis since the user interactions are complex and may involve many 

aspects.  

 The other important enhancement is the ability to update the model while in action, that is 

while in the process of delivering services. Previous work consisting of the works done by You, 

Du, and Leskovec (2022) has also alluded to the ability of dynamic GNNs in addressing changing 

graphs; however, this dissertation takes additional steps by providing frameworks for incremental 

learning and on-going updates. This makes it possible to positively configure the model throughout 

the fact that new data streams without cease redefine the network layout. The usage of graphs as 

inputs is divided into static and dynamic graphs, with the latter being more helpful when used in 

real-time processing since many applications demand real-time results such as in the 

recommendation system and cybersecurity.  

 Moreover, interpretability of the proposed DGNN model has been improved by adding 

attention layers and feature importance scores. Some researchers of GNNs, such as Skarding, 

Gabrys, and Musial (2021), admitted interpretability issues are present in GNNs. Therefore, to 

make a meaningful contribution to the field of DGNN analysis, this study outlines ways to enhance 

the interpretability of the model’s predictions. An advantage of the presented model is the ability 
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to visualize the attention weights that had been utilized to compute the final scores along with the 

feature importance scores, which makes the model more trustworthy for the end users and more 

comprehensible to the stakeholders.  

6.7.3 Highlighting Unique Contributions and Innovations Introduced in This 

Dissertation 

Specifically, the contributions and innovations of this dissertation can be summarized as 

follows: 

 Integrating multi-modal data: The DGNN model proposed herein effectively integrates 

text, image, and user attribute modalities so as to commit comprehensive display of views on social 

network interactions. 

Real-time Adaptation Mechanism: This dissertation proposes a robust real-time adaptation 

framework that will enable the DGNN model to update its parameters dynamically after every new 

arrival of data. This incremental learning ability will help the model keep itself up-to-date and 

provide timely insights into fast-changing environments, which no other existing static or batch-

updated models have done. 

Improved Interpretability: By incorporating attention mechanisms with feature importance 

scores, the transparency of the DGNN model regarding its prediction is improved. It is more 

understandable in its decision-making process, therefore overcoming a major weakness of neural 

complex network models. All these techniques to make the model more interpretable are shown to 

be efficient in rendering model outputs more accessible to users. 

Comprehensive Evaluation Framework: This thesis presents a detailed evaluation 

framework including various metrics and visualizations for the model-based performance 

assessment. It contains classical accuracy and precision metrics but also graph-specific measures, 
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modularity, or edit distance. There are various available evaluation metrics to enable a 

comprehensive assessment of the model's capabilities. 

Application to Real-world Datasets: The DGNN model is applied to real-world datasets, 

including Twitter interactions and academic collaboration networks. This practical application 

demonstrates the effectiveness of the model in handling real-life social network data; hence, its 

usefulness goes beyond theoretical or synthetic benchmarks. 

Concluding the discussion, the DGNN model developed in this dissertation marks a major 

improvement in the area of Dynamic Graph Neural Networks. It not only advances the current 

state of research by addressing some of the most critical challenges in areas such as multi-modal 

data integration, real-time adaptation, and interpretability but also introduces practical innovations 

in applicability and reliability for the model in real-world scenarios. These findings and 

methodologies provide a very good foundation for future research and applications in dynamic 

social network analysis. 

6.8 Practical Implications 

6.8.1 Social Media Analysis 

Dynamic Graph Neural Networks (DGNNs) are useful in the area of social media analysis 

by improving the capability of predicting trends, users’ behaviors and information spread (Cao, 

2021). This is especially so because the various social networks that exist in today’s dynamic 

society where users’ interaction and content creation is always changing pose a major challenge 

in the application of the conventional analytical models. However, unlike the DGNN model, which 

has the capability to capture temporal change and multi-modal data, it has enough capabilities to 

capture and analyze such complexities.  
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As a tool for trend analysis, DGNNs can highlight new topics of interest to the public as 

well as changes in the public interest. For instance, analyzing the density and polarity of the tweets 

concerning an issue the model is able to predict the likelihood of viral trends or change of opinion 

(Figueiredo, 2013). Such predictive capability goes a long way in helping social media 

organizations that seek to improve the extent of users’ participation and how relevant the content 

they post is to other users.  

However, knowing the users and how they interact is essential in targeted 

recommendations and advertisements. They can capture the historical interaction data and make 

prediction on the future action of the users, for example, likes, shares and comments (Asur, 2010). 

These users’ prediction insights enable social media sites to generate content feeds based on each 

user, which in return increase the user satisfaction and site loyalty.  

Another area in which DGNNs show great potential is information diffusion, which refers 

to the method through which information circulates in a network. It is possible to define opinion 

leaders and paths in the network using which information spreads most actively (Louni, 2014). It 

also allows the platforms to extend the circulation of crucial messages or marketing campaigns to 

achieve the best results possible. In this aspect, DGNNs assist in deciding on the likelihood of the 

common sharing of specific content in order to popularize the content.  

6.8.2 Marketing and Business 

The use of DGNNs in marketing and business is deep and extensive especially in the areas 

of targeted marketing, customer relations and branding. In targeted marketing, it is possible to 

predict users’ preferences and their behavior, thus providing very specific ads. Based on the user’s 

past activity and associates within the social network, the DGNN model is capable of 

recommending likely areas of interest and subsequently marketers can address their messages to 
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these areas (Hemalatha, 2023). It does not only increase the efficiency of marketing activities, but 

also increases customer satisfaction due to the delivery of highly relevant offers and promotions.  

Customer engagement is yet another aspect as to where DGNNs are of immense help. It is 

also helpful to businesses to understand customers’ transactions patterns and response to 

interaction by applying the model. For instance, based on customers that spend most of their time 

in product review sections, or customers that show interest in the company’s brands, companies 

can create loyalty programs or follow up on such clients (Bansal, 2016). Awareness of the temporal 

aspect of customers’ behavior is also helpful in that companies can schedule their efforts 

appropriately, for instance, negotiate a newsletter, or start a campaign during the period of 

intensive activity.  

In brand management, the DGNNs assist ingidentify and manage a brand’s image on the 

Social Web. Through mining social media sentiments, reviews, and other users’ content, the model 

can forecast new sentiment shifts and risks (Dublino, 2023). Such negative factors can easily be 

detected early enough enabling businesses to attend to them before they degenerate into serious 

problems. Furthermore, by knowing the way the brand-related information is disseminated in the 

social media, firms are in a position of knowing who can be of great help in putting across the best 

side of the firm and thus increasing on the brand loyalty.  

6.8.3 Public Policy and Governance 

Non-commercial uses offer even more astounding advantages in favor of the possible ways 

of applying DGNNs in public policy and governance. In the formulation of any policy, knowledge 

of attitude and probable behavior of the targeted group or the audience is a priceless asset. For 

instance, DGNNs can be employed in order to measure people’s attitude to the proposed policies 

or changes in legislation by considering the data from social networks (Skarding, 2022). The direct 
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feedback assists policymakers in knowing the people’s concerns and the need to make new 

changes to make governance more effective.  

Managing fake news is one of the biggest problems in the context of modern technological 

society as the information can easily spread across social media networks. As for the contributions 

of the study, it underlines that by adopting DGNNs one may prevent misinformation from 

spreading (Chen, 2023). Given regularities of information propagation and their deviations the 

model can mark potentially fake or malicious material. This capability enables platforms and 

authorities to act promptly, including debuting corrections or restricting the spreading of false 

information thus, the public’s debate and confidence are safeguarded.  

DGNNs are also useful when it comes to public health campaigns because of their 

predictability. In periods of outbreak of diseases such as these pandemics, it is helpful to know 

how such information regarding measures that can prevent those diseases or vaccination is shared 

through social networks. In this regard, the DGNNs that can predict influential users, as well as 

the useful communication paths, will be beneficial for the health authorities in terms of enhancing 

the outreach (Haibt, 2024). The model helps in designing stronger health campaigns that will be 

well received by the target public in the view of fostering positive health lifestyles.  

All in all, the application values of the proposed DGNNs are extensive and far-reaching in 

different fields. In social media analysis, they improve trend forecasting, users’ behavior modeling, 

and information propagation techniques. For the field of marketing and business, DGNNs provide 

enhanced functions in targeted marketing, consumer communication, and brand positioning. In 

public policy and governance, they offer means for responsible policy making, handling of fake 

news and spread of accurate information on health risks. The application of these areas with the 

help of DGNNs guarantees more efficient and meaningful thoughts and actions. 
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6.9 Ethical Considerations 

6.9.1 Privacy Concerns 

The application of Dynamic Graph Neural Networks (DGNNs) in analyzing social 

networks inherently involves the collection and processing of vast amounts of user data. This raises 

significant privacy concerns, as the sensitive nature of personal data demands careful handling to 

prevent misuse and protect user confidentiality. DGNNs, with their ability to analyze and predict 

user behavior and interactions, can inadvertently expose private information, leading to potential 

breaches of privacy. 

One major implication of using DGNNs is the potential for extensive user profiling. By 

integrating multi-modal data, such as text, images, and user attributes, DGNNs can create highly 

detailed profiles of individual users. While this is beneficial for personalized content delivery and 

targeted marketing, it also poses risks if such detailed profiles are accessed by malicious entities 

or used for purposes beyond the user’s consent. 

To address these privacy concerns, it is essential to establish robust guidelines for the 

ethical use of personal data in DGNN applications. First and foremost, transparency in data 

collection practices is crucial. Users should be informed about what data is being collected, how 

it will be used, and who will have access to it. Obtaining explicit consent from users before 

collecting their data is a fundamental ethical practice that ensures users are aware of and agree to 

the data usage. 

Data anonymization techniques should be employed to protect user identities. This 

involves removing or obfuscating personally identifiable information (PII) from the datasets used 

for training DGNN models. Anonymization helps mitigate the risk of privacy breaches, even if the 

data is compromised. 
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Additionally, data minimization principles should be followed, collecting only the data that 

is necessary for the intended analysis. Limiting the scope of data collection reduces the potential 

impact on user privacy and minimizes the risk of misuse. Regular audits and compliance checks 

should be conducted to ensure that data collection and usage practices adhere to established privacy 

standards and regulations. 

6.9.2 Model Transparency 

Model interpretability is critical in sensitive applications where the decisions made by 

DGNN models can have significant consequences. In areas such as public policy, healthcare, and 

security, understanding how a model arrives at its predictions is essential for ensuring trust and 

accountability. 

The complexity of DGNN models, which integrate multiple data types and temporal 

dynamics, can make them appear as "black boxes," where the decision-making process is not easily 

understood. This lack of transparency can be problematic, especially when the outcomes affect 

individuals or groups in critical ways. 

To enhance model transparency, it is important to implement methods that provide clear 

explanations for the model's predictions. Techniques such as attention mechanisms, which 

highlight the most relevant parts of the input data that influence the model's decision, can be used 

to provide insights into the model’s inner workings. Visualization tools can also help in 

interpreting the relationships and patterns identified by the model. 

Moreover, involving domain experts in the model development process can ensure that the 

explanations provided by the model align with real-world understanding and knowledge. This 

collaborative approach helps in validating the model’s predictions and ensures that the outcomes 

are interpretable and actionable. 
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6.10 Limitations of the Study 

The proposed Dynamic Graph Neural Network (DGNN) model, while demonstrating 

significant advancements, has several limitations that merit discussion. Firstly, data quality is a 

critical issue. The datasets used in this study, although extensive, may contain noisy, incomplete, 

or biased information that could affect the model's accuracy and generalizability. Social media 

data, in particular, can be rife with misinformation and irrelevant content, complicating the 

extraction of meaningful patterns. 

Scalability is another notable limitation. Despite efforts to optimize the DGNN model, 

handling extremely large-scale datasets remains challenging. The computational resources 

required for training and inference on massive social networks can be prohibitive, limiting the 

model's applicability in real-time scenarios. Additionally, the incremental learning techniques 

employed may not be sufficient to keep up with the rapid evolution of social networks, potentially 

leading to outdated predictions. 

Interpretability of the DGNN model poses another significant challenge. While methods 

such as attention mechanisms and visualization tools were employed to enhance transparency, the 

complexity of the model still makes it difficult to fully understand and explain its decision-making 

process. This "black box" nature can hinder trust and acceptance, particularly in sensitive 

applications where accountability is paramount. 

Several assumptions were made during the research, including the uniformity of interaction 

patterns and the stability of user behavior over time. These assumptions, while necessary for model 

simplification, may not hold true in all real-world scenarios, potentially impacting the robustness 

and accuracy of the predictions. Addressing these limitations will be crucial for further refining 

the DGNN model and enhancing its practical applicability. 
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6.11 Future Research Directions 

6.11.1 Advanced DGNN Architectures 

Future research should focus on developing advanced DGNN architectures that can further 

enhance the model's ability to capture complex temporal and structural dynamics in social 

networks. One potential improvement is the integration of more sophisticated attention 

mechanisms that can dynamically adjust the importance of different nodes and edges based on 

their relevance to the prediction task. Additionally, incorporating hierarchical graph structures 

could allow the model to better handle multi-scale interactions within the network. Exploring the 

use of generative models within the DGNN framework could also provide new ways to simulate 

and predict social network evolution, offering deeper insights into user behavior and interaction 

patterns. 

6.11.2 Enhanced Data Integration 

Handling multi-modal data remains a significant challenge in the field of DGNNs. Future 

research should explore more advanced methods for integrating diverse data types, such as text, 

images, and user attributes, into a cohesive analytical framework. Techniques like cross-modal 

attention mechanisms and multi-view learning could be investigated to improve the model's ability 

to leverage information from different data sources effectively. Additionally, developing robust 

pre-processing pipelines that can automatically clean and standardize multi-modal data will be 

crucial for ensuring data quality and consistency across various social media platforms. 

6.11.3 Real-time Processing 

Improving real-time adaptation and processing capabilities is another critical area for future 

research. Enhancements in incremental learning algorithms and streaming data processing 
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techniques will be necessary to keep DGNN models up-to-date with the continuous influx of new 

data. Exploring the use of distributed computing and edge computing frameworks could also help 

in scaling the real-time processing capabilities of DGNNs, making them more suitable for 

applications requiring immediate responses. Moreover, integrating reinforcement learning could 

enable the models to adaptively update their parameters based on real-time feedback from the 

network environment. 

6.11.4 Benchmark Datasets 

The development of more comprehensive benchmark datasets is essential for the rigorous 

evaluation and comparison of DGNN models. Future research should focus on curating datasets 

that capture a wide range of social network dynamics, including diverse interaction types, varying 

network sizes, and different temporal patterns. These datasets should also include ground truth 

annotations for various prediction tasks to facilitate accurate performance assessment. 

Collaboration between academia, industry, and social media platforms could play a pivotal role in 

creating and maintaining these benchmark datasets, ensuring they remain relevant and reflective 

of real-world social network scenarios. 
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Chapter Seven 
7  Conclusion 

7.1 Summary of Research 

The primary objective of this research was to develop and evaluate a robust Dynamic 

Graph Neural Network (DGNN) model capable of capturing and predicting the complex and 

evolving behaviors within dynamic social networks. The study was motivated by the increasing 

importance of social media platforms in influencing various social, economic, and political 

outcomes, necessitating advanced analytical tools to understand and predict user behavior and 

information diffusion. 

The research began with a comprehensive literature review that highlighted the limitations 

of traditional graph analysis techniques and the potential of DGNNs to address these challenges. 

The methodology involved several critical stages, starting with the formulation of the research 

problem, which focused on the need to model temporal dynamics, integrate multi-modal data, and 

ensure real-time adaptation and interpretability of the model. 

The data collection and preprocessing phase involved gathering datasets from various 

sources, including Twitter, online news platforms, and academic collaboration networks. These 

datasets were cleaned, standardized, and formatted to construct dynamic graphs representing the 

evolving interactions within the networks. Feature engineering was employed to extract 

meaningful attributes from the data, ensuring that the model could effectively capture the nuances 

of social interactions. 

The core of the research was the development of a novel DGNN architecture designed to 

handle the temporal and structural complexities of dynamic social networks. The proposed model 
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integrated graph convolutional layers for spatial information aggregation and temporal encoding 

mechanisms to capture the evolving nature of the networks. The model was trained and optimized 

using appropriate loss functions, optimization algorithms, and hyperparameter tuning techniques 

to ensure its robustness and scalability. 

Key findings from the research demonstrated that the DGNN model significantly 

outperformed traditional machine learning models and static graph neural networks across various 

evaluation metrics, including precision, recall, F1-score, and AUC-ROC. The model's ability to 

adapt to new data in real-time and its effectiveness in handling multi-modal data were also 

validated through extensive empirical evaluations on real-world datasets. 

The contributions of this dissertation to the field of dynamic social network analysis are 

manifold. Firstly, it advanced the state of research by introducing a sophisticated DGNN 

architecture capable of capturing both structural and temporal dependencies in social networks. 

Secondly, it provided a detailed methodological framework for data collection, preprocessing, 

dynamic graph construction, and feature engineering, which can be leveraged in future studies. 

Thirdly, the research addressed critical challenges such as scalability, real-time adaptation, and 

interpretability, paving the way for more robust and ethical applications of DGNNs in social media 

analysis. 

To sum up , this dissertation has provided valuable insights and practical tools for analyzing 

and predicting dynamic social behaviors, contributing to the broader understanding of social 

network dynamics and enhancing the capabilities of researchers, platform developers, and 

policymakers in utilizing advanced graph-based models for social network analysis. 

7.2 Achievements of Research Objectives 
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This dissertation successfully addressed and achieved the research objectives outlined at 

the outset of the study. The primary objective was to design and implement a novel Dynamic 

Graph Neural Network (DGNN) model that could effectively capture the temporal dynamics of 

social networks. This was accomplished through the development of a sophisticated DGNN 

architecture that integrated graph convolutional layers and temporal encoding mechanisms. The 

model was capable of capturing both structural and temporal dependencies, which are critical for 

understanding and predicting user behavior in dynamic social networks. The implementation of 

recurrent neural networks (RNNs) and attention mechanisms further enhanced the model’s ability 

to handle evolving interactions within the network, addressing the core objective of modeling 

temporal changes. 

Another significant objective was to develop scalable DGNN models that could handle 

large-scale, fast-evolving social network data. This was achieved by employing advanced 

optimization algorithms and hyperparameter tuning techniques, which ensured that the model 

remained efficient and effective even when applied to extensive datasets. The empirical 

evaluations conducted on real-world datasets, such as Twitter interactions and academic 

collaboration networks, demonstrated the model’s scalability and robustness. The results showed 

that the DGNN model outperformed traditional machine learning models and static graph neural 

networks in terms of accuracy, precision, recall, and F1-score, highlighting the model’s superior 

performance in managing large-scale social network data. 

A critical objective was to integrate multi-modal data, including text, images, and user 

attributes, into the DGNN framework. This was successfully accomplished through 

comprehensive feature engineering processes that extracted meaningful attributes from diverse 

data sources. The integration of multi-modal data allowed the model to capture the richness and 
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complexity of social interactions more effectively. The empirical results showed that the DGNN 

model could utilize these diverse data types to enhance prediction accuracy, demonstrating its 

effectiveness in handling heterogeneous data. 

The objective of real-time adaptation was also met by designing mechanisms for 

incremental learning and real-time data processing. The DGNN model was equipped with 

capabilities to update its parameters and integrate new data on the fly, ensuring that it remained 

relevant and accurate as new information became available. This was validated through 

experiments that demonstrated the model’s ability to adapt to changing network structures and 

user behaviors in real-time scenarios, making it a valuable tool for applications requiring timely 

and accurate predictions. 

Addressing the interpretability objective, the research incorporated techniques to enhance 

model transparency and explainability. By employing attention mechanisms and developing 

interpretability tools, the study ensured that the DGNN model’s predictions could be understood 

and trusted by users. This was particularly important for applications in sensitive areas such as 

public policy and healthcare, where understanding the reasoning behind model predictions is 

crucial. The interpretability enhancements contributed to building trust in the model’s predictions 

and facilitated its adoption in practical scenarios. 

Significant findings from the research highlighted the effectiveness of the DGNN model 

in various applications, including social media analysis, marketing, and public policy. The model’s 

ability to predict trends, user behavior, and information diffusion demonstrated its practical 

relevance and utility. The dissertation also addressed ethical considerations by proposing 

guidelines for the responsible use of DGNNs, ensuring that the powerful predictive capabilities of 

these models are employed ethically and transparently. 
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In conclusion, this dissertation achieved all its research objectives, making significant 

contributions to the field of dynamic social network analysis. The development and validation of 

a robust, scalable, and interpretable DGNN model provided valuable insights and tools for 

researchers, platform developers, and policymakers, advancing the current state of research and 

offering practical solutions for analyzing and predicting dynamic social behaviors. 

7.3 Practical Applications 

The Dynamic Graph Neural Network (DGNN) model developed in this research has a wide 

array of potential practical applications across various fields, leveraging its ability to model and 

predict dynamic social behaviors effectively. These applications span social media analysis, 

marketing, public policy, and other relevant domains, showcasing the versatility and utility of 

DGNNs in addressing real-world challenges. 

Social Media Analysis 

One of the most immediate and impactful applications of the DGNN model is in social 

media analysis. Social media platforms generate vast amounts of data every second, including user 

interactions, posts, comments, likes, and shares. The DGNN model can be employed to analyze 

these interactions to predict trends, user behavior, and the diffusion of information. For instance, 

by understanding the temporal dynamics of user engagement, the model can forecast which posts 

are likely to go viral, identify emerging trends, and detect shifts in public sentiment. This predictive 

capability is invaluable for social media platforms looking to enhance user experience and 

engagement by surfacing relevant content at the right time. 

Moreover, the DGNN model can help in the detection of misinformation and harmful 

content. By analyzing the spread patterns and interaction dynamics of potentially misleading 

information, the model can identify and flag such content early, enabling platforms to take 
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proactive measures to mitigate its impact. This application is crucial in maintaining the integrity 

of information on social media and protecting users from misinformation. 

Marketing and Business 

In the realm of marketing and business, the DGNN model offers powerful tools for targeted 

marketing, customer engagement, and brand management. Businesses can leverage the model to 

analyze customer interactions and preferences across social media and other digital platforms. By 

predicting customer behavior and identifying influential users, companies can design more 

effective marketing campaigns tailored to specific audience segments. For example, by 

understanding which types of content resonate most with their target audience, marketers can 

optimize their content strategies to maximize engagement and conversion rates. 

The DGNN model also aids in customer relationship management by predicting customer 

churn and identifying at-risk customers. By analyzing temporal interaction patterns and 

engagement metrics, businesses can identify customers who are likely to disengage and take 

proactive steps to retain them. This predictive capability helps in maintaining customer loyalty and 

reducing churn rates, which are critical for long-term business success. 

Additionally, the model's ability to integrate multi-modal data, such as text, images, and 

user attributes, provides a comprehensive view of customer behavior. This holistic understanding 

enables businesses to create personalized marketing strategies that cater to individual preferences 

and enhance customer satisfaction. 

Public Policy and Governance 

The DGNN model has significant applications in public policy and governance, 

particularly in the areas of policy making, misinformation management, and public health 

campaigns. Governments and public agencies can use the model to analyze public sentiment and 
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behavior in response to various policies and initiatives. By predicting how different segments of 

the population are likely to react to proposed policies, policymakers can design more effective and 

targeted interventions that address the needs and concerns of the public. 

In the context of misinformation management, the DGNN model can be used to monitor 

the spread of false information and identify key influencers who propagate such content. By 

understanding the dynamics of misinformation diffusion, public agencies can develop strategies 

to counteract false narratives and promote accurate information. This application is crucial in 

maintaining public trust and ensuring the dissemination of reliable information. 

Public health campaigns can also benefit from the predictive capabilities of the DGNN 

model. For instance, during a public health crisis, such as a pandemic, the model can predict the 

spread of information related to health guidelines and vaccines. By identifying regions or 

demographics with low engagement or negative sentiment towards health messages, public health 

officials can tailor their communication strategies to improve outreach and compliance, ultimately 

enhancing public health outcomes. 

Other Relevant Fields 

Beyond social media, marketing, and public policy, the DGNN model has applications in 

various other fields where understanding and predicting dynamic social behaviors are essential. In 

academia, researchers can use the model to analyze collaboration networks and predict trends in 

scholarly activities. By understanding the temporal dynamics of research collaborations, 

universities and research institutions can foster more effective and impactful research partnerships. 

In the financial sector, the model can be applied to analyze market sentiment and predict 

stock market trends based on social media interactions and news articles. This predictive capability 

can assist investors in making informed decisions and managing risks more effectively. 
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In the field of cybersecurity, the DGNN model can help in detecting and preventing cyber 

threats by analyzing patterns of malicious activities and predicting potential attacks. By 

understanding the dynamic interactions within a network, cybersecurity professionals can develop 

more robust defenses against evolving threats. 

7.4 Final Thoughts 

Reflecting on the overall research journey, it is evident that the study of dynamic social 

network analysis and predictive modeling through DGNNs holds immense potential and 

significance in contemporary research. The development and validation of the DGNN model 

represent a substantial advancement in understanding and predicting complex social behaviors in 

dynamic environments. 

The research journey began with the recognition of the limitations of traditional static 

models in capturing the temporal dynamics of social networks. This led to the exploration and 

development of the DGNN model, which integrates graph convolutional layers and temporal 

encoding mechanisms to effectively model evolving social interactions. The comprehensive 

methodology, rigorous experimental validation, and extensive analysis demonstrated the model's 

superior performance in various applications, highlighting its practical relevance and utility. 

The importance of dynamic social network analysis and predictive modeling in 

contemporary research cannot be overstated. As social networks continue to evolve and generate 

vast amounts of data, the ability to understand and predict user behavior, information diffusion, 

and interaction dynamics becomes increasingly critical. DGNNs provide powerful tools to address 

these challenges, offering insights that can inform decision-making in various domains, from 

social media and marketing to public policy and cybersecurity. 
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The practical implications of the DGNN model underscore its potential to transform how 

we analyze and leverage social networks. By enabling more accurate predictions and deeper 

insights into dynamic social behaviors, DGNNs can enhance the effectiveness of strategies in 

social media management, marketing, public policy, and beyond. The model's ability to integrate 

multi-modal data and adapt to real-time changes further extends its applicability and impact. 

Looking forward, the future potential of DGNNs in social network analysis is vast. 

Continued advancements in DGNN architectures, data integration methods, real-time processing 

capabilities, and ethical AI practices will further enhance the model's performance and 

applicability. As researchers and practitioners continue to explore and innovate in this field, 

DGNNs are poised to play a pivotal role in shaping our understanding of social networks and 

driving impactful solutions across various domains. 

In conclusion, the research presented in this dissertation contributes significantly to the 

field of dynamic social network analysis by introducing and validating a novel DGNN model. The 

practical applications and implications of the model demonstrate its relevance and potential in 

addressing real-world challenges. As we move forward, the ongoing exploration and development 

of DGNNs will undoubtedly unlock new opportunities and insights, advancing our ability to 

analyze, predict, and leverage dynamic social networks for the benefit of society. 
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