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Abstract

Socially aware AI agents should be able, among other things, to collaborate fluently
with a human in tasks that require interdependent action in order to be solved.
Towards enhancing mutual performance, collaborative Al agents should be equipped
with adaptation and learning capabilities. However, co-learning requires long training
intervals so that both partners learn and adapt to each other. To alleviate this, transfer
learning methods could be explored to shorten training and improve performance. In
the current thesis, we studied the experience and performance of human-agent teams
in a task where a human and a Deep Reinforcement Learning (DRL) Soft-Actor-Critic
(SAC) agent needs to learn in real-time how to collaborate in order to achieve a
common goal. To test the benefits of transfer learning, a Learning from Demonstration
method was used that utilized demonstration data from a human-agent expert team to
facilitate the co-learning procedure. The proposed methods were evaluated through a
study with 8 different human-agent teams, half of which played the game without
transfer learning, while the rest with transfer learning. The results indicate that
applying transfer learning in scenarios where the agent needs to collaborate with
different humans has the potential to shorten training duration and improve the overall
experience.
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1 Introduction

Recent innovations in technology have enabled the development of agents
capable of interacting with humans. Human-Agent Interaction (HAI) studies not
only the development of relevant Artificial Intelligence (AI) methods but also the

perceived experience of the human collaborators.

The development of Deep Reinforcement Learning (DRL) algorithms,
specifically, has allowed Human-Agent Collaboration (HAC) in real-time
scenarios, where human-agent teams collaborate towards achieving a common
goal. Some examples include: games [2], [3], and robotic tasks in industrial

environments [1], [4], and rehabilitation processes [5].

An important aspect of HAC teams is the ability to adapt to and learn from
each other. With respect to learning, different categories of collaboration have
been described in the literature, including: co-adaptation, co-learning, and co-
evolution [6] depending on the time scales of learning, as well as the persistence
and intention of the learning process. Co-adaptation focuses on how humans
adapt to a situation in which they collaborate with an intelligent agent or robot
(e.g. [7], [8]). Co-evolution refers to long-term real-world applications where
both human and robot behaviour change in subtle ways over time (e.g. [11]). Co-
learning refers to medium-term specific tasks that focus on improving
performance or experience in human-agent collaboration (e.g. [9], [10]). Co-
learning is the process where humans and agents learn how to learn with one
another. Abich [12], in his work on the development of a human-agent co-
learning tool for the United States Air Force (USAF), emphasises the importance
of developing and maintaining trust, common ground, group awareness,

communication and mutual adaptation for successful human-agent co-learning.

In this work, we focus on testing the benefits of using transfer learning in
co-learning [30]. The purpose of the present study is to understand how transfer
learning can impact the performance of the human-agent teams but also the
experience of the human. The collaboration takes place in the form of a common

task that requires the fluent cooperation of the human with an RL agent to
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achieve success. To accomplish the above, we evaluated the process to capture
not only objective measures of collaboration but also subjective measures that

capture the perceptions of the human participants.

In Chapter 2 of the thesis, an overview of the related work is presented
including background knowledge in: Reinforcement Learning, Actor Critic
agents, Co-learning Collaboration Environments, Transfer Learning, Subjective
Measures of collaborative performance, as well as methods for capturing the
personality of the human participants. In Chapter 3, the AI methodology, as well
as all the related methods and material are described. Chapter 4 presents the
results of our study. Lastly, Chapter 5 summarises the findings of the present

work and discusses the limitations and potential future work.
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2 Related Work

This chapter aims to review and analyse the current research on Human-
Agent (HA) Co-learning. We will review the environments that have been used in
HA co-learning, the challenges they have faced, and the modifications that have
been proposed. Then we present a preview of different deep reinforcement
learning methods that we can employ as our agent for collaboration, and finally

transfer learning methods that we can use.

2.1 Reinforcement learning.

Reinforcement Learning (RL) [15] is a type of machine learning in which an
agent learns by trial and error in an interactive environment, using feedback from
its own actions and experiences. The feedback to the agent is in the form of
rewards and punishments that signal positive and negative behaviour. The goal
of the agent in RL is to learn by trial and error to maximise the total cumulative
reward received from the environment. In the RL problem there are nine key

terms that describe it:

e Environment: A digital or physical world in which the agent operates.

e Task: The objective which the agent needs to complete

e State (s;): The situation of the agent in a given moment of time ¢ . The state
s belongs on a set of state S which includes every possible state in the
environment.

e Action (a;): The action the agent does to move to the next state based on
the policy in a given point of time t . Every action a is from an action space
A of all the possible actions.

e Path: A series of actions taken to reach a target point.

e Policy (m): Method of mapping the state of the agent to actions.

15



e Transition probability (T ): probability that an action a, at a state s,will
yield the state s, .

e Reward (R ): Feedback from the environment.

e Action Value function: An expected future reward that an agent could

receive by taking an action in a specific spate, and then following its policy.

Figure 2.1 presents a RL task that is modelled as a Markov Decision Process
(MDP). MDP is a discrete-time stochastic control process and is applied to
situations where outcomes are partly random and is defined as a tuple
(S, A, T,R)?. In this model, for a given moment ¢, the agent receives the current
state s; and uses its policy to select the action a, that will lead to a new state s, ;
and returns a reward signal. To create the values the policy has a state-action
value function. We will refer to it as a simple value function, and it creates values
for each possible action in a given state. These values specify how good is for an
agent to perform in a particular state. Then, after executing the selected action
transits to a new state s, ;, and the environment returns a reward R, ;. The agent
can then use the reward to compare with the predicted value that it had previously

and create an error that it can use to update its policy.

Agent ]

state reward action
S t RI At

" S.. | Environment |<

Figure 2.1: The cycle of interaction between the agent and the environment [15].
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As we said earlier, policy dictates the action to be taken in a given state. In general
machine learning modelling, there are two major approaches, deterministic and
stochastic [14]. In the context of RL, the difference between the two approaches

lies in the way the policy makes a decision.

e Deterministic Policy: A deterministic policy is a policy that maps each state
to a single action with certainty. In other words, the agent will always take
the same action in a given state. This policy is represented by a
functionm: S —» A, where S is the state space and A is the action space.
The deterministic policy function maps each state s € S to a single action
a € A.

e Stochastic Policy: A stochastic policy chooses from a probability
distribution over actions for each state. This means that the agent may
choose a different action for the same state. The policy is represented by a
function7: S X A - [0,1], where S is the state space and A is the action
space. This function returns a probability for each possible action a € A

for a given states € S.

An example of a deterministic policy is using the argmax function, which
selects the action with the best-expected value. An agent for a given state s uses
a value function to predict the values for each possible action. Using these values,
the argmax function chooses the action with the biggest value. This means, if
there is no change in the value function, the action selected in a state will always
be the same. In contrast, a stochastic policy uses a probabilistic method, like
softmax, that uses the values for each possible action, to create a categorical
distribution to use in order to choose the final action in random. This means that
the policy selects an action with a probability that is connected with the values

that the actions return.
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Each approach has benefits and drawbacks that are based on the environment
and the requirements of the task. A deterministic approach is better in tasks that
require precision and any deviation from the optimal action can significantly
impact the outcome. A stochastic approach is better when there is uncertainty
and requires exploration of the environment to accomplish the task.

In general RL, when deciding on the approach, the main concern is how to
achieve the task in the environment based on the factors we described above. In
co-learning we also include the human cooperator as a factor. In co-learning, both
the agent and the human need to learn how to complete the task and how to
cooperate with each other. This means that the agent needs to learn the
changeable behaviour of the human. This makes stochastic approaches more

appropriate for use in co-learning.

We refer to the value function as the tool that in any approach dictates the
decisions the agent takes. This means that it tries to predict the cumulative
reward received if it takes that specific action and follows its policy thereafter.

There are two stages in how to use the values, exploration and exploitation.

e Exploration: The agent chooses to move around the environment to states
that the policy might not be selected otherwise, in order to “test” these
states and update the value function to return more accurate values.

e Exploitation: The agent chooses to move to states that it believes to be the
most profitable based on its current policy, aiming to maximize immediate

rewards.
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Figure 2.2 depicts the dilemma between exploration and exploitation. Let's
say there are two restaurants where the agent wants to choose the best place to
eat. The first is a place the agent has tested and knows is good and predicts a good
value and the second is a place it has never tested, so it predicts a zero value. If it
chooses the usual place, it knows that it will have a good experience, and a positive
reward, but if it tries the new place, the expected reward can vary. If the new place
is bad and the agent has a bad experience (negative reward), then it can update
the value closer to the reward it took. But if the experience is good (positive
reward) then it could update the value to better known for future choices that it
is a good option or even the better option. After the agent has a good knowledge
of all possible states (the two restaurants in our example) then it can move to

exploit what it knows to maximize the overall reward it receives.

GRAND |

> OPENNT”

W 7L
o

e

Figure 2.2: Choice dilemma [63]. The choice between an already known place or

something new.

Based on this logic, there must be a balance between exploration and
exploitation. Minimal exploration will cause the value function to produce
inaccurate values, while too much exploration forces the agent to sacrifice
rewards while having nothing more to learn. We will focus on the three most
common approaches, random exploration, epsilon-greedy exploration and
Boltzmann exploration. For a deeper analysis, see [16] for a complete survey

about exploration methods.
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¢ Random: The agent selects the actions randomly, with an equal probability
for all possible actions, regardless of the expected values. This means for
the entirety of the exploration the policy works based on the equation

below.

n(s) = random action from A(s)

e Epsilon-Greedy: Greedy refers to the agent that focuses on exploiting. In
an e-greedy policy, the agent has a probability o< € < 1 to select a random

action. The decision-making is shown in the equation below,

random action from A(s) ifé<e
(s) otherwise

n(s) = |
with the € as a random number between [0,1] drawn in each time step.
Based on the e the agent selects to either use the current policy or to select
an action at random. A bigger e means that the agent mainly explores while

a smaller one means mainly exploitation.

e Boltzmann exploration: It is a softmax exploration method that utilizes
action-selection probabilities. In softmax instead of the policy producing
an action base on the state for the agent to act, it produces a probability for
each possible actions in the given state. The probability for each action is
determined by ranking the value function estimates using a Boltzmann

distribution as shown below,

nm(als) = Pr{a; = als; = s} =

where Q is a table that contains the values for each state-action combo. The

temperature score T regulates exploration if it is high, or exploitation if it is low.
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Each approach has its weaknesses and benefits. Random exploration, while
widely used, it can be inefficient and wasteful. An example of this is that if you
are close to the target, and only one possible action can achieve the task, random
exploration will take a long time to find it. A benefit of random exploration is that

it guarantees that it will explore the environment more than any other method.

Epsilon-greedy can solve some of the problems of random exploration. The
main difficulty is to choose an optimal epsilon value, in order to avoid just making
a random exploration. But with an optimal value, epsilon-greedy can use both the
policy, and be random at the same time. Compared to the random, the epsilon-
greedy uses the policy, to increase the probability of making the right choice when
needed. At the same time, it explores the environment in a way that is not affected

by the policy and the value function.

Boltzmann exploration has similar difficulties with epsilon-greedy. Basically,
a big temperature score makes the exploration random, so it needs to be
optimized. It uses the softmax function and thus can be used in stochastic
policies. It can be used in deterministic enviroments, by using first a stochastic
policy for exploration and switching to a deterministic policy for exploitation. The
main disadvantage of the other two methods is that the probability of action to be
selected is based on its value. This means that unless the temperature score is too
high, all selected actions are affected by their values. This method is beneficial
when the purpose of exploration is to explore action/paths that lead to similar
rewards. As in the exploration, the agent will commonly select these paths it will

train the value function faster than an epsilon-greedy approach.

Another factor in RL algorithm is how the value function and policy are
structured. Previously we saw some simple approaches in the form of simple
argmax/softmax policies and value functions that are directly connected with the
reward received. In general, there are many ways to approach the modelling of
these functions. Goodman [17] presented three categories of RL algorithms in

three families of algorithms. The three families are the following:
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e Actor-Only (Policy-based): Methods that typically work with a
parameterised family of policies over which the optimisation procedure
can be applied directly. A parameterised policy is like a set of instructions
that can generate a wide range of continuous actions. This can benefit the
Actor-Only as it can generate a spectrum of continuous actions, but the
optimisations typically used, such as policy gradient methods, suffer from

high variance in the estimates of the gradient, leading to slow learning.

e (Critic-Only (Value-based): Methods that use temporal difference (TD)[15]
learning and have lower variance in the estimate of expected returns. In
TD learning, the value function is estimated based on the current state and
the observed immediate reward, as well as the estimated value of the next
state. A simple policy derived from critic-only methods is greedy
exploitation, where the agent chooses the action that yields the best value.
However, this requires an exploration run to find the action that leads to

the optimal value. This can be computationally expensive.

e Actor-critic: Methods that aim to combine the advantages of actor-only
and critic-only methods. While a parameterised actor has the advantage of
computing continuous actions without the need for optimisation
procedures on a value function, the advantage of the critic is that it
provides the actor with low-variance knowledge of performance. More
specifically, the critic's estimate of expected returns allows the actor to
update with gradients that have a lower variance, thereby speeding up the
learning process. The lower variance is traded for a larger bias at the
beginning of learning, when the critics' estimates are far from accurate.
Actor-critic methods tend to have good convergence properties, in contrast

to pure critic methods.

Actor-critics have shown excellent results compared to Actor-only and Critic-only

results and have increasingly been used in HAC studies [18,19].
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2.1.1

Actor-Critics

In table 2.1 we present some Actor-Critics we focus on our selection process.

The table includes the Actor-Critic2 or AC2 [20] the Trust Region Policy

Optimization or TRPO [52], the Proximal Policy Optimization Actor-Critic or
PPO AC [21] and the Soft Actor-Critic or SAC [22]. More RL algorithms can be

found in the Goodman survey including Actor-only and Critic-only methods.

Table 2.1: Actor-Critic’s

(Proximal Policy
Optimization
Actor Critic) [21]

sampling data and
optimizing a
'surrogate’ objective
function with
stochastic gradient

ascent.

Algorithm Architecture Main Benefits
AC2 [20] Policy Gradient | Manages both bias and variance in policy
Actor with Primary | gradients.
and Secondary | Secondary critic focuses on problematic
Critics states (upper 95 percentile) for stable
performance.
Concentrates training on problematic
states for variance reduction with
tolerable bias.
TRPO (Trust | Uses a trust region | Provides more stable policy updates by
Region Policy [to  limit  policy | constraining the changes in each update.
Optimization) updates and ensure | Can achieve better sample efficiency and
[52] stability. convergence than vanilla policy gradient
methods.
PPO AC Alternates between | Combines benefits of policy gradient

methods with multiple epochs of
minibatch updates.

Stable and reliable like trust region
methods, but simpler to implement (only
a few code changes required).
Competitive results compared to other

actor-critic algorithms.
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SAC (Soft Actor | Off-policy Utilizes maximum entropy reinforcement
Critic) [22] Maximum Entropy | learning to maximize expected reward
Deep RL  with | while maximizing entropy.

Stochastic Actor Off-policy updates with a stable stochastic
actor-critic formulation.

Achieves state-of-the-art performance on
continuous control tasks.

Outperforms both on-policy and oft-
policy methods (PPO, TD3, etc.).
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2.1.2 Soft Actor-Critic and SAC discrete.

Soft Actor-Critic (SAC) was introduced by Haarnoja [22] and [61] as an off-
policy maximum entropy soft actor-critic deep RL method, with a stochastic
actor. The purpose was to combine both pattern-efficient learning and stability.
In his paper [22], Haarnoja proves that SAC accomplice a convergence for policy
iteration in the maximum entropy framework. He also provides empirical results,
in comparison with previous work, that include both off-policy and on-policy
methods and show a significant improvement in both performance and sample
efficiency.

Entropy is a term that was originally used in physics to denote the lack of order
within a system. In RL [23], the definition of entropy is repurposed to describe
the unpredictability of the action that an agent takes given a policy. This means
that the more random the agent the higher the entropy and vice versa. In SAC the
purpose of the entropy is to help converge to the optimal policy and to capture

multiple modes of near-optimal behaviour.

The general formula of calculating the entropy is given in EQ 1. The negative
summary of the probability of x and the logarithm of the probability of x, also
known as the surprise of x. In RL this equation is taking place in a state level. In
Eq 2, for any given state, the entropy is calculated based on the probability of the

policy for each possible action, and the surprise of the action.

HX) = —Xxex P(0)logP(x) (1)

H(n( Isy)) = = Xaean(als)logn(als)  (2)

In SAC the entropy is used as a soft value, similar to what we explained in the
Boltzmann exploration in section 2.1. This makes the soft value to vary based on
the randomness of the agent. Based on this, when the agent is more random and
mostly explores the environment, produces a smaller soft value, allowing the
value function to train based on the environment rewards. This will make the
agent move to a more exploiting stage, where it will move in paths that produce

the best rewards but increase the entropy. This switch will mean that the agent
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will start converging to actions that produce similar rewards, and the entropy will

ensure that all actions have similar probabilities.

The SAC algorithm is divided into two steps, policy evaluation and policy
improvement. In the policy evaluation step of the soft policy iteration, the value

of the policy mt is calculated based on the maximum entropy objective in EQ 3.

Jm) = ¥T-o E(s..an~pn [r(se ap) + aH(T[(' |St))] (3)

Basically, the value is equal to the expected reward given in a state action pair and

the entropy of the policy in the same state, regulated by the temperature alpha.

The temperature alpha (a) parameter determines the relative importance of
the entropy term versus the reward, and controls how much the entropy will
affect the value of actions. In his original work, Haarnoja [22] intended for the
temperature value to be a hyperparameter tuned by the user, but since finding
the optimal value is non-trivial. In his findings, the temperature needed to be
tuned for each task. To solve this, he introduced a gradient update using Eq 4 to

update the a parameter in training, where H is the minimum expected entropy.

J(@) = Eqpop [—alogme(acls,) — aH] (4)

For a fixed policy, the soft Q-value is computed starting from an arbitrary
function Q: SxX A —» R and repeatedly applying a modified Bellman backup
operator T™ given by Eq 5.

T™Q(sy ar) =7(spar) + YEs  .~p [V(st+1)] (5)

Here, the Bellman of a Q-value of an action a; in the state s; is defined by the
acquired and the discounted expected soft state value of the next state s;,,. The

soft state value function is Eq 6. This function calculates the value of a given state
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s, based on the expected Q values of that state and the entropy of the actions in

that state.
V(s = Eat~n[Q(str a;) — alogm(as|sy) | (6)

We can obtain the soft value function for any policy by repeatedly applying T"as

formalized in Lemma 1.

Lemma 1 (Soft policy evaluation). Consider the soft Bellman policy operator T™
in Equation 2 and a mapping Q,: S X A - R with |A| < o, and define Q;,; =

T™ Q. Then the sequence Q,, converges to the soft Q-valueof rask —» .

In the policy improvement step, SAC updates the policy towards the
exponential of the new Q-function. This choice of updates results in an improved
policy in terms of its soft value. To make the policies more tractable, an additional
restriction on the set of policies II is used. For example, this can correspond to a
parameterized family of distributions such as Gaussians. To account for the
constraint that = € II , the set of policies is projected using the Kullback-Leibler
divergence (Dg;). In other words, in the policy improvement step, for each state,
the policy is updated according to Eq 6, which is defined by the Dy of the policies
in a given state and the Q-value of the state for all possible actions, and Z(s;), a
partition function normalizing the distribution, which is generally intractable but
does not contribute to the gradient with respect to the new policy and can

therefore be ignored. The formalized result is given in Lemma 2.

exp(;Q™old (s;,")

Tnew = argMin Dy, ('C IOl —37 75— ()

The full soft policy interaction algorithm alternates between soft policy evaluation
and soft policy improvement steps, and will probably converge to the optimal

maximum entropy policy among the policies in IT (Theorem 1).
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Lemma 2 (Soft policy improvement). Let n,,; € Il and let m,,,,be the optimiser
of the minimisation problem defined in Equation 4. ThenQ7ou (s;, a;) =

Q™new(s,, a,) forall (s;, a;) € S x A with |4] < oo.

Theorem 1 (Soft Policy Iteration). Repeated application of soft policy evaluation

and soft policy improvement from any = € II converges to a policy 7* such that

Q™ (s¢, a;) = Q™(sy, a,) forallm € 1T and (s;, a,) € S x A, assuming |A| < oo.

In a sizeable continuous domain, it is necessary to derive a practical
approximation to soft policy iteration. For this reason, SAC uses a function
approximator for both the Q-function and the policy, and instead of running
evaluation and improvement to convergence, it alternates between optimizing
both networks with stochastic gradient descent. Based on this, SAC uses a

parameterised state value V;,(s;), a soft Q-function Qg(s;, a,) and a trackable

policy 7, (s;|a;). The parameters of these networks are y, 6 and ¢.

The state value function approximates the soft value because it is related to
the Q-function and the policy according to Eq 6. There is no need for a separate
function approximator for the state value, but in practice, including a separate
function approximator for the soft value can stabilize the training and is
convenient to train simultaneously with other networks. The soft-value function

is trained to minimize the residual squared error as shown in Eq 8.

Joap = Espople (Vy(5) = Eayr, [Q0(st,0) — alogmy(aclsd?]  (8)

This means that the error is defined by the difference between the soft value
of the given state s; and the expected value of the Q-functions for s, with the
action taken a;,and the entropy in the policy in s;. D represents the distribution
of previously sampled states and actions, or a replay buffer. Its gradient can be
estimated with an unbiased estimator as in Eq 9, where the actions are sampled

according to the current policy instead of the replay buffer.
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’V\yl)]V(l/)) = VyVy (se) (Vy(se) — Qo(s ap) + alogmy,(alse)) (9)

The soft Q-function parameters can be trained to minimize the soft Bellman
residual as shown in Eq 10, where the error is determined by the expected

difference between the value of the Q-function in state s,, for action a,, and the

soft Bellman residual § as shown in Eq 11.
Jo(8) = E(sap-nl3 Qo (st a0) — Qs a))?]  (10)
Q(str a;) =r(syan) + YEs 1~ [VJ; (St+1)] (11)

’V\BJQ (0) = VoQo(st,ar)(Qo(st, ar) — r(st, ar) + yVg(ses1)) (12)

The Q is calculated based on the reward given in the state s, for action a; and
the discounted expected soft value of the next state s;,;. The gamma discount
factor y is a hyperparameter set by the designer, with a value between 0 and 1.
The soft value function can be optimised with stochastic gradients as shown in Eq
12. This update uses the target value network V,,, where 1) can be an exponential
moving average of the value network weights, which has been shown to stabilise
training. As an alternative, the value function weights can be periodically updated
to match the current value function weights. Finally, the policy parameters can
be learned by directly minimising the expected KL-divergence, as shown earlier in
Eq 7. The error is defined as shown in Eq 13 by the D, of the policy for all possible
actions in state s;, and again by the Q-function value in state s, for all possible
actions in this state and the partition function Zg. Since in this case the Q-function
is represented by a neural network, a typical solution for policy gradient methods
such as the ratio gradient estimator [24] would not work, so a re-

parameterisation trick is used that results in a lower variance estimator. To do
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this, the policy is re-parameterized using a neural network transformation as

shown in eq 14.

eXP(Qe(St;')))]
Zg(st)

J=(p) = Es,-p [Dir (7' C: [se)] (13)

ar = fp(€eSe) (14)

The €, is an input noise vector sampled from a fixed distribution, such as a

spherical Gaussian. The is implicitly defined in terms of f,, and it is noted that

the partition function is independent of ¢ and can be omitted. The new equation

is eq 15.

J=(@) = Est~D,6t~N[alog7T(p(f<p(Et;St)lst) — Qo (st fo(€550))] (15)

The approximation of the gradient of this is in eq 16. Here the a; is evaluated at
fo(er: s¢). This unbiased gradient estimator extends the DDPG-style policy

gradient [25] to any tractable stochastic policy.

v(p]n’(¢) = v(p IOg T[(p (atlst)

+( Vg, logm, (atlse) — Ve, Qo (St at))vqofqo (€45 5¢) (16)

SAC also uses two Q-functions to mitigate the positive bias in the policy
improvement trick, which is known to degrade the performance of value-based
methods. The two Q-functions are parameterized with 6; and trained
independently to optimize the J,(6;). During the value gradient Eq 9 and the
policy gradient Eq 16, the minimum value of the two networks is used. This
method was proposed by Fujimoto et al [26]. The final complete algorithm is

described in Figure 2.3.
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Algorithm Soft Actor-Critic
Initialize parameter vectors 1, ¥, 6, ¢.
for each iteration do
for each environment step do
ap ~ ’/T(,")(at. |S()
Si41 ™~ P(St+1|5t~at)
D <+ DU{(st,as, r(st,a¢),8t+1) }
end for
for each gradient step do
W — P — )\\«"ﬁdr i \/(l’,f_r)
0; + 0; — AoV, Jo(0;) fori € {1,2}
(’7 — ﬁb - /\W@O]ﬂ'(o)
YT+ (1 —71)
end for
end for

Figure 2.3 Representation of the Soft Actor-Critic algorithm

In his work, Christodoulou [27] introduces some changes to make SAC work

in a discrete action setting. In a discrete action space, the m,(a.|s;) now outputs
a probability instead of a density. Therefore, the tree objective functions J,(6),

J=(®), J(a) still apply, but there are five important changes to the process of

optimizing these objective functions.

Instead of giving the Q-function the action as input and output its Q-value, it
is simpler to output the Q-values for all possible actions at once, which means
that the Q-functions change from Q: S XA — R toQ: S — R!4l.In a continuous
setting, this is not possible, as there are infinitely many possible actions we could

take.

For the same reason, the policy no longer needs to output the mean and
covariance of our action distribution, instead it can output the action distribution
directly. The policy therefore changes from n: S — R, |A| to m: S — [0,1] |A|,
where the network has a softmax function in the last layer of the policy to ensure

that it outputs a valid probability distribution.

The soft value function in the continuous setting involved taking an
expectation over the action distribution, while in the discrete setting this is not
necessary as we can recover the full action distribution. This means that the soft

value functions, as shown in Eq 17, include the output vector of the policy.
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V(s == m(s)T[Q(se) — alog (mp ()] (17)

Similarly, the temperature loss equation has been modified to also reduce the
variance. The new temperature objective is now as shown in Eq 18, where we

again include the output vector of the policy.

J(@) = m(s)"[~a(log(my(s)) + D] (18)

The final change is to the objective of the policy, as shown earlier it required
a re-parameterization trick to allow gradients to pass through the expectation
operator. Now that the policy outputs the exact action distribution, it is possible
to compute the expectation directly. The new objective for the policy is shown in
Eq 19, where the expected value of the policy output vector is the difference

between the regulated entropy in state st and the Q-functions value fors;.

Ja(9) = Egp[m(s)T[alog (m,(s)) = Qe(s)]]  (19)

After the changes applied by Christodoulou [27] the new discrete Soft Actor Critic

algorithm is described in Figure 2.4

Algorithm Soft Actor-Critic with Discrete Actions (SAC-Discrete)

Initialise Qg, : S — R4, Qq, : S = R4 7, : 5 — [0,1]14 > Initialise local networks
Initialise Qp, : S — RIAl Qg, : S — R4l > Initialise target networks
01+ 01,05 < 065 > Equalise target and local network weights
D« 0 > Initialize an empty replay buffer

for each iteration do
for each environment step do

ay ~ y(ar|st) > Sample action from the policy
St+1 ~ P(Si+1]se, ar) > Sample transition from the environment
D < DU {(st,as,7(8t,a¢), 5t41)} > Store the transition in the replay buffer
for each gradient step do
0; < 0; — \oVy,J(0;) fori € {1,2} > Update the Q-function parameters
6 — ¢ — AV Jr(0) > Update policy weights
a+—a—-AV,J(a) > Update temperature
Qi+ 71Q; + (1 —7)Q; fori € {1,2} > Update target network weights
Output 0, 62, ¢ > Optimized parameters

Figure 2.4 Representation of the discrete Soft Actor-Critic algorithm
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2.2 HAC and co-learning

In a HAC environment, a human and a reinforcement learning (RL) agent
work together to complete a common task. Each one acts differently in many
ways, from the difficulty to be completed, the learning curve required of the
human and agent, and the way the human and agent interact. Semeraro
summarised some categories of HAC [28], in the context of an industrial setting
and the use of cobots. The three categories are separated based on the role of the
human and the agent in the task they have to perform. The three categories are

object transfer, collaborative assembly and collaborative manufacturing.

e Object handover: the robot's role in the interaction is to provide the human
with objects to complete the task, the focus is more on a specific part of the
interaction without considering the overall complex task. In this case, it is
important for the robot to understand the user's intentions and
expectations when receiving the object.

e Collaborative Assembly: Humans and robots are tasked with assembling a
complex object through sequential sub-processes. The human and the
robot interact on the same task, in the same workspace and at the same
time.

e Collaborative manufacturing: the robot makes a permanent physical
change to an object in collaboration with the human as part of a

manufacturing process.

These categories summarize some ways where humans can collaborate with
RL agents in their daily lives. In co-learning, humans and agents need to learn to
work as a team in order to maximise their performance. As shown in Figure 2.5,
in a co-learning process, both sides need to self-learn and reflect based on the
advice and feedback they receive from the collaboration. In the case of the agent,
these steps have a form of reward from the environment and training processes,
illustrated more in section 2.1. In contrast, a human adapts based on his previous

experiences and his personality.
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ies Failure capabilitie Failure

Human-Perceived Al Success & Failure | | Al-Perceived Human Success & Failure I

Figure 2.5: The two perceptions of humans and Al in HAC [64].

In the quest to create an environment that can be used to monitor and
evaluate human-agent collaborations, non-trivial and only solvable collaboration
platforms have been proposed and used in research [29], [30] and [31]. These
platforms, both robotic and virtual, provide an excellent way to evaluate co-
learning methods, but can also provide insight into human behaviour during
collaboration.

In Shafti et al. environment [29], the goal is to move a ball from a corner to a
target by tilting a platform, as visualised in Figure 2.6. The human controls one
axis and the robot controls the other, and the platform contains a series of
obstacles that the human and robot must work together to overcome. Similarly,
Tsitos et al. [30] uses a robotic arm to create an environment in which a human
and an agent must cross certain paths to reach the goal [30], as shown in Figure
2.7. In his work, he used a number of subjective measures in addition to the
objective measure. Using subjective measures, he was able to show how the
experience of participants was improved in many aspects of the collaboration
using transfer learning.

Lygerakis [31] created a virtual simulation of [29] that was used to evaluate
different training approaches. Differences between Shaftis and Lygerakis

environments are shown in Table 2.2
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Optical tracking
of human tray orientation

Axis controlled
by Agent

' \ Obstacl
~~iﬁ/ stacles

Axis controlled
by Humane”__ ! Goal

Optically
/“\“/ tracked ball

UR10 Robot
' \Controls the tray

Figure 2.6: Human-Robot co-learning setup [29]: A ball and maze game is designed to
require two players for success; one player per rotation axis of the tray. One axis is

teleoperated by a human player, and the other axis by a deep RL agent. The game can

only be solved through collaboration.

Visual feedbk

of controlled
- point

Figure 2.7: Human-Robot Collaboration setup [30]. The robot’s movements are

onstrained within a 20cm x 20cm area - a schematic representation of the area is
presented in the upper left corner of the figure. The EE is placed in one of the four
starting (‘S’) positions and the HR team has to bring the EE in the centre (green area)
of the square. A laser pointer attached to the EE of the robot provides to the human
visual feedback about the position of the EE that is controlled.
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Table 2.2 Shaftis and Lygerakis environment settings and game settings.

Enviroment Shafti et al [29] Lygeraki et al [31]
Platform Real-world, with a Universal Robots | 3D Virtual world, using Unity
UR10 as the robot manipulator version 2020.3.13f1
Tray 50 cm X 50 cm 10 x 10 Unity units
Ball size 6 cm 1 Unity unit
Opening between | 9 cm 1.4 Unity unit
obstacles
Target Hole 5cm 1 Unity unit
Method of control | Smaller tray with optical markers | Keyboard
using a motion capture system
consisting of Optitrack flex 13
cameras
Action space Continuous Discrete

Balls starting [ 3 corners above the obstacles |3 corners above the obstacles
point (rotating in each trial) (random in each trial)
Control frames 200 200

Size of control | 200ms 200ms

frame

Size of a trial 40s 40s

Replay buffer 1000 1000000

Reward 10 on goal, -1 every other state 10 on goal,-1 every other state
Score 200 minus 1 point for each control [ 200 minus 1 point for each

frame, if goal not reach the score

reaches zero

control frame, if goal not

reach the score reaches zero
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2.3 Transfer learning

Transfer learning (TL) [15] occurs when an existing model/policy is used to
solve a new challenge or problem. In RL, transfer learning involves capturing
knowledge gained from interacting with the environment to complete a task and
using that knowledge to improve learning and performance in another related
task. In HAC, and specifically in co-learning, the agent has to both learn the task
and learn to work efficiently with the human collaborator. TL can be used to
increase the efficiency and performance of the team’s learning process. However,
the use of TL must happen without creating a negative transfer.

Negative transfer occurs when transfer learning can make later problems
more difficult to solve. A TL method could help the agent to learn its part of the
task. However, this step should not discourage the agent from learning to
cooperate with a human more efficiently.

TL can take many forms and each can have different effects in the training and
co-learning process. Zhungadi et al. [33] gave an overview of different approaches
to TL research . He categorised approaches to TL based on the information that

each method provides in transfer:

e Reward Shaping (RS): This technique uses external knowledge, obtained
from a domain expert or other sources, and is used to influence the reward
provided by the environment to encourage desirable behaviour and
discourage undesirable actions, with the aim of guiding the agent's policy

learning (e.g. [53, 54]).

e Learning from Demonstration (LfD): This technique involves the transfer
of knowledge in the form of demonstrations provided by a human expert,
a previously learned expert policy, or even a suboptimal policy. The agent

can observe this demonstration and imitate the behaviour demonstrated

(e.g. [55])
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Policy Transfer (PT): In this approach, the external knowledge takes the
form of pre-trained policies from one or more source domains. These
policies represent a mapping from state to action and embody the agent's
decision-making process. By transferring policies learned in related tasks,
the agent can benefit from the knowledge gained and apply it to the target
task .

Inter-Task Mapping (ITM): This approach uses mapping functions
between the source and target environments to support knowledge
transfer. These mapping functions provide a way to align the
representations or properties of the data between the two environments,

thereby facilitating knowledge transfer (e.g. [56]).

Representation Transfer (RT): Knowledge is transferred in the form of
feature representations learned during the training process. Feature
representations play a crucial role in capturing relevant patterns and
information from the input data. By transferring representations learned
in a source domain to a target domain, the agent can benefit from shared

knowledge that may be useful for the target task.

Zhungadi et al [33] also provided 6 questions that someone needs to consider

before choosing a transfer learning method for their study. The questions are

o koW

What knowledge is being transferred?

Which RL frameworks are compatible with the transfer learning
approach?

What is the difference between the source and target domains?

What information is available in the target domain?

How pattern-efficient is the transfer learning approach?

What are the goals of transfer learning?

39



2.3.1 Deep Q from Demonstration

Deep Q from Demonstration (DQfD) [34] was introduced with the aim of
using the data already collected in existing systems. More specifically, Hester
targeted systems that do not have an accurate simulation, but have already been
used by human operators. In these cases, data is collected from the human
operator to provide demonstrations for RL training. The aim was to create a
methodology that learns as much as possible from the demonstration before
running in the real system. This method is divided into two parts, the pre-training
phase and the interaction with the environment.

In the pre-training phase, the agent samples mini-batches from the
demonstration data and updates the network by applying four losses, a one-step
double Q-learning loss, an n-step double Q-learning loss, a supervised large
margin classification loss, and an L2 regularisation loss. The supervised loss is
used to aid pre-training, as the demonstration data covers a narrow part of the
state space and does not represent all possible actions, many state actions have
no data to give them realistic values. If the model were pre-trained using only Q-
learning, the network would update towards the maximum value of the next state
and the network would propagate the highest of these unfounded values
throughout the Q-function.

The authors add a large margin classification loss based on Eq 20, where ag
is the action taken by the expert demonstrator in state s andi(ag, a) is a margin
function that is 0 if a = az and positive otherwise. The aim was to force the
values of the other actions to be at least one margin lower than the values of the
demonstrator's action. Adding this loss grounds the values of the unseen actions
to reasonable values and makes the greedy policy induced by the value function
imitate the demonstrator. By adding only this supervised loss, the algorithm in
pre-training will have nothing to prevent the values between successive states and
the Q-network will not satisfy the Bellman equation. This is essential to improve

the policy on-line with temporal difference (TD) learning.

Je(@) = max[Q(s,@) + (ag, )] — Q(s,0)  (20)
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In order to propagate the values of the expert trajectory to all earlier states, an n-
step return (with n=10) has been added, which leads to better training. The n-

step return is in Eq 21.

T+ Yrepr + o+ ¥V o1 + maxgy"Q(Spen,a) - (21)

The authors also added a L2 regression loss applied to the weights and biases
of the network to prevent it from overfitting on the relatively small demonstration
dataset. The total loss used to update the network is a combination of all four

losses Eq 22. The A parameters control the weighting between the losses.

J(Q) =Jpo(Q) + 21/, (Q) + 2/ (Q) + A3/12(Q) (22)

After the pre-training phase, the agent begins to interact with the
environment and collect self-generated data. All data is collected in a replay
buffer (D"¢P'%), which contains both self-generated and demonstrated data.
When the replay buffer is full, the agent overwrites older self-generated data. The
agent never overwrites demonstration data. For proportionally prioritized
sampling, various small positive constants, e, and e, are added to the priorities
of the agent and demonstration transitions to control the relative sampling of
demonstration data versus agent data. All losses are applied to the demonstration
data in both phases, while the supervised loss is not applied to self-generated data

(2 = 0). The final algorithm is Figure 2.8.
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Algorithm 1 Deep Q-learning from Demonstrations.

1: Inputs: Drerlav. initialized with demonstration data set,
6: weights for initial behavior network (random), 6’:
weights for target network (random), 7: frequency at
which to update target net, k£: number of pre-training
gradient updates

2: forstepst € {1,2,...k} do
Sample a mini-batch of n transitions from D" P!V
with prioritization
Calculate loss .J(Q) using target network
Perform a gradient descent step to update ¢
if t mod 7 = 0 then ¢’ < 0 end if

end for

forstepst € {1,2,...} do
Sample action from behavior policy a ~ m<@¢
Play action a and observe (s, 7).

Store (s,a,r,s’) into D P! overwriting oldest
self-generated transition if over capacity

Sample a mini-batch of n transitions from Drerlay
with prioritization

13:  Calculate loss J(Q) using target network

14:  Perform a gradient descent step to update ¢

15:  ift mod 7 = 0 then #’ + 6 end if

16: s«

17: end for

._._
TeYRIIdkR W

N

Figure 2.8 Representation of the Q-learning from Demostration algorithm.
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2.4 Subjective measures

In the context of a co-learning task, the experience and the behaviour of
human participants is affected not only by the “objective performance” of the
agent, but also by their personal beliefs and perceptions towards the Al agent.
The latter is captured through the use of subjective measures.

Subjective measures refer to evaluations based on personal opinions,
perceptions or individual experiences. They aim to capture aspects that are
difficult to measure objectively, such as emotions, attitudes, preferences,
satisfaction, or quality of experience. Many studies have presented subjective
measures to evaluate better the experience of the human. Works in conversation
agents [35], dialogue systems [36] and explainable Ai [37] are some examples of
focus for using subjective measures. In each study, the subjective measures are
altered to better reflect the objective in which humans and agents collaborate.
Riedelbauch et al [38], in their work presented many of the questionnaires that
have derived from studies in subjective measures. They also categorized these
questionnaires based on the focused subject. Our focus is on the validation of
human-agent teaming fluency, so we focused on the proposed questionnaire by
Hoffman. Riedelbauch also presents what human factors and teamwork aspects
each questionnaire covers.

Hoffman [39], in his work about evaluating fluency in HRC, presented a
complete questionnaire to evaluate seven different aspects of collaboration.
These measures were gathered from existing works and his proposed additions
to the fluency scale. The measures are:

e Human-Robot Fluency

¢ Robot Relative Contribution

e Trustin Robot

e Positive Teammate Traits

e Improvement

¢ Working Alliance for human-robot teams

e Individual measures

The questions for each category are shown in Figure 2.9
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1 Human-Robot Fluency a=0.801
* “The human-robot team worked fluently together.”
* “The human-robot team'’s fluency improved over time.”*

* “The robot contributed to the fluency of the interaction.”

2 Robot Relative Contribution a=0.785

* “I had to carry the weight to make the human-robot team better.” (R)
 “The robot contributed equally to the team performance.”

* “I was the most important team member on the team.”(R)

* “The robot was the most important team member on the team.”

3 Trust in Robot a=0.772
¢ “I trusted the robot to do the right thing at the right time.”

* “The robot was trustworthy.”

4 Positive Teammate Traits a=0.827
* “The robot was intelligent.”

“The robot was trustworthy.”

“The robot was committed to the task.”

Improvement* a=0.793

“The human-robot team improved over time”
“The human-robot team'’s fluency improved over time.”

e o o1 o o

“The robot’s performance improved over time.”

* only applicable for a learning or adaptation scenario

6 Working Alliance for H-R Teams a=0.843
Bond sub scale (a=0.808)

* “I feel uncomfortable with the robot.” (reverse scale)

* “The robot and I understand each other.”

¢ “I believe the robot likes me.”

* “The robot and I respect each other.”

* “I'am confident in the robot’s ability to help me.”

* “I feel that the robot appreciates me.”

* “The robot and I trust each other.”

Goal sub scale (a=0.794)

* “The robot perceives accurately what my goals are.”

* “The robot does not understand what I am trying to accomplish.”(R)
* “The robot and I are working towards mutually agreed upon goals.”
Additional

* “ I find what I am doing with the robot confusing.” (R)

7 Individual Measures

* “The robot’s had an important contribution to the success of the
team.”

¢ “The robot was committed to the success of the team.”

¢ “] was committed to the success of the team.”

* “The robot was cooperative.”

Figure 2.9 Hoffman’s [39] proposed subjective measures.

In each study the questionnaire changes to fit the objective. Paliga [32] used

some of these measures in her work about evaluating the relationship between

human-robot interaction fluency with job performance and job satisfaction.

Similarly, Yang et al [57] used some measures to evaluate a classification in a

handover task. Tsitos used six of these measures, excluding the individual

measure, in order to evaluate the difference in experience by using a transfer

learning methodology to enhance the performance of a human-robot team.
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2.5 Personality

In HAC the personality and personal views of the humans play a big role to
their approach to collaboration. This also affects how each human answers the
subjective measure.

In [40, 42], the Big Five personality trait questionnaire is presented to better
understand the experience of the human in HAC. Furthermore, in [41] the arthors
used a custom scale to capture personality traits for the same purpose. The use of
a custom questionnaire provides a better optimization to the objective of the
study. While this is true, using a well-established scale like the big five that has
decades of studies guarantees a better validity to the results. In addition to this,
Schepman [43] presented in his work a scale about attitudes toward Al. He also
presented results about the correlation with the Big Five personality traits. This
scale can provide a view of the attitude in which the human approaches a
collaboration with an agent. In addition to these, we will review the use of the

personal view questionnaire about personal human values.

2.5.1 Big Five

In order to capture some aspects of the participant's personality, we focus on
the Big Five personality trait questionnaire [58]. Also known as the Five Factor
Model (FFM) or the OCEAN model, the Big Five is a widely used psychological
framework for assessing personality traits. It is based on the idea that personality
can be described and categorised into five basic dimensions. Each dimension
represents a broad human trait and is measured on a continuum from low to high

levels of the trait. These five dimensions are

e Openness to Experience (sometimes referred to as Intellect/Imagination):
This dimension reflects a person's inclination towards new experiences,
imagination, and intellectual curiosity. Individuals with increased
openness tend to be creative, adventurous, and open-minded, while those

decresed openness are often more conventional and prefer routine.
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Conscientiousness: This dimension refers to a person's level of
organization, responsibility, and self-discipline. Highly conscientious
individuals are typically diligent, dependable, and detail-oriented,
whereas those low levels of conscientiousness may be more spontaneous

and less focused on following rules.

Extraversion: This dimension captures the extent to which a person seeks
social interaction and stimulation. Extraverts are typically outgoing,
energetic, and sociable, whereas introverts tend to be more reserved and

prefer solitude or smaller social settings.

Agreeableness: This dimension reflects an individual's tendency to be
cooperative, compassionate, and considerate towards others. Highly
agreeable individuals are often empathetic, kind, and willing to
compromise, while those low levels of agreeableness may be more

competitive and sceptical of others' motives.

Neuroticism (sometimes referred to as Emotional Stability): This
dimension measures a person's emotional stability and resilience to stress.
High levels of neuroticism are associated with anxiety, mood swings, and
a higher susceptibility to negative emotions. Conversely, individuals low
levels of neuroticism tend to be emotionally stable, calm, and less reactive

to stressful situations
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The Big Five personality questionnaire is the result of decades of research by

several psychologists. There are many versions of the questionnaire, varying

greatly in the number of items and the wording of these items. We focus on the

version of Goldberg et al [44] which was translated by Tsaousi et al [45]. This

version contains 50 items, 10 for each dimension. All the items, categorised in

each dimension, are shown in Table 2.3.

Table 2.3 Big Five Questions Categorized on the personality traits

Greek English Pos/Neg
Openness to Experience

"Exw éva mAoo10 AeE§IAoy10. Have a rich vocabulary Pos
Avokolevouat va katavorjow | Have difficulty understanding abstract | Neg
a@pnpnueveg 16eec. ideas

"Exw {onpn (dovtavn) @avtaoia. Have a vivid imagination. Pos
Aev eviiagepopanr yia agnpnuéveg | Am not interested in abstract ideas Neg
10¢ec.

"Exw e§apetikeg 18eeg. Have excellent ideas Pos
Agv £y KAAT| pavtaoia. Do not have a good imagination Neg
Eipan ypnyopog/n 01O va | Am quick to understand things Pos
Kataiafaive mpayuata.

Xpnoipomolw dvokoleg AeEerg. Use difficult words Pos
A@iepovo xpovo ya va aflodoyem ta | Spend time reflecting on things Pos
mpaypata (71ov Kavw).

Eipat yepdarog/n 16éeg. Am full of ideas Pos
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Conscientiousness

Eipal mavtote mpoetolnacpuévog Am always prepared Pos
A@rve Ta TpaypaTd pHov oAdyvpa. Leave my belongings around Neg
Aive TTpOCOoYT) OTIG AETTTOUEPELEG Pay attention to details Pos
Ta kAve Ave KAT® Make a mess of things Neg
Kavo tig «ayyapeieg» aueowg. Get chores done right away Pos
Suyva &exvo va Baldw ta mpayuata | Often forget to put things back in their | Neg
TOW 0T OWOoTH Tovg Oeor. proper place
Mov apéeoel n taén. Like order Pos
Amo@etym autd mov mpemnel va kave | Shirk my duties Neg
(Ta kaBrxovta pov).
AxoArovBm eva mpoypapa. Follow a schedule Pos
Eipat akpipng otn SovAeia pov. Am exacting in my work Pos
Extraversion
Eipou n {wn) oe eva maprt. Am the life of the party. Pos
Aev HA® TTOAD. Don't talk a lot Neg
AwoBavopan aveta otav Ppiokouat | Feel comfortable around people Pos
avapeoa oe avlpmIoug.
[TpoTIU® VA HEV® OTO TTAPACKI VIO Keep in the background Neg
Apyidw ovntoelg. Start conversations Pos
"Exw eAd10ta Tpaypata va mw. Have little to say Neg
Mo pe moAovg Sagopetikovg | Talk to a lot of different people at | Pos

avBpwovg oTa TAPTL

parties.
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Aev pov apéoet va mpooeAkVw v | Don't like to draw attention to myself Neg
JIPOCOYT] TTAV® LOV.
Aev pe evoyAel va eipat 1o emikevipo | Don't mind being the centre of attention | Pos
NG TPOCOXNG.
Eipat novyog/n otav Ppiokopar | Am quiet around strangers Neg
avapeoa oe EEVoLG.

Agreeableness
AwoBavopan pikpod  evoagepov ywa | Feel little concern for others Neg
TOVG AAAOUC.
EvSiagépopan yia tovg avbpmiovg. Am interested in people Pos
[TpooBar\w Toug AAovg. Insult people Neg
Suunmdoyw pe ta ovvaoBnuata twv | Sympathize with others' feelings Pos
AA®V.
Aev evBagpépopar yia ta pofAnuata | Am not interested in other people's | Neg
TV AAWV. problems
"Exo poiakr) kapdid. Have a soft heart Pos
Aev evBagpepoual mpaypatikd ywa | Am not really interested in others Neg
TOoUVg AAAOVG AVOpLITOLG.
Bpiokw xpovo yia toug AAAOLG. Take time out for others Pos
AwoBavopar ta ovvawoOnuata twv | Feel others' emotions Pos
ANwV.
Kavw TOoUg avBpwmovg va | Make people feel at ease Pos

awoOavovtal dveta.
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Neuroticism

Ayywvopat evkoAa. Get stressed out easily Neg
Eipan yahapog/n tig meproootepeg | Am relaxed most of the time Pos
(POPEC.

Avnouvxm ya Stagopa mpaypata. Worry about things Neg
Iavia voiwBw pedayyoAia. Seldom feel blue Pos
EvoyAovpat eVkoAa. Am easily disturbed Neg
Avaotatmvoual ebKoAa. Get upset easily Neg
H 81abeom pov adradel Srapkacg. Change my mood a lot Neg
'Exw ovyveg evallayeg omn 61abeor) | Have frequent mood swings Neg
pov.

Exvevpilopar evkoAa. Get irritated easily Neg
Suyva aobavopan HeEAAYXOAIKA. Often feel blue Neg
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2.5.2 Perception of Al

In his study, Schepman [43] built a tool to capture the general attitude

towards AI, and created 3 questionnaires.

e The first was divided into two parts with general questions about the
characteristics of Al, one with positive questions like "There are many
beneficial applications in artificial intelligence" and the second with
negative questions like "The rise of artificial intelligence poses a threat to
people's job security". This questionnaire has a total of 32 questions.

e The second asked 42 questions about participants' comfort with AI
applications, such as "Translating speech into different languages in real
time" and "Helping a police force predict the risk of reoffending when
making bail decisions".

e The third contained the same questions as the second part, but on a
different scale about the capabilities of specific Al applications compared

to humans.

From the first questionnaire, 20 items remained after removing 7 because of
high correlation with other questions and 5 because of exploratory factor analysis
on Jamovi[65]. This questionnaire has 12 positive and 8 negative questions. We

refer to this questionnaire as Al Attitude Scale and all questions are in Table 2.4.

In this paper, Schepman validates the effectiveness of using this questionnaire
to capture general attitudes towards Al by cross-validating it with the second and
third questionnaires, which are more application-specific, using a sample size of
100. To demonstrate the use of the final 20-item questionnaire, Schepman
published a second paper in which they showed whether psychological factors
could correlate with general attitudes toward Al [46]. He had a sample size of 300

and used the Big Five personality traits to extract personal characteristics.
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Table 2.4 Al Attitude scale questions.

Greek English Pos/Neg

Oa mpotipovoa va alMnAemdpm e éva | For routine transactions, I would | Pos

ovotnua TN mapd pe eévav avBpwso ywa | rather interact with an artificially

TIg CLVOAAYEG TNG kKaBnuepvng (wng. | intelligent system than with a human.

H TN pmopet va mpoogepel veeg | Artificial Intelligence can provide new | Pos

O1KOVOLIKEG EVKAIPIEG Y1 TN XWPA HOVL. | economic  opportunities for this
country.

Opyaviopoti xpnowomowovv v TN pe | Organisations use Artificial | Neg

avn oo tporo. Intelligence unethically.

Ta ovomuata TN pmopolv va | Artificially intelligent systems can | Pos

BonOnoovv 1toug avBpwmovg va | help people feel happier.

atoBavovtal o VTUYIoUEVOL.

Eipal evtvmwowaopévog amd to T | I am impressed by what Artificial | Pos

umopei va kavelr n TN. Intelligence can do.

Nopidw 0Tt ta cvotrpata TN kavovv | I think artificially intelligent systems | Neg

TTOAA A0 make many errors.

EvSagpeépopan va xpnowosmoww | I am interested in using artificially | Pos

ovotnuata TN otnv kaBnuepwvr pov | intelligent systems in my daily life.

Cony.

Oewpm 0Tt 1 TN eivan kakOBovAn. I find Artificial Intelligence sinister. Neg

H TN pmopel va tapet tov €éleyyo amo | Artificial Intelligence might take | Neg

TOoVG AvOpP®ITOLC. control of people.

Nopidw o0t n TN eivar emkivSuvn. I think Artificial Intelligence is | Neg

dangerous.
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H TN pumopet va é&yxet 0Oetikég | Artificial Intelligence can have | Pos
emevepyeleg otV eunuepia twv | positive  impacts on  people’s
avlpomwv. wellbeing.

H TN eivat ouvapmaotikr). Artificial Intelligence is exciting. Pos
Oa oag TNuovv evyvopwv  av [ An artificially intelligent agent would | Pos
pmopovoate va emAé€ete Zvu@wvw | be better than an employee in many
aoAvTa. routine jobs.

Ye moMeég epyacieg povtivag éva | There are many beneficial | Pos
ovomua TN Ba ftav kaAUtepo amod | applications of Artificial Intelligence.

evav avOpwrro.

Avatpynalw amd  Svogopia  otav | I shiver with discomfort when I think | Neg
OKEPTOUAL TIC HeANOVTIKEG Xpnoelg TG [ about future wuses of Artificial

TN. Intelligence.

Ta ovomuata TN upmopovv  va | Artificially intelligent systems can | Pos
amodmoovv  kKaAUtepa  amd  Toug | perform better than humans.

avOpwmoug.

Meyddo pepog g kowvwviag 6Oa | Much of society will benefit from a | Pos
enw@eAnBel amd éva peMov yeparo | future full of Artificial Intelligence

TN.

Oa 1nbeda va xpnoomnomow TN ot [I would like to use Artificial | Pos
O1kn pov SovAera. Intelligence in my own job.

AvBpwmol oav kot peva Ba vrtopepovv | People like me will suffer if Artificial | Neg
av n TN ypnowomoweitar 60Ao kat | Intelligence is used more and more.
EPLOCOTEPO.

H TN ypnowomoweitan vy v | Artificial Intelligence is used to spy on | Neg

KATAOKOTEIA TV avOpomwv.

people
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2.5.3 PVQ 21

Shalom H. Schwartz is a social psychologist, cross-cultural researcher, and
creator of the theory of basic human values. In his work, Schwartz identified ten
basic human values, each distinguished by its underlying motivation or goal. To
measure these values, he constructed the Schwartz Value Survey (SVS) [47],
which has been used in studies in over 65 countries and contains 56 items, and
later introduced the Portrait Values Questionnaire PVQ [48] as a simpler version
of the SVS to make it more understandable. There are several versions of the PVQ
that have been developed over time to meet different research needs. One of the
most commonly used versions is the PVQ-21, which contains 21 items, while other
versions include the PVQ-40 and PVQ-57.

All versions measure the ten basic human values introduced by Schwartz and
the main difference is the number of questions used to measure each value. For
our purposes, we focus on the PVQ-21 [49] because of its smaller size, so that our
participants would not get tired of the questionnaire and lose focus. While the
PVQ-40 and PVQ-57 can provide a more comprehensive assessment of the
values, the PVQ-21 has been shown to provide reliable results and is sufficient for
our work.

The ten basic human values identified by Schwartz represent different
motivational goals and aspirations. Here are the ten values with a brief
explanation of each one

e Self-Direction: This value emphasizes independent thought, creativity,
and autonomy. Individuals who prioritize self-direction value their
freedom of choice, enjoy exploring new ideas, and strive for personal
growth.

e Stimulation: This value reflects a desire for excitement, novelty, and
variety. People who prioritize stimulation seek adventure, enjoy taking
risks, and actively seek out new experiences.

e Hedonism: Hedonism represents the pursuit of pleasure and enjoyment in
life. Individuals who prioritize hedonism seek fun, seek gratification, and
prioritize their own happiness and pleasure.

e Achievement: This value focuses on personal success through

demonstrating competence, gaining recognition, and striving for
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excellence. People who prioritize achievement value ambition, set high
goals, and are driven to succeed.

e Power: Power values involve the desire for control, influence, and social
status. Individuals who prioritize power seek leadership positions, enjoy
being in control, and strive for dominance and authority.

e Security: This value emphasizes safety, stability, and order. People who
prioritize security value a sense of stability, seek predictability, and
prioritize the avoidance of risks and uncertainties.

e Conformity: Conformity values centre around adhering to social norms,
traditions, and expectations. Individuals who prioritize conformity value
obedience, respect for authority, and strive to fit in with societal
expectations.

e Tradition: Tradition values reflect respect for customs, cultural heritage,
and traditional values. People who prioritize tradition value maintaining
customs, preserving societal norms, and showing respect for cultural
heritage.

e Benevolence: Benevolence values revolve around caring for others,
empathy, and concern for the welfare of others. Individuals who prioritize
benevolence value kindness, compassion, and strive to promote the well-
being of others.

e Universalism: Universalism values focus on social justice, equality, and
concern for the welfare of all people. People who prioritize universalism
value justice, equality, environmental sustainability, and strive to make

the world a better place.

All the questions, both in English and in Greek, are presented in Table 2.5

according to the value that each item contributes to its measurements.
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Table 2.5 Personal Values Questionnaire (PVQ) questions

English Question (Male Version)

Greek Question (Combine Male and

Female Version)

BENEVOLENCE

It's very important to him to help the
people around him. He wants to care for

other people.

Eival oAU onuavtiko yia avtnv/ov va
BonBa tovg avBpwmovg oL TNV/TOV
nepifarrovv. Eviiagepetal yia to KaAo

TOV AA\WV.

It is important to him to be loyal to his
friends. He wants to devote himself to

people close to him.

Eival onuavtikd yua aut)v/ov va eivat
TOTI/0g 0TOVG PIAOVG TNG/ToV. BgAel va
APOOINVETAL OTOVE AvOP®OITOUE IOV

Bplokovtal kovta g/ Tov

UNIVERSALISM

He thinks it is important that every
person in the world be treated equally.
He wants

justice for everybody, even for people he

doesn’t know.

[Totevel mwg eival ONUAVTIKO OAOl Ol

avbpwitol oTOV KOO0 va

avtipetwmifovral wotua. IMotedel 6T
OOl TTpEmeL va €xovv 181eg evkaipieg 0N

M

Cwr

It is important to him to listen to people
who are different from him. Even when
he disagrees with them, he still wants to

understand them.

Tng/Tov eival ONUAVTIKO, VA QAKOVEL
avOpwovg pe S1aPOPETIKEG ATTOWEIS
Ao Tig S1keEG g/ Tov. AKOUA KAl OTav
Olapwvel BOgAel va pmopel va  Ttoug

Katavoel.

He strongly believes that people should
care for nature. Looking after the

environment is important to him.

[Motevel akpadavia 0T ot avBpwiot
TPENMEL VA TPOOTATEVOLY TN @UoT. H
POOTACIA TOV MeP1PAAOVTOC elva TTOAD

OTUAVTIKT] Y10 QUTIV/OV.
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SELF-DIRECTION

Thinking up new ideas and being creative
is important to him. He likes to do things

in his own original way.

Eival oAl onuavtiko yia avtnv/ov va
EXEl KAvoLpYleg 18€eg KAl va  elval
onuwovpywkn/og. Tov/Tnv apeoel va
KAVEL TPAYUATA HE TOV OKO Tng/Tov

TPWTOTLIIO TPOTTO.

It is important to him to make his own
decisions about what he does. He likes to
be free to plan and to choose his activities

for himself.

Eivar onuavtikdé vy avtmv/ov  va
Aaufavel Tig Sikeég Ng/TOL ATOPACEIS
Y1a OTL TPOKELTAL VA KAvel. @glel va eitvat
eAevBepn/og kal va punv e€aptatal amo

AA\oVLG.

STIMULATION

He likes surprises and is always looking
for new things to do. He thinks it is

important to do lots of different things in
life.

Tng/Tov apéoovv o1 ekTANEEIG kan BEAeL
va KAVEL JTAVIA KAVoUpld JPAYUATA.
[Tiotevel 6TL o1 (W) elval ONUAVTIKO va

Kavelg ToAAA SlapopeTikd Tpaypata

He looks for adventures and likes to take

risks. He wants to have an exciting life.

Avadntel v meputeteld Kol elvat
pupokivéuvog. OgAel 1 (w1 g/Tov va

€lval CLVAPITTACTIKN

HEDONISM

Having a good time is important to him.

He likes to “spoil” himself.

H xaolomepaon elval OnUavtikn  yua
Tng/Tov

kahopaBaivel Tov eQuTO Tng/Tov.

auTtnv/ov. apeoel va

He seeks every chance he can to have fun.
It is important to him to do things that

give him pleasure

ITavta payvel evkaipia yia yrévtt. Eivan
ONUAVTIKO YA auTv/OV  va KAVEL

JPAYUATA TTOV TNV/TOV ELXAPLOTOVV.
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ACHIEVEMENT

It is very important to him to show his
abilities. He wants people to admire what

he does.

Eivar oAy onuavtiko yU avtnv/ov va
Oelyvel TIg KavOTNTEG NG/ Tov. OgAel o

KOOHOG va Bavpdadel auto mov KAVeL.

Being very successful is important to

him. He likes to impress other people.

eivat  JToAD

e/ Tov,
OonNUaAvVTIKN Yya tnv/tov i61a/10. EAmtidel

H emtuyla

0Tt o xoopog 6Oa avayvwpioel Ta

EMTEVYUATA TNG/TOVL.

POWER

It is important to him to be rich. He
wants to have a lot of money and

expensive things.

Eivar onuavtiko yU avtnv/ov va eivan
TAOVO10/10G. OEAEL VA EXEL TTOAA AePTA

Kal akp1a mpaypata.

It is important to him to be in charge and
tell others what to do. He wants people to

do what he says.

Eivar onuavtikd yw avmv/ov  va
™V/Tov oefovTal ot AAOL. OEAEL 01 AAAOL

VA KAVOLV QUTO TIOV TOUG AEEL.

SECURITY

It is important to him to live in secure
surroundings. He avoids anything that

might endanger his safety.

Elval oAy onpavtikod yia autv/ov va
(el nep1farrov.

Amo@evyel otidnmote Ba pmopovoe va

0g  &Va  QOPAAEG

B¢oe1 o kivouvo TV aoc@aield g/ Tov.

It is very important to him that his
country be safe from threats from within
and without. He is concerned that social

order be protected.

Elvar moAy onuavtikd ywa avtnv/ov 1
kuPBepvnon va pmopel va eyyvndet yua
TNV ACPAAELA TNG/TOV. OEAEL EVA KPATOC
10YVPO, 1KAVO VA TIPOOTATEVCEL TOUG

JTOALTEC TOV.
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CONFORMITY

He believes that people should do what
they're told. He thinks people should
follow rules at all times, even when no-

one is watching.

ITotevel ot ot QvBpwiol mpemel va
KAVOUV auTo 1tov Tovg Agve. ITiotedel ot
ol avOpwIol TPETMEL MAVTA VA TNPOLV
TOVUC KAVOVEG, AKOUA KA1 OTAV Kaveig Sev

TOUG PAETEL

It is important to him always to behave
properly. He wants to avoid doing

anything people would say is wrong.

Eivan yU avtmv/ov  va

CUUITTEPLPEPETAL TTAVTA OWOTA.

OTUAVTIKO

[TpoomaBel va amo@lyel otidnmote Oa

eleye xavelg ot etvar AaBog.

TRADITION

He thinks it's important not to ask for
more than what you have. He believes
that people should be satisfied with what
they have.

Eivar onuavtiko yU avtnv/ov va eivau
Taevn)/og ko petploppwv. Ilpoomadel

va unv tpafa v apoooxr).

Religious belief is important to him. He
tries hard to do what his religion

requires.

H mapadoon eivatl kATt TOAD ONUAVTIKO
yia avtv/ov. IIpoonaBel va tnpel ta

nNon ka1 ta €0pa.
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3 Methodology

In this chapter, we present the overall methodology of the present thesis.
Specifically, in Section 3.1, the Human-Agent collaborative task is presented.
Section 3.2 specifies the setting of the discrete SAC agent. In Section 3.3 the two
groups of the collaborative study are discussed. Then Section 3.4 presents the
methodology of initializing the models of the discrete SAC agent. In Section 3.5
the collaboration measures are introduced, followed by the personality
questionnaires in Section 3.6 and the description of the participation process in

Section 3.7

3.1 Human-Agent collaborative task:

The human-agent collaborative (HAC) task was based on previous work [31].
During the HAC task, a human participant collaborated with an RL agent to
control a virtual tray. The goal was to move a ball from a starting position to a
target state. The virtual environment, shown in Figure 3.1, contained a square
10x10 unit tray, enclosed in a 1-unit high barrier around all four sides.
Additionally, there were two diagonally placed obstacle walls with a 1.4-unit ‘gate’
in the centre. There was a 1-unit diameter hole in the bottom right corner, which
served as a target for the rolling ball to fall into. The ball was 1-unit in diameter.

The three possible starting positions are in Figure 3.1 and were:

e bottom right
e topright
e top left.
All starting positions are above the two obstacles. In order for the target state to

be achieved the ball must fall into the hole, not roll over it.
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3/10 -- Last Score: 152 -- Best Score: 164

D

Figure 3.1. HAC virtual environment. It includes the main platform that the human and
the agent control, the white ball they need to move to the target, and the green hole that
the ball needs to fall into to reach the target. At the top left there is information for the
player about the current game, last score, and best score. At the bottom left is the time
left of the current game. The figure also depicts the three possible starting locations.
The starting positions are; one bottom right, two top right and three top left. The tray
rotates around the two axes, with the player controlling the y-axis and the agent
controlling the x-axis. The angels (8,¢) depict the angels each member applies in their

axis.

The game consists of 200 control frames, where each control frame
represents a period during which an action is continuously applied and lasts for
200ms. Therefore, the total game duration was 40 seconds. The game ended
when the ball reached the goal or when the 40 seconds elapsed. The agent receives
areward of -1 for each control frame, except for the target state, where it receives

areward of 10.

+10, goal reached
-1, otherwise

r(s,a) = {
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In the task, the human participant was responsible for controlling the rotation
of the tray around the axis y, while the RL agent was responsible for controlling
the axis x. This is depicted in Figure 3.1. The human participant was responsible
for applying an angle 6 on the y-axis and the agent was responsible for applying
an angle ¢ on the x-axis. By rotating the two axes the Human-Agent team aimed
to move the ball from its starting position to the target. The human participant
controlled the rotations of the tray via keyboard. Both team members could
provide three discrete actions.

1. Rotating the tray clockwise

2. Keeping the current rotation angle

3. Rotating the tray counter-clockwise

For the human participants this meant that they had the following options:

e By pressing ‘Right Arrow’ (>), they rotate the tray clockwise.

e By pressing ‘Left Arrow’ (<), they rotate the tray counter-clockwise.

e By pressing nothing the tray keeps the current rotation angle.
The RL agent had a 1-dimensional action space of a = {-1,0,1}. Similar to the
human actions, the agent actions resulted in counter-clockwise, or clockwise
rotation (-1 and 1 accordingly), or maintenance of the tray rotation angle (0).
The agent observed the environment using the following 8-dimensional state

space:

e The ball position on the tray (x, y)
e The ball speed on the x-axis and y-axis (sx, sy)
e The angle of the tray around the x-axis and y-axis (¢, 0)

e The acceleration of rotation around the x-axis and y-axis (s¢p, s0)

state = (x, y, sx, sy, @, 0, s¢, s0)

The tray rotates 30 degrees toward both sides, and each discrete action from both

members applies a change of around 5 degrees.
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Figure 3.2 depicts the directions of the ball based on the angle of the tray. If
one of the members idles around a 0-degree angle, the other member can move
the ball in a vertical or horizontal way. To move the ball diagonally, both members
need to rotate the platform. Based on the starting positions of Figure 3.1, to reach
the target there must be some diagonal movements. Because of this, the human-

agent team can reach the target only if they collaborate.

Player

....................................................................

Agent

Figure 3.2 Movement of the ball base of angles of the tray.

To facilitate the needs of our study we made some changes to the original
setup [31]. Our changes were focused on the information the participants had and
keyboard controls. First, we changed the information provided in the top left of
the screen (see Figure 3.1). We removed the live score that was displayed before
and added the current game in the block, the last score, and the best score
achieved in the entire process. Secondly, during the training session, a progress
bar appeared on the screen. During the training sessions, the participants need
to answer some questions and a progress bar could be distracting. As seen in Fig
3.3, during the training session, the participants now only see a “Please wait”
message. The third change can be found in the restart process after the training
session. Initially, upon completing the training session, the game would restart

immediately.
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To allow as much time as needed to answer any questions, the participants were
given the control of restarting the game. After completing the training session,
the message "Press Space to Continue" appears on the screev as seen in Figure

3.3. Then the player can press ‘space’ on the keyboard to continue playing.

10 /10 -- Last Score: 171 -- Best Score: 188

Press Space to Continue

Please Wait

4

Figure 3.3. The screen when the training has ended and the player can continue the

game.
3.2 RL agent

3.2.1 Discrete Soft Actor-Critic

The agent is a discrete SAC [27]. More information about the agent can be
found in section 2.1.2. The implementation settings are shown in Table 3.1. All
models used the same architecture, consisting of 2 hidden layers of 32 kernels
and an output layer of size 3 (the number of available actions). The agent was
trained using off-line sessions with 4000 gradient updates, and each update had
a batch size of 256. The replay buffer had a size of 1M, to hold as much

information as possible.

Discrete SAC has a stochastic policy for decision-making. It uses a softmax
function to create the distribution of probabilities of the actions. The action then
is selected randomly using the distribution. For exploration, discrete SAC has a
soft policy. This means that all actions have a probability to be selected. This
probability is calculated using both entropy and the alpha temperature. Entropy
is influenced by the probabilities of the actions, while the alpha temperature is a

parameter that undergoes training during offline sessions based on entropy and
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target entropy. The starting value of the alpha temperature is 1. The target
entropy is calculated using the Entropy target equation in Table 3.1, where |A| is
the number of possible actions. In our case with 3 possible actions the target
entropy is 0.679, and it dictates the entropy if all action have the same probability

of being chosen.

Table 3.1 SAC discrete study settings.

Hyperparameter

Value

Layers

2 fully connected layers, 1 output layer

Fully connected layer units

32, 32, number of moves available: 3

Batch size 256
Replay buffer size 1000000
Discount rate 0.99
Learning rate Actor 0.0003
Learning rate Critic 0.0003
Learning rate Alpha temperature 0.001
Optimizer Adam

Weight initializer

Xavier initialization

Fixed network updates per off-line 4000
training
Loss Mean squared error
Entropy target 0.98 * (-log (1 / |A]))
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3.2.2 Transfer Learning Methodology

The participants were randomly assigned into one of two groups. In the first
group, the participants collaborate with an agent that has no transfer learning
(TL); this is the No_TL group. The agent is a discrete SAC agent as described in
section 3.2.1. In the other group, the collaborative agent includes transfer
learning (TL group). This group uses the same discrete SAC agent, but with the
addition to a TL algorithm. Our proposed TL algorithm is based on the DQfD
algorithm presented in section 2.3.1. Based on this, there were two phases.
Initially, there was a pre-training phase, which involved offline training using the
demonstration replay buffer. In the second phase, the agent began to collaborate
with human players and interact with the environment. During the off-line
training the agent was trained with both the expert demonstration data and the

participant-generated data.

The expert demonstrations were collected while the expert player collaborated
with the expert agent. It is important to clarify that the term "expert agent" here
refers to the agent that collaborated with the expert player and does not imply
expertise on the agent's part. The expert player had 30-35 hours of hands-on
experience in the collaboration task. The expert collaborated with a discrete SAC
agent, as described in the previous section. The demonstrations collected were
the action-state transitions of this expert agent during the collaboration with the

expert player. All actions that were collected came from winning games.

In the first phase, the new agent was trained in an off-line session using the
demonstration replay buffer. Contrary to the original methodology [34], we do
not use additional loss functions to increase the efficiency of the pre-training
session. The large margin classification loss, which is used to boost the
demonstration actions against other possible actions, could hinder the chances of
personalisation to the new user. The n-step double Q-learning loss and L2
regularisation loss were intended to boost generalisation and sample efficiency.
SAC has shown good sample efficiency and generalization in unseen
environments. Both Haarnoja [22] and Christodoulou [27] showed examples of
these capabilities. Based on this, we made the decision not to utilize any of these
loss functions. Consequently, the new agent underwent a standard offline

training session using the demonstration replay buffer.
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In the second phase, the agent interacts with the environment and the new
player. We use a second replay buffer to collect the self-generated interactions.
The agent trains only through off-line sessions. In total, there were four off-line
sessions in our setup. In each session, the agent used a percentage of data from
the demonstration replay buffer and the rest from the self-generated replay
buffer. This works by splitting the data in each batch that the agent uses to update
the weights. The percentage was fixed for all 4000 updates in each session and
decreased after each session. It starts from 80%, then 60%, 30%, and 10%. For
example, in the first session, in each batch of size 256, there were 80% (203) data
from the demonstration replay buffer and 20% (51) from the self-generated

replay buffer.
3.3 Human-Agent Collaborative Study

3.3.1 Selection of participants and statistics

The study was advertised via electronic communication towards academic
PhD and MSc programs. The announcement included general information about
what they would be doing in the study, how much time it would take, and some
Q&A questions. The participation was on a voluntary basis and did not include
any reward for completing the study. The only criteria that would exclude a
participant was if they had participated in similar studies before. The group they

were assigned to, was selected based on an alternate order.

The final testing sample consisted of 8 participants (male: 7, female: 1, ages:
24-39, avg. age: 31, all right-handed). Additionally, two more participants were
recruited during the pilot of our design. Based on the feedback of these two
participants we made changes to our initial design. The data from the two
participants will not be used in the results, as some of the conditions were
different.
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3.3.2 Groups

As mentioned in section 3.2.2, the participants were split into two groups. The
groups are referred to as No_TL and TL. Both groups played in total of 60 games
as follows: 10 games with a random agent and 50 games with the agents of each
condition. The games were divided into blocks of 10. Between the blocks, there

was an off-line training session.

The procedure for the No_TL group is shown in Figure 3.4. The expert player
also followed the same procedure for collecting demonstrations for the transfer
learning algorithm. The extra step of the expert’s playthrough is shown with the

dotted arrows.

Every Block Contains the same - SAC Agent
Block e o, . .
number of trials ( in our case 10)

Offline Each Offline training [:] Replay Buffer
Training contains 4000 updates

- Demonstration Replay Buffer

Non Transfer Learning Gameplay
Block J Block ] [Oﬁ!i'?" } Block [Oﬁ!i'?° } [ Block [Oﬁ!i*?° }
Training Training Training

2 Winning 3 Winning 3 Winning 2 Winning
Games Games Games Games

Fig 3.4 Diagram of experiment with no transfer learning.

Block

[0'}!“?" } [ Block
Training

At the start of the process, participants played a block with a random agent.
This block is used as a baseline between the two groups and we refer to this as the
baseline block. In the second block, the participants started to collaborate with
the discrete SAC agent, we will refer to this block as the first block, and the rest
as the second, third, etc. Here all actions of the agent were collected to the replay
buffer in order to be used in training. When the participants completed a block,
an off-line training session started using the data stored in the replay buffer. The
data in the replay buffer were not deleted and were kept in the replay buffer upon
completing the off-line training session and the starting of the next block. In total
the participants collaborated with the discrete SAC agent in 5 blocks (50 games)

and the agent was trained in 4 off-line training sessions.
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For the demonstration data, we opted to use games across the collaboration
in order to include games in which the expert's agent followed a suboptimal
policy. This provides the demonstration buffer with a variety of strategies and in
a sense an exploration of some different ways it is possible to win. This, combined
with the excellence in generalisation of the discrete SAC agent, should provide a
policy that is open to following any new behaviour that the new players may have.
In total 10 games were captured from all the blocks except the first. Specifically,
as shown in image 3.4, 2 games were captured from the 2nd block, 3 games were
captured from the 3rd block, 3 games were captured from the 4th block, and the

last 2 games were captured from the 5th block.

The TL group follows a similar structure to the procedure. As shown in Figure
3.5, the participants in the first block collaborated with a random agent. This
block, as mentioned before, is used to capture the baseline performance of the
two groups. After that, the discrete SAC agent has the first phase of the transfer
learning algorithm. In this step, the agent had an off-line training session using

only the demonstration data.

Every Block Contains the same - SAC Agent
Block NP
number of trials ( in our case 10)
S Random Agent

Offline Each Offline training G Replay Buffer
Training contains 4000 updates
- Demonstration Replay Buffer

Transfer Learning Gameplay

Phase One Phase Two

80% 60% 30% 10%
Ph i
ase Offline Offline Offline Offline
Block c| cl c| c| ¢l
oc One Block Trainin Block Traini Block Traini Block Traini Block

20% 40% 70% 90%
— 3 . O

Fig 3.5 Diagram of experiment with transfer learning.

Upon completion of the off-line training session, the participants started to
collaborate with this agent in the second block. Here also starts the second phase
of the transfer learning algorithm. Again, all interactions during the block were

saved in the replay buffer and were not deleted after any training sessions. When
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the block was completed, the off-line training session started. In each off-line
training session, the agent used both data from the demonstration buffer and the
participant's self-generated replay buffer. At the first off-line training session, the
agent mostly sampled data from the demonstrations’ replay buffer. This
decreased in each off-line training session and at the end the agent mostly
sampled from the participant's self-generated replay buffer. More information
about how this step works in section 3.2.2. Upon completing the off-line training
session the participants started the next block. Again as the NO_TL group, in total
the participants collaborated with the discrete SAC agent in 5 blocks(50 games)

and the agent was trained in 4 off-line training sessions.

3.3.3 Familiarisation and baseline

Each participant in both groups was given a period of familiarisation with the
keyboard controls and the environment. This included five periods of 3-minutes
with control of both axes. These blocks can also be exploited to assess if the
performance of the users in between the two groups are comparable. If any
participant were to fail to score 3 out of the 5 games, he/she would be disqualified,
as a potential outlier in his/her group. In our sample, none of the participants
failed this step. At the same time, based on how fast they scored in this step, we
can evaluate the skills of the participants and compare them with their

performance in then collaboration.

After finishing the familiarisation games, participants start the main
collaboration process. As mentioned in section 3.3.2, the collaboration starts with
a baseline block where they cooperate with a random agent. All actions have the
same probability. The participants were not informed that this step is with a
random agent, or that there is any difference with the rest of the collaboration

until the whole process is completed.
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3.4 Initialisation of the models

3.4.1 Initialization procedure

Between development and the pilots that we conducted, we observed a
variance in the performance of the initialised agent. To better observe these
behaviours, we conducted a test where the expert played with 15 initialised agents
to see how different the performance each time was. The expert played a block
with each agent and the resulting average scores are shown in Figure 3.6. Based
on these results, we observe that the teams of expert-initialised agents can
perform from almost like having a trained policy (Runs 3, 5) to incapable of

scoring (Runs 2, 7, 13, 14).

Average Scores of 10 trials with initialized agents
200

150

100

Avg. Score

50

Figure 3.6 Average score of each run with an initialized agent.

In our study, we aim to observe the difference in performance and experience
between the two groups. We wanted the main differences between all the
participants to be their personalities, skills and approach to collaboration. A
solution to the variance in the initialization would be to increase our sample
enough in order for this variance to be absorbed. This is the ideal solution, but
almost impossible within the reach of our study, due to the duration and thus
commitment required from the participants. Typical sample sizes in studies like

ours are usually around 10-20 people per group.
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Another solution would be to test different initialization processes that may
produce a smaller variance. While there are examples that we could follow [50],
we opted not to. The main problem with this is that any fundamental change in
even the initialization will change the entire co-learning experience. There are
already works [29, 30] that used the same or similar settings. So any change in
this level would not allow us to make any comparison with those works. Based on

the above, our solution was to use the same initialization to all participants.

We selected to use the median performant agent from the 15 we tested in fig
3.6. The final agent we used was Run 1 which performed with an average score of
37.1. This initialization is used in the No_TL group, the expert, and also the TL
group before the pretraining with the demonstration data. The benefit of this is
that now all participants will have the same starting experience, meaning that the
rest of the co-learning process is affected to a greater degree by their approach to

the collaboration.

Based on this logic, we follow a similar approach to the TL group. During the
offline training in the first phase with the demonstration data, the same
initialization as the one used in the No_TL group is employed. The demonstration
data are the same for all participants in the TL group. Additionally, we conducted
the first training, with the demonstration data once and used the resulting agent

for all the participants.

3.4.2 The game experience

As mentioned in the above section, all participants of the No_TL group and
the agent collaborated with the same initialised agent. Through the expert's
collaboration with the agent, we can observe its behaviour and the strategy that

the expert followed.

For information about how the environment work and the state space of the
agent see section 3.1. We separate the environment into two areas; above the
obstacles(upper area) and below the obstacles ( goal area). The purpose of the
game is to move the ball from the upper area through the middle “gate” into the
goal area and finally drop the ball into the target hole. When the ball is in the
upper area, the agent can have two different behaviours. If the ball is close to the

obstacles or close to the wall on the right side of the tray, it will rotate the platform
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counterclockwise to send the ball to the bottom. While roaming towards the
centre of the area or the upper wall the agent rotates clockwise and sends the ball
to the top. When the ball passes through the “gate” toward the goal area, the agent

rotates the platform only anticlockwise and sends the ball to the bottom.

We divided the paths into 3 parts based on each of the three starting positions
that the ball had during the first block. In this block, the expert started four times
in the bottom right corner, four times in the top right corner and two times in the
top left corner. In Figure 3.7, the paths that had as a starting point the bottom
right corner are presented. In general, the initial strategy here involves sliding
the ball along the obstacle to reach the "gate" positioned between the two
obstacles, allowing the ball to pass into the goal area. At this point, the agent
needs to act in a way that tilts the platform towards the target. Nevertheless, this
strategy alone does not guarantee successfully reaching the target. As we
mentioned above, after passing the “gate” the agent follows a policy that only

rotates the platform counterclockwise.

Figure 3.7 Paths during four games starting from the bottom right position

Based on our experience, the human can contribute to exploring the states of
the environment, in order to assist the agent to find and exploit certain favourable
states (of position, velocity of the ball and the tilt of the tray). By favourable states,

we mean states where the agent seems to be changing its actions. In practice this
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means that the human player keeps affecting the states of the environment by

changing frequently his actions, until the agent changes its action.

In the four games presented in Figure 3.7, the team managed to win two times
(blue and orange traces) while failed in the other two attempts (green and red
traces). In the unsuccessful games, the expert (human) player attempted to assist
the agent (as described above) by tilting the tray both clockwise and
counterclockwise in the dimension he controlled (traces at the bottom of the tray
- the green trace is overlapped by the red one). This could provide the opportunity
to the agent to take the appropriate action. During the successful games, the
actions and the environment were such that they allowed the ball to move either
directly or via a bounce to the target. During one of the failed attempts (red trace),
we can see that the agent bounced the ball and passed though the target. This is
because while reaching the target, in order for the ball to fall inside, it has to have

a lower speed, or else it passes above the hole.

In Figure 3.8, we can see the paths starting from the top right. In this scenario,
the expert did not score. Additionally, there are numerous paths that lead to the
target but do not guide the ball into the hole. We also see (blue trace) that the
expert also tried to bounce the ball to the left wall with no success. There is a
difference in possible strategy from starting on the top right side. In general, you
can pass the “gate” without using the obstacles that cut the speed of the ball. In
one of the games (green trace), the expert passed the ball without using the
obstacles. As mentioned in the beginning when the agent is in the center of the
upper area, it rotates anticlockwise. In order to pass this and not send the ball to
the top, it needs to acquire speed to leave fast from that area and through the gate.
This means that it will reach the target with too much speed and as in this case

fail to win.
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Figure 3.8 Paths during four games starting from the top right position

In Figure 3.9, for the paths starting in the top left we see similar paths to the
other starting points. Keeping the ball close to the obstacles and trying to reach
the target neither directly or via bounce. For a different view of these three cases,

we provide the heatmaps in Figures 3.10, 3.11 and 3.12.

Figure 3.9 Paths during four games starting from the top left position
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Figure 3.10 Heatmap during four games starting from the bottom right position
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Figure 3.11 Heatmap during four games starting from the top right position
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Figure 3.12 Heatmap during four games starting from the top left position
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3.5 Collaboration measures

In a collaboration between human and agent the “objective performance” of
the team is not the only important aspect. Each participant can have a different
perception of the collaboration even if the objective measures are similar. For this
reason, we also used subjective measures to capture information about different

aspects of the collaboration from the side of the participant.

3.5.1 Objective measures

Objective measures are observable and measurable criteria used to assess or
evaluate something in a standardised and unbiased way. We mainly focus on four

measures:

e Scores: Score of each game. The score starts at 200 at the start of a game
and then it is subtracted by one for each control frame played.

e Wins: The number of wins achieved in a block of games.

e Normalized Travel Distances: The travelled distance is the distance that
the ball travelled during a game. The travel distance is multiplied by the
percentage of the total control frames played in a game. This normalized
travelled distance was used to account for the games that the ball was
driven to a side of the tray and the team never managed to bring it back
into the game, providing an erroneously short distance.

e Travel Speeds: The average speed the ball had during a game.

3.5.2 Subjective measures

We are using a questionnaire to capture subjective measures of the
participant's experiences during the collaboration process. We focused on six
aspects of the collaboration, Human-AI Fluency, AI Contribution, Team
Improvement, Trust, Teammate Traits, and Alliance. We follow the steps of
Tsitos et al. [30]. The questionnaire initially presented by Hoffman [39] and
Tsitos provided feedback on how these measures could improve to provide better

results.
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In his findings, Tsitos noted a lack of internal consistency in the responses
regarding the robot's contribution. The main problem seems to be the lack of
framing of the questions in terms of low or high performance. As an example, in
the case of the No_TL group, participants could either agree that the robot was
the most important team member 'in terms of not achieving high performance'
or disagree that the robot was the most important team member 'in terms of
successful games'. It is also mentioned that there was an imbalance between
questions about the robot's contribution and questions about the human's

contribution.

Based on this, we decided to create two branches in the Human-Agent
Contribution category. First, we ask 4 questions in the context of the performance
in the last block and then two questions in the context of the whole process. This
gives all participants the same mindset when answering these questions, while at
the same time capturing both the human-agent contribution in the training

process and their contribution to the final result.

The English version of the first 4 questions asked in the context of the

performance in the final block are as follows

1. How do you judge the team's performance in the last ten tests
I was primarily responsible for this performance.

This performance was a joint effort of the team

H ® Db

The Al system was primarily responsible for that performance.

The first of these questions was added in order to produce a subjective
measure of the performance of the team. By asking participants to judge the
team's performance, we can observe how they view the objective performance,
thus making a link between the objective outcomes and the participants'
perceptions of those outcomes. The remaining three questions are similar to
those used by Tsitos et al [30] and introduced by Hoffman[39], with minor

changes to the wording to better suit our study.
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The main change we made in questions 2-4 is the clarification to participants
that they are answering in the context of their performance in the final block.
Another change is in the way we group these questions in our results. While in
both prior works [30,39] questions 2-4 are grouped together, we chose to group
only questions 2 and 4 with question 2 having a reverse scale. This group provides

a view of the perceived contribution of Al in the final block.

While we will provide results from the AI Contribution based on the grouping
of questions mentioned above, we believe that this is not the best way to present
these results. Instead, we can use these questions to create a narrative based on
the participant's responses. For example, if in the first question, the participant
judges the performance negatively, we can deduce that the context for the team's
effort and responsibility is "who is to blame", however, in a positive performance
the context is "who helped more". Following this, the third question can show
whether the participant believed that both members had an equal share in the
final performance or not, and finally the second and fourth questions can see how

the participant credits or blames the performance.

After asking these four questions in the context of the performance in the last
block, the participants were asked the remaining questions for all other categories
included in the context of the whole collaboration process. In this context, the
participant answered two more questions about the contribution of the human

agent in the collaboration. The two questions are as follows

1. Throughout the interaction, I was the most important member of the team.
2. Throughout the interaction, the AI system was the most important

member of the team.

While these questions should give a more explicit answer as to whom the
participant credits as the more important member, and using the first question
in a reverse scale we can group them together and use them as a group to
represent the changes in human-agent contribution between the two groups, we
still believe that the internal consistency is still lacking and that they are best used

individually to tell a story rather than as a combined metric.
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The other change was in the Improvement category where we added two new
questions asking participants about the importance of each member in improving
the team. These questions are subject to evaluation in terms of their correlation
with this category and whether any questions should be reversed, but we feel that
these questions are important to capture participants' perceptions of the
importance of each member in improving the co-learning experience. All
questions are translated into the native language of our participants, Greek, and

are shown in Table 3.2.

In addition to these questions, the participant is asked to judgment of control
question between each block. This question originates from the work of Dewey et
al [12], and we modified it to both make sense in our setup and also, as it
translated into the native language of the participants, Greek, we wanted to make
sure that everyone interprets the objective of the question the same. The question

is the last item in Table 3.2.

Table 3.2 All questions for the subjective mesures separeted into each measure.

English Greek Neg/Pos
FLUENCY

The human-TN team worked together | H opddo avOpodmov -TN cuvepydotnke | Pos
seamlessly  (flowing/harmoniously, EN- | anpookonta (pe pory/ appovikd, EN-
fluent). fluent).

The team's cooperation has become more | H ocvvepyocia ¢ ouddag £ywve mio | Pos
fluid over time. gvpvOun pe ™ mapodo Tov YpoVoL.

The AI system contributed to the fluid | To ovomua TN ovvelcépepe oty | Pos
collaboration of the team. g0pvbun cvvepyooio tng oudoac.
CONTRIBUTION

Al CONTRIBUTION ALL GAMES

I had the main responsibility for this | Ey® iya tv kbpia v0Ovn yi” avtiv v | Neg
performance. enidoon.
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The Al system was primarily responsible for | To cvotnua TN &iye v koplo ev6Ovn YU’ | Pos

this performance. aVTN TV EMId00M.

Al CONTRIBUTION LAST 10 GAMES

Throughout the interaction, I was the most | Ka8’ 6An 1 d1dpkeia tng aArnienidpaong, | Neg

important member of the team MNUOLV TO L0 CNUOVTIKO PEAOG TNG OpLddag.

Throughout the interaction, the Al system | Ka8’ 6An tn o1dpketa tng aAinienidpaong, | Pos

was the most important member of the team. | o cVvomua TN Ntav 10 WO ONUAVTIKO
HEAOG TNG OLLAOOG.

TRUST

I had confidence in the AI system that it | Eiyo epmotootvn oto cbotmue TN 61t Ba | Pos

would do the right thing at the right time. £€KOVE TO 6MOGTO TPAYIO TN COCTN OTUYUA.

There was mutual trust between me and the | Yanpye apoipaia eumicotocvvn avapeso oe | Pos

Al system. péva kot 1o cvotuae TN.

TEAMMATE TRAITS

The Al system was intelligent. To ovotnua TN ftav gveuéc. Pos

The Al system was trustworthy. To svotnua TN frav a&domioTo. Pos

The Al system was dedicated to achieving | To cVvotnua TN ftav agociwpévo otny | Pos

the goal. emitevén tov oToHKOV.

The Al system was cooperative. To cvotnpa TN ftav cuvepydopo. Pos

IMPROVEMENT

The human-AD team improved over time. H oudda avOpdmov - TN Beitiovbnke pe | Pos
™V whpodo Tov YPAVov.

My performance improved during the [ H emidoor; pov PeltiwOnke woatd 1t | Pos

experiment. SLAPKELL TOV TEPAUOTOC,

The performance of the Al system improved | H exidoon tov cvuetriuotoc TN Bedtiwbnke | Pos

during the experiment.

KATA TN S1APKELN TOV TEPELOTOC,
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I had the main responsibility for the | Eyd elya v wvpia &vbovn vy v | Pos

improvement of the team. Bekticooon g opddog.

The Al system had the main responsibility | To cOomua TN &iye v xOpia evbdvn yia | Pos

for the improvement of the team mv Bertioon g opddoag

ALLIANCE

I believed that the Al system could help me. | [Tioteva 611 T0 cOomue TN pmopovoe va | Pos
ue Pponbnoet.

The Al system could perceive my intentions. | To cbomue TN pmopovoe va avtiinedel | Pos
TIg TpoBéaelg pov.

The Al system didn't understand what [ was | To cOomuo TN dev kotaAdfoave Tt | Neg

trying to achieve. npocrafovca Vo TETOY®.

I think working with the Al system was | @sopd 611 1 cuvepyacio pe to cvotnua | Neg

confusing

TN ftav prnepdevtiky

Extra Items

This performance was a joint team effort.

Avt m emidoon NtV  omd  KOWOL

amOTELEG LA TNG OUAONG.

How do you judge the team's performance in

the last ten tests?

[wg kpivete Vv enidoomn g opddag oTig

TEAEVTAIEG OEKO OOKIUEG;

What did you think of working with the Al
system?
Do you have any comments on the

experiment?

[log cov @dvnke m ovvepyocio pe TO
GUoTN O TN;

"Exeic kdmoia oA Yio TO TTElpOLa;
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3.6 Personality

To reinforce our results, we used a series of questionnaires to gather more
information about our users. In general, the focus is on how personal
characteristics affect the participant's perception of their interaction with Al
agents. Before the start of the collaboration process, the participants are asked to

complete a questionnaire that included the following questionnaires:

e Big five personality traits (50 questions, Table 2.3)
e Schwartz Portrait Values Questionnaire (21 questions, Table 2.5)
e Al Attitude Scale (20 questions, Table 2.4)
Additionally, we asked some questions about themselves. These additional

questions are in Table 3.3 and cover the following subjects:

e Personal information (age, gender, dominant hand, eye/neurological
problems) ( 5 questions )
e Experience in gaming (2 questions )

¢ Knowledge about AI (3 questions )

3.7 Process

To ensure a fluent and accurate process, all participation was on-site. We
provided different locations close to the study/work location of each participant.
Each location was an open office or similar environment, where participants had
limited distractions and would feel more comfortable. The equipment used was

the same for all participants. The entire process is presented in the Table 3.4
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Table 3.3 Question about personal information, experience in gaming and knowledge in

Al
English Greek
Personal information
Gender dvlo
Age HAwcla
Dominant hand Emkpatég xépt

Diagnosed neurological condition

Alryvoouévn vevporoyikn maonon

Use of myopia glasses/lenses

XpNon YLoAOV/QaKkdv LooTiog

Experience in gaming

What experience do you have with gaming?

T epmepia Exelg pe maryviow (gaming);

What is your preferred platform (Tap none if
you have no experience with games)?

[Towh elvan n wpoTip®peEVN TAATQOPLLO GOG
(ITathote kopio av dev Exete KaBOAov
eumepio e mworyvioln);

Knowledge about Al

How would you describe your relationship
with AI?

[Mwg Ba yapaxtnpilate ) oxéomn cog pe v
TN;

Do you come into contact with Al applications
in your daily life?

‘Epyeote oe enagn pe epappoyéc TN otnv

KaOnpepvotnTd GoOg;

What is the main source of information on
developments around Al issues?

[Tow elvar n KOpLO TNYT EVUEPOGNG TV
eEeMéewv yopw amd Oépata TN;
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Pre-Study

Study

Debriefing

Table 3.4 Procees of Participation during the study.

Step

Arrival

Consent Form

Initial Questionnaire

Information Video

Q&A after Video

Familiarization Game

Collaboration Process

Final Questionnaire

Debriefing

Description

e Welcomed participants.
e Ensured they read the announcement info.

e Reiterated important information.

Provided the participants with the consent form

regarding their involvement in the study.

e Participants filled out a questionnaire with
questions from section 3.6.

e Duration: 15-20 minutes.

Showed participants a video detailing the rest of the

process to ensure consistent information.

Asked participants if they needed additional

information before proceeding.
For details, refer to section 3.3.3.
For details, refer to section 3.3.2.

Participants filled out a questionnaire containing

subjective measures from section 3.5.2.

Engaged in a conversation-type debriefing.
Answered questions or addressed observations from

participants.
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4 Results

In this chapter, we present the results of the HAC study. The chapter is divided
into four sections: the first one, describes the participants, the second focuses on
the objective measures, the third demonstrates some individual and group

behaviours during the HAC and the fourth focuses on the subjective measures.

4.1 Participants

Our final sample consisted of 8 participants (male: 7, female: 1, ages: 24-39,
avg. age: 31, all right-handed). Regarding the rest of the descriptive variables of
the group:

-Gaming experience: Seven participants had more than 5 years of gaming

experience, while one 1 had less than 1 year

-Preferred platform: Five participants preferred a PC with a keyboard, while three
preferred a smartphone

-Knowledge of Al: Two participants had limited knowledge, one had knowledge
of the latest developments and 5 were students or professionals in the Al sector.

-Source of information about AI: Seven participants had their postgraduate

studies, while one had social media.

Tables 4.1 and 4.2 show the results of the AI Attitude Scale for No_TL and TL
respectively. The scale produces 2 scores: a score for the positive questions and
a score for the negative questions. Schepman et al. [59] presented multiple ways
the scale can be used. In this work, we focus simply on the difference between the

positive value and the negative value.
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Participant
P_NTL_1
P_NTL_2
P_NTL_3
P_NTL_4

Average

Participant
P_TL_3
P_TL 4
P_TL_2
P_TL_1

Average

Our two groups are dissimilar in their attitude towards Al. The No_TL group
showed an attitude towards Al of -0.15, and the TL group showed an attitude of
0.6. This difference in attitude could affect the confidence with which they

Table 4.1 No_TL participants attitude towards Al

Positive

4.08
3.92
3.00
3.83
3.71

Negative

3.57
4.71
3.29
3.86

3.86

Table 4.2 TL participants attitude towards Al

Positive

4.25
4.33
3.75
4.33

4.17

approach the collaboration with the agent.
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Negative

3.14
3.57
3.43
4.14

3.57

Difference (P-N)

Difference (P-N)

0.51
-0.80
-0.29
-0.02

-0.15

0.76
0.32
0.19

0.60



Similar to the attitude towards Al, the Big Five and personal values scales are
used for comparisons between the two groups. In Figure 4.1 shows the five factors
from the Big Five questionnaire, for the No_TL and TL groups. The two groups
showed some differences in some factors. More specifically the TL group had
mostly higher values in the Agreeableness factor, a mostly higher intellect
imagination and some participants had a lower emotional stability. In

extraversion and conscientiousness, the two groups are relatively similar.

In Figure 4.2 are the ten factors from the personal values questionnaire,
for the No_TL and TL groups. We do not focus on each factor, but again we see

some differences between the two groups.

Extraversion Extraversion

5
4
Agreeableness Openness to Experience A Agreeableness

Openness to Experience

\am

i P Neuroticism Conscientiousness
Neuroticism Conscientiousness

& PNTL.1 4 PNTL2 & P_NTL 3 P_NTL_4 ¢ PTL1 @ PTL2 4 PTL3 P_TL 4
Figure 4.1 Big five personality traits of the No_TL group (left) and the TL group (right)

& PNTL_1 4 P_NTL2 & P_NTL3 P_NTL_4 ¢ PTL1 & PTL2 4 P_TL3 P_TL_4

Sec. Sec.
2 2
Conf. Pow. Conf. Pow.

Tra. R Ach. Tra.

Ben. ; Hed. Ben.

uni. Stim. Uni. Stim.

Ach.

Hed.

Se. Di. Se. Di.

Figure 4.2 Schwartz Personal Values of the No_TL group (left) and TL group (right)
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At the beginning of the study, before the actual collaboration experience, the

participants played on their own (without collaborating with an agent) 5 games

to familiarize themselves with the keyboard controls. This process has been

described in details in section 3.3.3. Data collected during this part of the study,

can be used to evaluate the skills of the participants. In Table 4.3 are the result

times (in seconds) for the No_TL and TL groups respectively. In both groups,

there is a varying performance among participants. The best-performing

participants were P_NTL 2 and P_TL 2 for the No_TL and TL groups

respectively. The worst-performing participants were P_NTL_3 and P_TL_1 for

the No_TL and TL groups respectively

Table 4.3 Mean, Mix and Max values of the Times in seconds for each participant in the

Familiarization process. In the mean values, green represents the best value and red

the worst value in each group. (Pt means Participant)

Group No TL TL

Pt P_NTL_1 [ P_NTL_2 | P_NTL_3 | P_NTL_4 | P_TL_1 |P_TL_2 [P_TL_ |P_TL_4
3

Mean 53 48 72 61 158 59 82 85

Max 165 82 254 127 325 280 186 152

Min 20 26 45 33 56 53 34 25
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4.2 Objective measure results

4.2.1 Game scores, Wins, Distance travelled and Ball Speed

Figures 4.3 and 4.4 show the game scores distribution of the human-agent
teams across all blocks for the No_TL and TL groups respectively. In all figures
in this section, we also include the expert's team results (light green). The results
of the baseline block are not presented due to the loss of the data. The TL teams
managed to achieve a performance comparable to the expert towards the end of
the study. Also, the TL teams managed to reach a competitive level from the first
block, something that the expert achieved in the third block. And while the expert
achieved better and more consistent game scores at the end, the TL teams are not
far in performance. On the other hand, the No_TL teams showed an inconsistent
performance; some teams achieved game scores near the expert’s team but they
still presented a big variance in their performance. Also in the No_TL group, a

team (P_NTL_3) failed to increase the performance across the blocks.

No Transfer Learning Group
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Figure 4.3 Distribution of scores, in each block, for participants of the No_TL group
and the expert
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Figure 4.4 Distribution of scores, in each block, for participants of the No_TL group
and the expert

Figures 4.5 and 4.6 show the wins in each block of the human-agent teams for
the No_TL and TL groups respectively. Similar to the previous variable, the TL
group achieved better results than the No_TL group. The biggest difference here
is that in the TL group, the “worst” performing team, failed in only 3 games across
all the blocks, while in the No_TL group, the worst-performing team achieved

only 3 wins.

Wins Per Block No TL group
Expert @ P.NTL1 @ PNTL2 & PNTL3 & PNTL 4

s

Block 1 Block 2 Block 3 Block 4 Block 5

Wins Per Block

Figure 4.5 Wins per block for the No_TL group
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Wins Per Block TL group

Expert @ P_TL_1 @ P_TL 2 & P_TL_3 P_TL 4

e

Wins

Block 1 Block 2 Block 3 Block 4 Block 5

Figure 4.6 Wins per block for the TL group

Figures 4.7 and 4.8 have the distributions of the normalized travel distance
for each block, for the No_TL and TL blocks respectively. For more details about
the normalization see section 3.5.1. In the No_TL group, the observations are
similar to the game scores, with an inconsistent performance between the teams.
In the TL group, the distances are smaller compared to the No_TL group, with
more consistency and much closer to the expert. An interesting observation, for
both groups, is the variance in distances metric during the first block. As
explained in section 3.4.1, all participants and experts collaborated with the same
initialised agent. Nevertheless, this does not prevent individual performance

from being exposed.
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Normalized Travel Distance

Normalized Travel Distance

No Transfer Learning Group
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Figure 4.7 Normalized Travel distances of NO_TL in each block
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Figure 4.8 Normalized Travel distances of TL in each block
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Figures 4.9 and 4.10 have the distribution of the average game speed of the
ball, for each block, for the No_TL and TL blocks respectively. As in the above
objective variables, here again, in the No_TL group, the speeds have a much
bigger variance compared to the TL group. The TL group, while having a small

variance in speeds at the final block, overall they are close to the results of the

expert.
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Figure 4.9 Average Travel Speeds of NO_TL in each block
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Figure 4.10 Average Travel Speeds of TL in each block
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The total training time each participant spent in the study are shown in Table
4.4. Overall, the No_TL group spent an average of 34.9 minutes in collaboration
with the agent and the TL group spent an average of 17.35. These times exclude

the time each participant spent in the baseline games.

Table 4.4 Times in minutes for the entire collaboration period with the SAC agent of

each participant

No_TL Group
Participant P_NTL_1 P_NTL_2 P_NTL_3 P_NTL_4 Average
Time in minutes 34.6 32.4 451 27.5 34.9
TL Group
Participant P_TL 1 P TL 2 P TL 3 P TL 4 Average
Time in minutes 20 17.3 16.5 15.6 17.35

For the No_TL group, an interesting observation in all the above measures is
a drop in performance between some blocks. More specifically, in the game scores
in Figure 4.3, of the team P_NTL_ 2, in the 4th block, the performance dropped
before rising again in the next block. This behaviour is apparent to most teams
in the No_TL group, either on the 4th or the s5th block. In the expert’s team,
during the 4th block, while the overall performance didn't drop, there was a
reduction of the variance in the scores. During that block, the expert experienced
that the agent started to perform much more fluently and control the tray more
precisely. This meant that the agent was performing smaller movements and
fewer errors. This resulted in a reduction in travel distance but also a drop in the
speed of the ball. Both are obvious in the normalized travel distances in Figure
4.7 and speed in Figure 4.9. Generally in the rest of the participants, this change

in the agent seemed more aggressive and didn’t benefit them as much.
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4.3 Behavior

4.3.1 Gameplay

In this section, we present some behaviours of the participants, using the
paths created by the movement of the ball during the collaboration. Each
included figure contains all paths for the 1st, 3rd and 5th blocks. Figure 4.11,
shows the paths during the collaboration of the expert and the expert agent. The
main observation here is that as the collaboration proceeded, the team passed the

ball through the “gate” sooner and spent less time around the target.

Participant: Expert Block: 1 Participant: Expert Block: 3 Participant: Expert Block: 5
Wins in this block: 2 Wins in this block: 10 Wins in this block: 10

Figure 4.11 The paths of the ball from the 1st, 3rd, and 5th block during the Expert’s

collaboration with the agent.

In Figure 4.12 there are the paths of the team of participant P_NTL_ 1. Similar
to the expert’s team, in the 3rd block the paths got better, passing the “gate” with
ease and not spending too much time around the target. But in the final block the
paths are all over the tray. The participant controls the y-axis of the tray, see
section 3.1 for more information. The main thing to understand here is that
rotating the y-axis sends the ball towards the left and right sides of the tray. In
the paths of the 5th block, the ball was aggressively moving between the left and
right sides. This shows the aggressive control the participant adopted during the

process.
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Participant: P_NTL_1 Block: 1 Participant: P_NTL_1 Block: 3 Participant: P_NTL_1 Block: 5
Wins in this block: 0 Wins in this block: 6 Wins in this block: 7

Figure 4.12 The paths of the ball from the 1st, 3rd, and 5th block during the P_NTL_1’s

collaboration with the agent.

In Figure 4.13 are the paths of the team of participant P_NTL_3. This team
failed to increase its performance and achieved only 3 wins. Two of those wins
were on the first block. Interestingly, in the first block, the paths do not show any
significant difference to the expert. But after that, in the 3rd and 5th block, the
team struggled to pass the ball through the ‘gate’ and most of the time the ball
was stacked on the top of the tray.

Participant: P_NTL_3 Block: 1 Participant: P_NTL_3 Block: 3 Participant: P_NTL_3 Block: 5
Wins in this block: 2 Wins in this block: 0 Wins in this block: 0

Figure 4.13 The paths of the ball from the 1st, 3rd, and 5th block during the P_NTL_3’s

collaboration with the agent.
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In contrast to the above two teams of the No_TL group, Figure 4.14, shows
the paths of the team of participant P_TL_ 1 of the TL group. In the 1st block, the
team passed the ball through the “gate” consistently but with a little difficulty and
then the team mostly spent time around the target. As the process proceeded, the
teams got better at those two things. In the 5th block, the team spent the most

time in the middle, before passing the ‘gate’ and at the bottom, around the target.

Participant: P_TL_1 Block: 1 Participant: P_TL_1 Block: 3 Participant: P_TL_1 Block: 5
Wins in this block: 7 Wins in this block: 10 Wins in this block: 10

Figure 4.14 The paths of the ball from the 1st, 3rd, and 5th block during the P_TL_1’s

collaboration with the agent.

Paths for all the participants and heatmaps of all the blocks for each participant

can be found in Appendix 7.1

4.3.2 Exploration with variable temperature

One aspect that affects the exploration of the agent is the value of temperature
a. The temperature a is a parameter that defines the degree of entropy affecting
the soft value in the Bellman equation. This affects the exploration-exploitation
trade-off of the agent. For more details see section 2.1.2. The temperature a is
defined based on the entropy of the potential actions and the target entropy. In
our case, the target entropy is 0.67. This means that the AI agent, based on the
entropy, has control over when to switch from exploration to exploitation, and
vice versa. In this section, we review how the temperature a and the entropy

changed during the off-line training (OLT) sessions.
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Figure 4.15 shows the resulting temperature and entropy of the expert agent.
In the first two OLT sessions, the temperature rises if the entropy is lower than
the target entropy. In both of these OLT sessions, when the entropy reached
around the target entropy, the temperature, at the end of the off-line training, fell
to ~0.7 and ~0.4 in the first and second OLT sessions, respectively. During the
third OLT session, in order to keep the entropy stable the temperature rises from
a value of ~0.4 to a value of ~0.6 and it remains stable at that value during the
last OLT session. The low spikes in entropy on the first and second off-line
training sessions are because of the new states the agent explored in the previous
block of actual games. In the 3rd and 4th off-line training sessions, the agent had
already explored the map, therefore the entropy of the states was already close to

the target value.

Expert
L4 0TS 1 OTS 2 OTS 3 0TS 4
Temperature
1.2 - J | Entropy
1.0 A
v 0.8 1 Q T QJ V
= = = =
g .l g | E E
0.4
0.2 A
0.0 - T T T T T T T T T T T
0 2000 4000 0 2000 4000 0 2000 4000 0 2000 4000
Gradient Updates Gradient Updates Gradient Updates Gradient Updates

Figure 4.15 Exper’s Temperature and entropy trajectories during the off-line training
sessions (OTS).

Figures 4.16 and 4.17 are the temperatures of the agents for the No_TL and
TL groups respectively. The entropy is not further presented, as the changes in
the entropy look similar to those of the expert (Figure 4.15) and do not provide
any additional information. In the No_TL group, the temperature has some peaks
in the first and second OLT sessions before reaching a stable value in the last two
OLT sessions. Between the participants, there is a variance in the value where the
temperature is stabilised. In the team of participant P_NTL_4, who had the

closest game scores to the expert, the agent’s temperature stabilized to a value of
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~0.5, close to that of the expert agent. In contrast, in the team of participant
P_NTL_ 3, who performed the worst, the agent’s temperature stabilized to a value

of ~0.35, the lowest or similar to the lowest.
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Figure 4.16 No_TL groups Temperature trajectories during the four off-line training
sessions (OTS).
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Figure 4.17 TL groups Temperature trajectories during the four off-line training

sessions (OTS).

For the TL group, we do not include the off-line training session in the first
phase of the TL. method. In the four OLT sessions, the temperature remains stable
across all the participants with a small spike on the first off-line training session.
As there is no need for the same level of exploration as the No_TL group, this was

expected. The most important observation here is that the temperature in all
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agents is stabilized at a value of ~0.6 with the exception of one that falls close to
~0.5.

Based on the above results, there is a possible correlation between the
temperature and the performance that the teams had. In the No_TL group, the
agent of the best-performing team had a similar temperature to the expert, and
the same to all the agents of the TL group. The lower performance could be the
cause of the lower temperature, meaning that those were the optimal
temperatures for those cases. But it could be the opposite. Could a fixed

temperature based on the data from the expert, be better than a trained one?

In the No_TL group we can observe the following:

a. the agent of the best-performing team (P_NTL_4) reached a similar
temperature to that of the expert, and the agents of the TL group.
b. the rest of the three agents reached a lower temperature (compared to:

P_NTL_ 4, the expert, the agents of the TL group)

Based on the above observations, there is a possible correlation between the
temperature and the performance that the teams reached at the end of the study.

This is further discussed in section 5.2.
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4.3.3 Keyboard Controls

In the collaboration task, each member of the agent-human team controls the
rotation of an axis of the tray. The rotation of the tray causes the ball to move, and
the two members are responsible for moving the ball towards the target. The
collaboration task is presented in section 3.1 for more information. In this co-
learning task, both members need to learn the task while collaborating with the
other. In this section, we want to present how the human side collaborates

through the use of keyboard controls.

Figures 4.18 and 4.19 are the distributions of normalized changes that the
participant made during a game for the No_TL and TL groups respectively. The
normalised changes are the number of control frames that the player applied
input to make a change to the tray, divided by the total number of control frames
played in the game. This measure does not present an objective view of the
performance of the participant, but it shows the involvement that a participant

has during the game.

Normalized Keyboard Inputs During a Game
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Figure 4.18 No_TL groups Normalized Keyboard Control Inputs during games for each
block
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Figure 4.19 TL groups Normalized Keyboard Control Inputs during games for each
block

It must be noted that these inputs do not show the way a person applied the
inputs but only in how many control frames the person applied an input. For
example, if an input was applied in 4 consecutive control frames, we count that
as 4 interactions. In this scenario, the participant could simply hold the keyboard
input down for the duration of those 4 control frames, or the participant could re-
press the keyboard input as little as 2 times or more. Also, the figures (4.18, 4.19)
include changes that were applied by the participant, but the tray was already to

maximum angle and therefor there was no change in the angle of the tray.

Throughout the collaboration, the expert shows a stable total interaction with
values around 0.4 and 0.5. While during the first block, the interactions are a
little lower than that, we see it more as an outlier. Overall in both groups, while
there is a variance between each participant, toward the end their total
interaction are similar or lower to the experts. In the last block, all participants

except one had a lower total interaction than the expert.

The most interesting behaviour in this graph is that of participant P_NTL_ 1.
In the section 4.3.1 we presented the paths of the ball during the 1st, 3rd and 5th
blocks. In that section, we showed that this participant in the 5th block had
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aggressive behaviour. We also mention that in the third block, the paths were
similar to the experts. Here its obvious that the behaviour of the participants was
overall different to the expert's behaviour. Even in that 3rd block where the ball
moved in similar ways. This shows that the strategy that this participant followed

was from the beginning different to the others.

Participant P_NTL_1 was the only one adopting this strategy, meaning we
can't say if it is a bad strategy or not. Using this graph we can see how difference
between participants in their approach to the game. This measure is not perfect,
as we said earlier it does not show how the inputs are applied and what changes,
if any, they made. With that in mind, through these graphs (figures 4.18 and 4.19),
we were able to present another view of the different behaviours of our
participants. In a bigger sample using measures like this, it is possible to decide
if behaviours like this are outliers in the study or common behaviours that a group

of people follow.

4.3.4 Rotation of the Tray

In the above section we focus on the total interaction of the participant using
the keyboard controls. In this section, we present a view of how both the agent
and the participant rotate the tray and how this affects the final result. In section
3.1, we described how the rotation of the tray affects the ball. In this section, we
present the rotation of the tray in one randomly selected game from the 1st, 3rd
and 5th blocks. For our purpose, in this section, we show only the games the
participants P_NTL_1 and P_NTL_3. In the graphs, we also include the inputs
of the participants. For an insight into all other participants, we provide more

figures in the Appendix 7.2.

In Figure 4.20 are the angles of participants P_NTL_3 team. In the 1st block
we see that the agent rotated towards negative 30 degrees and then stayed there.
This behaviour of the agent is explained better in section 3.4.2. In the 3rd and
5th blocks, the agent collaborated more. In the previous section, we show how
this participant had the most total interactions, in this graph we can see how those

interactions were applied.

For more information about the changes both members can make and how

they affect the ball see section 3.1. In the first block, the participant made big
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constant changes clock/anticlockwise. In the 3rd and 4th blocks the participant
continues to apply big constant changes but this time more often than in the first
block. It seems that the agent does try to follow the sudden continuous changes

meaning the agent did learn to follow the behaviour of the participant.

Block 1 Game 4
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2 PT Tray angle
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11 . PT Negative inputs
[
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Figure 4.20 Angles of the tray during 3 games of the P_NTL_1 collaboration process.
Blue traces for the angle around the x-axis (agent controls), and Orange traces for the

angles around the y-axis (participant controls)

In Figure 4.21 are the angles of the participant’s P_NTL_3 team. This team
failed to increase its performance during the study and achieved victory only 3
times. In the 1st block, the results are similar to others with the agent being the
main problem, with it choosing to remain at an angle of negative 30 degrees in
the game. In the 3rd and s5th blocks, the agent seems to rarely rotate past o
degrees into negatives. But also, it was not constantly applying a single decision
like the 1st block. While this graph does not provide an explanation on this

behaviour, using it we can visualize the problem the participant faced.
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Figure 4.21 Angles of the tray during 3 games of the P_NTL_ 3 collaboration process.
Blue traces for the angle around the x-axis (agent controls), and Orange traces for the

angles around the y-axis (participant controls)

In Figure 4.22 are the angles of the participant’s P_TL_1 team. In the 1st
block, here we see the massive difference in the action of the agent. In both cases
above for the No_TL group, the agent fixed the tray into a position and did not
collaborate more after that. Here the agent is far more active during the game. In
the 3rd and 5th blocks, both members show unison in their action and the games

are much smaller in duration.
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Figure 4.22 Angles of the tray during 3 games of the P_TL_1 collaboration process.
Blue traces for the angle around the x-axis (agent controls), and Orange traces for the

angles around the y-axis (participant controls)
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4.4 Subjective measures:

4.4.1 Judgement of control:

Figures 4.23 and 4.24 show the Judge of Control (JoC) responses for each
block, for the No_TL and TL groups respectively. Although we have the baseline
results here, we do not focus on them because we do not have the objective results
to compare with. At each block, the participants responded on a scale from ‘1’ to

[P REPE)

9’; ‘1’ meaning having absolutely no control and ‘9’ being total control.

@ PNTL_1 @ P_NTL.2 4 P_NTL3 P_NTL_4

j \/
2 ~ —

Baseline 1st 2nd 3rd 4th 5th

Block

Figure 4.23 Judgement of control for the No_TL group.

& PTL1 & PTL2 4 P_TLS3 P_TL_ 4

Baseline 1st 2nd 3rd 4th 5th

Block
Figure 4.24 Judgement of control for the No_TL group.
In the No_TL group, most participants in the first block reported a low JoC.
After the first block almost all started to report an increasing JoC, with the

exception of P_NTL_3. Similar to the drop of performance observed in the
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objective measures (section 4.2) some participants reported a drop in the JoC

during the study.

In comparison the TL group had overall a better JoC. Most participants
reported a good JoC during the 1st block and after that the JoC increased for the
rest of the study with no drops. Participant P_TL_1 had the lower reported JoC
in this group and by far. One possible explanation could be that the experience
with the TL algorithm did not have the expected positive effect. But there are also
other possible explanations. It could be that the skill of the participant is overall
lower and therefore did not have the same JoC with the others. In section 4.1
showing the familiarization results, the participant P_TL_1 was the lower

performer by far in the TL group.

In most participants the JoC seems related with their objective teams
performance. The exceptions are participants P_NTL_1 and P_TL_ 1. We
described above reasons that could explain the JoC reported by P_TL_1. Similar
reasons could had affected the answers of P_NTL_ 1. Another possible
explanation is that these participants could be overall more pessimistic or
optimistic. While the Big five scale, does not produce an optimism/pessimism
trait, in his work Sharpe et al [60], indicated a strong positive relationship
between optimism and the traits of Emotional Stability, Extraversion,
Agreeableness, and Conscientiousness. In this work, we do not focus on further

analyses of this aspect.
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4.4.2 Collaboration metrics

For the subjective collaboration measures, in Figure 4.25 are the measures of
Fluency, Trust, Teammate Traits, Improvement and Alliance. For more

information about the included questions on each measure see section 3.5.2.

W P_NTL_1 5.00

W P_NTL2

Bl P_NTL3 4.00
P_NTL_4

W P_TL1

WP

WP TL3
P_TL 4

3.00

Score

2.00

0.00

Fluency Trust Teammate Improvement  Alliance
Traits

Figure 4.25 Subjective measures of fluency, trust, teammate characteristics,

improvement and alliance for all participants.

For all these measures a higher value indicates a more positive attitude. In
Fluency, Teammate Traits, Improvement and Alliance there seems to be an
overall better experience within then TL group. In the No_TL group, there are
participants who reported similar experiences to the TL group. Notable
P_NTL_4, which had the best performance in the No_TL group, reports a similar
experience to the TL group. This indicates that the overall subjective experience

is related to the objective team performance.

Regarding the Trust that the participants had in the AI, we observe a variance
in both groups. In the TL group, on average, participants trusted the Al more than
in the No_TL group, but in general, each participant had a very different
experience. This might indicate that this measure is not solely related to the
experience during the game and it needs to be interpreted in combination with

the overall attitude of the participants towards Al.
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Figure 4.26 shows the participants' perception regarding the two measures of
the AI Contribution. In section 3.5.2, we explained the reasons for using two
measures instead of one and also the questions each measure has. The two
measures are Al contribution in all games (AIC-all games) and Al contribution

in the last 10 games (AIC-10 games).

In these measures, a value higher than 3 (4 or 5) means higher perceived
contribution of the Al. A value of 3 means an equal perceived contribution of both
members. And a value lower than 3 (1 or 2) means higher perceived contribution

of the human participant.

B P_NTL_1 5.00

B P_NTL_2

B P_NTL_3 4.00
P_NTL_4

B P_TL_1

B P TL2

B P TL3
P_TL 4

3.00

Score

2.00

1.00

0.00
AIC-10 games AlC-all games

Measure

Figure 4.26 Two Subjective measures of Al contribution for all participants. The fiist
measure is the Al contribution on the last (10) games (AI C.L. games) and the second is

the AI contribution on all games (AI C.A. games)

In AIC-all, most participants reported an equal contribution between the Al
and themselves. Participant P_NTL_ 2 had the lower value (1) of all, meaning that
this participant perceived that contributed more than the Al. Generally AIC-all
does not show the same relation with the objective teams performance as other

measures shown at the begging of the section.

In AIC-10, both groups have overall an increase to the perceived
contribution of the AI. Even participant P_NTL_2 where in the AIC-all had the

lower value, here has the higher value (5).
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To better understand the perceived Al contribution during the last 10 games,

we used the four questions that were asked in the context of the last 10 games.

The four questions are:

1.

How do you judge the performance of the team in the last ten games?

2. This performance was a joint result of the team?
3.
4. The Al system had the main responsibility for this performance.

I had the main responsibility for this performance.

The second and fourth questions are used for the AIC-10. More information in

section 3.5.2.

Each question is a five item Likert scale. The scales are in Figure 4.27. In the

trees of Figures 4.28 and 4.29 these answers are clustered in 3 groups: less than

3 (1 or 2), three and more than three (4 or 5). Three refer to the middle answers,

which a neutral answer to the question.

e‘

Question #1 Very Bad Bad moderate Good Very
Good
Question #2-4  Completely Disagree Neither Agree Completely
Disagree agree/Neither Agree
disagree

Figure 4.27 Likert scales for questions

In the No_TL group in Figure 4.28, all participants rated the performance as

neutral or negative (3 or below 3). The two participants who rated the

performance negatively, P_NTL_2 and P_NTL_3, answered that they did not

agree that the performance was the result of the team. Both disagreed that they

were responsible for the performance and agreed that the AI was responsible for

the performance. In the open question at the end, the participant P_NTL_ 3 said

that “the agent is not a smart Al system”. This shows how the participant blames

the agent for the final performance. P_NTL_ 2 did not answer the open question.
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Figure 4.28 No_TL groups answer tree for the question of the Final 10 games.

For the other two participants who rated the performance as 3, P_NTL_1 and
P_NTL_4 had a split perception of their experience. P_NTL_4 answered that the
performance was not a joint result and that of the two members, the AI was
mainly responsible for the performance. In contrast, P_NTL_1 replied that the
performance was a joint result and that neither member was predominantly
responsible. In the open question, participant P_NTL_1, said that “the agent
didn't learn over time, and it could be more cooperative and intelligent in order
to achieve our goal”. P_NTL_4 said “ In the end, the improvement slowed down,
maybe because I expected the agent to continue learning, that is, to get used to

waiting for the agent to make idle movements.”.
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In the TL group in Figure 4.29, all participants rated the performance as
neutral or higher ( 3 or above 3). This directly shows the better experience that
all participants had. Participant P_TL 1 was the only one who rated the
performance with a 3. He also answered that the performance was not a joint
result and that the AI was most responsible. This participant did not leave a

comment in the open question therefore we do not have any extra information

about the experience during the study.
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Figure 4.29 TL groups answer tree for the question of the Final 10 games.

Of the other 3 participants who rated the performance higher than 3, all of
them answered that the performance was a joint result. P_TL_4 answered with 3
to both questions about which member was more important to the performance,
while P_TL_2 answered with lower than 3 to both questions. P_TL_3 answered
that the AI was the most important member for the performance. This was an
unexpected answer as it contradicts the answer about the performance being a
joint result. In the open question, the participant said “It was overall a good
cooperation, it was evident that there was a learning process which gradually

improved the system's actions”.
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5 Conclusions & Discussion

In this chapter, we present a conclusion to our study. Additionally, we also

provide subjects for discussion and suggestions for future expansion.

5.1 Conclusion

The aim of this study was to present the benefits of using transfer learning in
a co-learning collaboration task between a human participant and an Al agent.
In the objective measures, the TL group showed an advantage compared to the
No_TL group. The TL group managed to complete the collaboration task in
almost all games and in the end, the results were much closer to the expert team.
Also on average, the TL group needed less than half the time to complete all

games compared to the No_TL group.

On the subjective measures, the TL group also showed a better experience
than the No_TL group. In the measures of Fluency, Teammate Characteristics,
Improvement and Alliance the TL group had overall a better experience, but here
the difference between the two groups was smaller than that of the objective
measures. Some participants of the No_TL group reported similar results to the
TL group in some measures. While not having a clear advantage, overall, the TL
group showed a more consistent experience than the No_TL group. In the Trust
measure, again the TL group had better results, but both groups showed a
variance among the participants. This could mean that other aspects affect the
trust that the participants show to the agent. With a bigger sample, we could use
the Big Five, personal values, Al attitude questionnaires to better understand

what could affect trust.

On the Contribution of AI, we opted to create two categories that measure the
Contribution of Al in all games and in the final 10 games. In the Contribution
across all games, the TL group had consistent results with almost all participants
answering that there was an equal contribution from themselves and the Al. The
No_TL group overall rated that they contributed more to the performance. For

the AI contribution in the last 10 games, in section 4.4.2 we showed a different
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way to present the results. There we see that the No_TL group, while rating that
the AI contributed more, this was in a negative narrative, with all participants
rating the results in the final 10 games mostly negatively. In contrast, the TL
group rated the results of the final 10 games mostly positive and the contribution

was equal to both members.

Tsitos et al [30], in a similar work, presented results of using a transfer
learning method called probabilistic policy reuse (PPR). The environment and
collaborative task were different therefore direct comparison is not possible. PPR
helped participants to achieve results similar to the expert after many blocks of
games. In comparison, the No_TL group in that work did not manage to achieve
results any similar to the expert. Our TL methodology achieved similar results to
the expert much faster, but at the same time, some participants from the No_TL
group were not far in performance. In the subjective measures, there was a
similar increase in the results of the PPR group with our TL group. We did not
have a similar sample of participants, and the collaborative task is much different
in making any conclusion about the strengths of each method. With that said, the
use of demonstration data and a pre-train step in our study allows a better
performance in the initial blocks but it could come with the cost of
personalization of the agent to the participant. In contrast, PPR could allow for
better personalization but require more time to achieve that result. It would be
interesting in future work to compare the two methodologies in the same

collaboration task.

Finally, in our study, we used questionnaires to capture the personal traits and
values of the participants and their attitudes towards AI. While we did not use
these extensively in our work, mainly due to the small sample of participants,
such material could allow further analysis of our results in future work. We have
mentioned in the chapter 4, how we could use the personalities of the participants
to explain some results we saw. Another use can be to compare the sample of

participants, among different works, based on these personality measures.
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5.2 Discussion

In section 4.3.2, we present results that showed a possible correlation between
the temperature a and the performance of the teams. Based on these results two

questions emerge:

e Does a low performance cause the lower temperature to be (and stay)
low, or does the stabilization to a low temperature prevent further

improvement of the performance?

e Could a fixed temperature based on the data from the expert, be better

than a trained one?

In the first work introducing the SAC agent, Haarnoja et al. [22] used a fixed
temperature a as a hyperparameter. This hyperparameter was meant to be
optimised by the user based on the needs of the task at hand. In a follow-up work,
Haarnoja et al. [61], introduced a temperature a that is updated based on a target
entropy. The purpose was to make it easier to find the optimal value. The
temperature a and the error that was used to update it, are discussed in section
2.1.2. Based on our results, the use of the variable temperature could be the
reason for the agent's negatively change of behaviour during the games of the
No_TL group.

A crucial point in any environment, in the context of RL, is how the rewards
are applied. In our specific case, all states are rewarded with a -1 except the target
state which is rewarded with 10. More information about the environment is in
section 3.1. The reward is combined with the Bellman equation, described in
section 2.1.2, meaning that when the agent finds the target, during the gradient
updates it will start to spread the reward in the rest of the states in the Q-function.
As a result, in order to maximize the reward, the agent learned to minimize the
path towards the target by passing through as few as possible states, minimizing
in this way the ‘-1’ rewards (penalties). The longer paths that are less rewarding
are visited less often and therefore do not affect as much the training procedure.

This makes the agent focus on the paths that produce the best cumulative reward.
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Yet, in the context of SAC, the goal of the agent was to reach the target entropy.
The entropy was affected by the probability of the actions in a given state. When
the system reached the target entropy, all the actions had the same probability of
being selected. This meant that the soft value (aH (7 (- |s;))) combined with the
stochastic policy, allowed paths that are longer, but still reached the target, to
have a possibility of being selected. In an extreme scenario, where the target
entropy is reached without ever reaching the goal (the ball falls into the target and
the agent is rewarded with 10) the policy is only trained on -1 rewards and most
probably without exploring the entire state space. This behaviour can explain the

bad performance of the No_TL group, while having reached the target entropy.

Considering that in the situation just described above, the preferred policy for
an agent would be to start selecting actions that go to states that are not yet

visited, we ask the following questions:

e Would a fixed temperature solve the problem?

e Would another description of the target entropy, that allows actions to be
selected based on a range of probabilities, instead of equal ones, facilitate
further exploration?

e Is there another parameter that could prevent the system from reaching

the target entropy without limiting exploration?

In the context of using the SAC in a discrete setting, some works [62,13] already
showed that using a different description of the target entropy can provide better
results. In our results, it seems that the use of TL can provide a solution to this
problem, but could the use of the changes referenced above allow better

performance in both groups?

Another aspect that can be changed in the RL agent is the exploration during
the 1st block. Generally, discrete SAC uses a soft policy to explore using a soft
state value function. This is described in section 2.1.2. Specifically, the soft value
(aH(m(- |s;))) affected the agent during the training process when we calculate
the residual squared error. This meant that during the first block, where the agent

had no prior off-line training session, the agent followed the randomly initialized
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policy. This initialized policy had no function to boost exploration and therefore
it simply exploited the random policy. Based on this, during the No_TL group the
agent in the 1st did not follow any exploration and was disadvantaged compared
if there was an extra function for exploration. The TL group was not affected from

this as there was a pre-trained step in the first phase of the TL method.

In his work, Tsitos [30] used a random agent in the first block of No_ TL. This
would help exploration in the first block and benefit the first training session. We
can not compare the No_TL group in our work with the results of Tsitos, due to
the difference to the collaboration task, but the use on any extra function for

exploration would not have help positive our participants in any way.

In section 3.4.1 we provided results of the first 10 games with 15 different
initializations. The use of the random agent in the first block meant that the
difference in the policy of the initialized agent would play less role in the overall
performance. At the same time, it also prevented the good policies that come in
the initialization to provide better results. In the section 3.4.2, we show how the
agent interacted in the first block during the games of the expert. In those paths
the ball could reach the target relatively simple and then in only required a little
more help from the agent to win. Based on this, the use of an e-greedy exploration
method in the first block seems a better solution. E-greedy would allow the use of
the policy, and therefore if it’s a good policy would help the performance of the
team, while at the same time provide a needed help if the initialization was worse

than the one we used.
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5.3 Limitations

Our results and conclusions are limited by the sample of people who attended
our study. While we tried to provide enough data to support our findings, what
we presented cannot be overstated and a follow up study with a bigger sample is
required for a better conclusion. Overall, the main focus on this study should be
the use of the different measures that we used and the information that the
measures provided to the explanation of the different observation we made on

our results.

Another limitation was on the information we could collect from the
interaction of the participant with the keyboard. In section 4.3.3, we present
graphs that show the changes on the tray from the user. While those results
provide a view on the difference in approach of some participants, it is overall
incomplete. In our data we cannot present how the participant interacted with
the keyboard and also, we cannot show the latency between the moment the
participants pressed a button and when their actions changed the tray. In future
works more information from the keyboard controls would provide interesting

information about the approach of the participants.
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7 Appendix

~7.1 Participant paths

In this appendix we provide the paths of the ball of all participants. Section
4.3.1 has a further analysis about the experts along with the participants
P_NTL_1, P_NTL_3, and P_TL_1 . The paths of those participants and the

experts are not included in this appendix.

In Figures 7.1 and 7.2 are the remaining participants of the No_TL group. And In
Figures 7.3, 7.4 and 7.5 are the remaining participants for the TL group.

Participant: P_NTL_2 Block: 1 Participant: P_NTL_2 Block: 3 Participant: P_NTL_2 Block: 5
Wins in this block: 1 Wins in this block: 8 Wins in this block: 8

Figure 7.1 The paths of the ball from the 1st, 3rd, and 5th block during the P_NTL_2’s

collaboration with the agent.

Participant: P_NTL_4 Block: 1 Participant: P_NTL_4 Block: 3 Participant: P_NTL_4 Block: 5
Wins in this block: 10 Wins in this block: 10
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Figure 7.2 The paths of the ball from the 1st, 3rd, and 5th block during the P_NTL_4’s

collaboration with the agent.

Participant: P_TL_2 Block: 1 Participant: P_TL_2 Block: 3 Participant: P_TL_2 Block: 5
Wins in this block: 10 Wins in this block: 10 Wins in this block: 10

Figure 7.3 The paths of the ball from the 1st, 3rd, and 5th block during the P_TL_2’s
collaboration with the agent.

Participant: P_TL_3 Block: 1 Participant: P_TL_3 Block: 3 Participant: P_TL_3 Block: 5
Wins in this block: 9 Wins in this block: 10 Wins in this block: 10

Figure 7.4 The paths of the ball from the 1st, 3rd, and 5th block during the P_TL_3’s
collaboration with the agent.

Participant: P_TL_4 Block: 1 Participant: P_TL_4 Block: 3 Participant: P_TL_4 Block: 5
Wins in this block: 10 Wins in this block: 10 Wins in this block: 10

Figure 7.5 The paths of the ball from the 1st, 3rd, and 5th block during the P_TL_4’s

collaboration with the agent.
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7.2 Control Inputs and Tray Changes

In this appendix we provide the changes in angle of the tray graphs from 3
games across the first, third and fourth blocks. Section 4.3.4 has a further
analysis about the participants P_NTL_1, P_NTL_3 and P_TL_1.

In Figure 7.6 has 3 games from the experts playthrough. Figures 7.7 and 7.8 have
the remaining participants of the No_TL group . Figures 7.9, 7.10 and 7.11 have

the remaining participants of the TL group.
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Figure 7.6 Tray angles and players controls during the experts collaboration.
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Figure 7.7 Tray angles and players controls during the P_NTL_ 2 collaboration.
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Figure 7.8 Tray angles and players controls during the P_NTL_ 4 collaboration.

138



Block 1 Game 9

3
--- Agents Tray angle
24 -«- PTTray angle
PT Positive inputs
1 . PT Negative inputs .
0 s T SRS
.
-1 . -
-
-2 . .
. - AN
3 & e <
0 5 10 5 20 25 30 35
Block 3 Game 7
3
2
1
0 et
M R
-1 » TTTTN
A
-2 4 \ AN A,
-3 . tS W ¥
0 10
3
2
1
e @mmmenn o.
- ~
0 ¢ -e .
1 ) R .
. S .
X P T = .
-2 A e T
- pL— -~
. -
-3 age
0.0 25 5.0 75 10.0 125 15.0 17.5 20.0
Iterations

Figure 7.9 Tray angles and players controls during the P_TL_ 2 collaboration.
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Figure 7.10 Tray angles and players controls during the P_TL_3 collaboration.
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Figure 7.11 Tray angles and players controls during the P_TL_4 collaboration.
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