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Abstract

Critical Infrastructures (CIs) play a vital role to the well-being of our society, as their
disruption would have a significant effect on the security, safety, economy and public
health at a national or even international level. Power grids, communication networks,
industry infrastructures, transportation networks, health services, financial services,
agriculture as well as urban environments can be considered as the most important
CI sectors. In the last few decades the growth of Information and Communication
Technologies (ICT) have introduced Industrial Control Systems (ICS) which, in turn,
play a vital role on most CIs environments. Unfortunately, cyber-physical threats
evolved to fit this new environment. Attacks that formerly required physical access
to be triggered, have not become cyber-enabled: A remote adversary could disrupt
the operations of a CI just by attacking the corresponding ICS systems.

Furthermore, the introduction of Industry 4.0 as well as the Internet of Things
(IoT) related technologies have further transformed the CIs. Enabling features such
as system automation and operating efficiency, remote management, command &
control, production programming and optimization, human error as well as production
cost reduction became the norm to otherwise isolated complex cyber-physical systems.

But all this interconnectivity, interoperability and physical proximity transformed
the threat landscape by introducing complex and hard-to-identify attack vectors
against Cyber-Physical Systems (CPS) that used to be isolated systems. In addi-
tion, the lack of up-to-date security controls and frameworks, the use of commercial,
off-the-shelf IoT devices in manufacturing and industrial facilities, the plethora of vul-
nerabilities found in both hardware and software, the adoption of insecure wireless
network protocols and the copious cyber-physical capabilities of IoT-devices, have
enabled remote adversaries to extend their reach from cyber to cyber-physical thus
resulting in complex, subliminal attack scenarios. Most of these attacks can be consid-
ered as IoT-enabled : The attacker initially exploits some vulnerable IoT technology
as a first step towards compromising a critical system that is connected with it, in
some way.

Unfortunately, existing Risk Assessment (RA) methodologies cannot address these
new threat types. In the literature, there is a lack of risk assessment methodologies
targeted in identifying, modelling and assessing such complex cyber-physical attack
vectors. The main research goal of this thesis is to contribute in understanding, iden-
tifying and assessing these novel IoT-enabled, cyber-physical attacks paths against
critical infrastructures and services.



The thesis is structured in five sections, each of which includes a number of chap-
ters. In Section I the foundations (Chapter 1) and the related work (Chapter 2)
is introduced, to assist the reader in understanding the current state-of-the-art and
the open research challenges related with the identification and assessment of IoT-
enabled, cyber-physical attacks. Section II (Chapters 3-4) analyzes the relevant threat
landscape. In particular, in Chapter 3 we review recent, Proof-of-Concept (PoC) as
well as real incidents of IoT-enabled attacks on critical infrastructures and services
whereas in Chapter 4 we dive into a deeper analysis of high-profile attacks presented
in the previous chapter.

Section III (Chapters 5-6) introduces the novel risk assessment methodologies
introduced in this thesis. Specifically, in Chapter 5 we propose a high-level framework
in order to assess the criticality of the attack scenarios presented in Chapters 3 and
4. Then, in Chapter 6, we develop a low-level, detailed RA methodology to identify,
model and assess complex, IoT-enabled cyber-physical attacks.

Section IV (Chapters 7-9) focuses on the validation of the methodologies presented
in Chapters 5 and 6. Particularly, in Chapter 7 we apply the framework presented in
Chapter 5 on the cyber-physical attacks presented in Chapters 3 and 4, considering a
worst-case scenario approach. Then, we test the low-level RA methodology presented
in Chapter 6, in two different cases: a smart city scenario (Chapter 8) and a healthcare
scenario (Chapter 9).

Finally, Section V (Chapters 10-11) summarizes the results of this thesis that
are related with the mitigation of IoT-enabled attack paths, along with open re-
search challenges that require additional future work respectively. In Chapter 10
state-of-the-art mitigation controls are proposed for specific domains. In particular,
countermeasures that aim at reducing the threat and/or the vulnerability level, in
the context of the attack scenarios presented in Chapter 10.

Additionally, mitigation strategies based on the results of our low-level method-
ology are presented for the e-healthcare PoC scenario. Finally, Chapter 11 concludes
this thesis by providing an overview of the proposed methodologies, along with their
limitations and the future research challenges that have been identified.



Περίληψη

Οι Κρίσιμες Υποδομές (ΚΥ) διαδραματίζουν ζωτικό ρόλο για την ευημερία της κοινωνίας
μας, ενώ οποιαδήποτε διαταραχή των υπηρεσιών που προσφέρουν έχει σημαντικές επιπ-
τώσεις στην ασφάλεια καθώς και στην οικονομική και κοινωνική ευημερία των πολιτών

τόσο σε εθνικό αλλά και σε διεθνές επίπεδο. Δίκτυα ενέργειας, μεταφορών και επικοιν-
ωνιών, βιομηχανικές υποδομές, υπηρεσίες υγείας, χρηματοοικονομικές υπηρεσίες, πρω-
τογενής παραγωγή τροφίμων καθώς και το αστικό περιβάλλον θεωρούνται ως οι κύριοι

τομείς των ΚΥ.
Τις τελευταίες δεκαετίες η εξέλιξη των Τεχνολογιών Πληροφορικής και Επικοιν-

ωνιών (ΤΠΕ) έχουν ως αποτέλεσμα την ενσωμάτωση των παραπάνω σε Συστήματα
Βιομηχανικού Ελέγχου (ΣΒΕ) τα οποία υποστηρίζουν πολλούς τομείς των ΚΥ με
αποτέλεσμα την δραστική αλλαγή του πεδίου των απειλών. Πιο συγκεκριμένα, επιθέσεις
που προηγουμένως απαιτούσαν φυσική πρόσβαση προκειμένου να πραγματοποιηθούν,
ήταν πλέον δυνατό να πραγματοποιηθούν απομακρυσμένα μέσω του κυβερνοχώρου και

να διαταράξουν την λειτουργία κυβερνο-φυσικών συστημάτων ζωτικής σημασίας για μια
ΚΥ. Επιπρόσθετα, η υιοθέτηση του βιομηχανικού προτύπου ”Industry 4.0” καθώς και
οι τεχνολογίες που σχετίζονται με το Διαδίκτυο των Πραγμάτων (ΔτΠ) έχουν μετα-
μορφώσει το περιβάλλον στο οποίο λειτουργούν τα εν λόγω κρίσιμα κυβερνο-φυσικά
συστήματα. Οι τεχνολογίες που αφορούν το ΔτΠ προσφέρουν, μεταξύ άλλων, την
βελτιστοποίηση των παραγωγικών διαδικασιών, την μείωση των μηχανικών βλαβών και
του κόστους παραγωγής καθώς και τον περιορισμό των λαθών που προέρχονται από τον

ανθρώπινο παράγοντα, μέσω των υπηρεσιών της απομακρυσμένης διαχείρισης, ελέγχου
και ανάλυσης των λειτουργικών δεδομένων, της διασυνδεσιμότητας και διαλειτουργικότη-
τας των συστημάτων αλλά και την υιοθέτηση τεχνικών μηχανικής μάθησης και τεχνητής

νοημοσύνης.
Τα παραπάνω πλεονεκτήματα έχουν όμως και ένα σημαντικό κόστος: Η συνδεσ-

ιμότητα, διαλειτουργικότητα καθώς και η φυσική εγγύτητα μεταξύ ετερογενών συστη-
μάτων, πρωτοκόλλων δικτύου και εφαρμογών έχει ως αποτέλεσμα την περαιτέρω με-
τεξέλιξη του πεδίου των απειλών σε σύνθετα διανύσματα αλληλεπιδράσεων, τα οποία
έως σήμερα, δεν είναι εύκολο να εντοπιστούν και να αξιολογηθούν ως προς το βαθμό
της επικινδυνότητάς τους, μέσω των υφιστάμενων μεθοδολογιών αποτίμησης κινδύνου.
Συνδυάζοντας όλα τα παραπάνω και λαμβάνοντας υπόψιν το μεγάλο αριθμό των

ευπαθειών που εντοπίζονται σε καθημερινή βάση στο επίπεδο εφαρμογών και δικτύων

των “έξυπνων” συσκευών και συστημάτων αυτοματισμού, την πληθώρα των κυβερνο-
φυσικών δυνατοτήτων των εν λόγω συσκευών (π.χ. ασύρματες διεπαφές δικτύου,
αισθητήρες φωτός, ήχου, εγγύτητας), την έλλειψη ελέγχων για τον εντοπισμό ευπα-
θειών αλλά και την απουσία αναγνωρισμένων και εξειδικευμένων προτύπων ασφαλείας,
γίνεται αντιληπτό ότι κακόβουλοι πράκτορες δύναται να αλληλεπιδράσουν με κρίσιμα



συστήματα από απόσταση ακόμα και με φυσικό τρόπο χωρίς να εντοπιστούν. Οι εν
λόγω επιθέσεις χαρακτηρίζονται ως προερχόμενες από το ΔτΠ: Ο εισβολέας αρχικά
εκμεταλλεύεται κάποια ευπάθεια μιας συσκευής του ΔτΠ ή/και αντίστοιχης υπηρεσίας
προκειμένου στην συνέχεια να επιτεθεί σε ένα κρίσιμο σύστημα που είτε συνδέεται άμεσα

ή έμμεσα ή/και βρίσκεται σε φυσική εγγύτητα με αυτό.
Τόσο οι υφιστάμενες μεθοδολογίες ανάλυσης επικινδυνότητας όσο και η μέχρι τώρα

έρευνα δεν έχουν καταφέρει να αντιμετωπίσουν αποτελεσματικά τις νέες προκλήσεις

που σχετίζονται με σύνθετα μονοπάτια κυβερνο-φυσικών επιθέσεων. Ο κύριος στόχος
της παρούσας διδακτορικής διατριβής είναι να συμβάλει στην κατανόηση, ανάλυση και
αξιολόγηση της επικινδυνότητας σύνθετων σεναρίων κυβερνο-φυσικών μονοπατιών επί-
θεσης ενάντια σε κυβερνο-φυσικά συστήματα που παρέχουν υπηρεσίες ζωτικής σημασίας
για την κοινωνία, και τα οποία βρίσκονται εγκατεστημένα σε διάφορους τομείς των ΚΥ.
Η παρούσα διατριβή αποτελείται από πέντε θεματικές ενότητες, καθεμία από τις

οποίες αποτελείται από μια σειρά από επιμέρους κεφάλαια. Πιο συγκεκριμένα, στην
ενότητα Ι παρατίθεται το απαραίτητο εννοιολογικό πλαίσιο για την κατανόηση των

τεχνικών όρων και του περιβάλλοντος των κρίσιμων υποδομών και των μεθοδολογιών

αξιολόγησης της επικινδυνότητυας συμπεριλαμβανομένων, μεταξύ άλλων, την εξέλιξη
του πεδίου των απειλών, καθώς και τις υφιστάμενες προκλήσεις που σχετίζονται με τον
εντοπισμό, μοντελοποίηση και την ανάλυση της επικινδυνότητας σύνθετων, κυβερνο-
φυσικών απειλών. Στην ενότητα ΙΙ παρουσιάζονται, κατηγοριοποιούνται και αναλύον-
ται πραγματικές καθώς και θεωρητικού επιπέδου κυβερνο-φυσικές επιθέσεις σε ΚΥ.
Στην ενότητα ΙΙΙ παρουσιάζονται μία υψηλού επιπέδου μεθοδολογία εκτίμησης ρίσκου

με σκοπό την ανάλυση της κρισιμότητας των επιθέσεων που αναφέρονται στην ενότητα ΙΙ

καθώς και μία χαμηλού επιπέδου μεθοδολογία ανάλυσης, μοντελοποίησης και εκτίμησης
της επικινδυνότητας σύνθετων κυβερνο-φυσικών απειλών από το πεδίο του ΔτΠ. Στην
ενότητα IV, ελέγχουμε την αποτελεσματικότητα των μεθοδολογιών που αναπτύχθηκαν
στην προηγούμενη θεματική ενότητα. Πιο συγκεκριμένα, αναλύουμε την επικινδυνότητα
των πραγματικών αλλά και την χειρότερη δυνατή εκδοχή των θεωρητικών, κυβερνο-
φυσικών σεναρίων επίθεσης, που παρουσιάστηκαν στην ενότητα ΙΙ, εφαρμόζοντας την
υψηλού επιπέδου μεθοδολογία που αναπτύξαμε στην ενότητα ΙΙΙ. Επιπλέον, εφαρμόζουμε
την μεθοδολογία χαμηλού επιπέδου στα διαφορετικούς τομείς μιας “έξυπνης” πόλης και
σε ένα σύγχρονο περιβάλλον υπηρεσιών υγείας.
Τέλος, στην ενότητα V προτείνουμε μέτρα ασφάλειας τα οποία περιλαμβάνουν τόσο

βέλτιστες πρακτικές, όσο και τεχνολογίες αιχμής αντιμέτρων ασφάλειας για κάθε κατη-
γορία και τύπο απειλής, καθώς και διαφορετικές στρατηγικές αντιμετώπισης κυβερνο-
φυσικών απειλών, βασιζόμενοι στα αποτελέσματα της χαμηλού επιπέδου μεθοδολογίας
μας για το σενάριο που αφορά της υπηρεσίες υγείας. Η διατριβή ολοκληρώνεται αναφέρον-
τας τους περιορισμούς αλλά και τις μελλοντικές επεκτάσεις των μεθοδολογιών εκτίμησης

επικινδυνότητας που παρουσιάστηκαν.
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CHAPTER 1
INTRODUCTION

1.1 Critical Infrastructures

Critical Infrastructures (CIs) are considered as the fundamental pillars that human
society depends on, in order to sustain its normality and well-being. Although people
in nowadays tend to consider amenities such as healthcare, electricity, telecommu-
nications and clean water as standard, it is not hard to imagine the impact that a
disruption on just one of them could have to a modernized economy/nation and/or
the ecosystem as well.

According to European Council1 the term ’Critical Infrastructures’ is defined as
”an asset, system or part thereof located in Member States which is essential for the
maintenance of vital societal functions, health, safety, security, economic or social
well-being of people, and the disruption or destruction of which would have a signifi-
cant impact in a Member State as a result of the failure to maintain those functions”.
In October of 1997, the United States of America (USA) published for the first time
the booklet ”Critical Foundation, Protecting America’s Infrastructures” [132] whereas
Cybersecurity and Infrastructure Security Agency (CISA) defines PATRIOT Act of
20012 the term of ’critical infrastructures ’as’ systems and assets, whether physical or
virtual, so vital to the United States that the incapacity or destruction of such systems
and assets would have a debilitating impact on security, national economic security,
national public health or safety, or any combination of those matters ’.

US Presidential Policy Directive (PPD) 213 CIs defined the CIs for USA: Chemi-
cal, Commercial Facilities, Communications, Critical Manufacturing, Dams, Defense
Industrial Base, Emergency Services, Energy, Financial Services, Food and Agricul-
ture, Government Facilities, Healthcare and Public Health, Information Technology,
Nuclear Reactors, Materials and Waste Transportation Systems as well as Water and
Wastewater Systems.

In a similar approach European classification of European CIs (COM 2004 - 702
final) are categorized as follows:

• Energy installations and networks (e.g. electrical power, oil and gas pro-
duction, storage facilities and refineries, transmission and distribution system)

• Communications and information technology

• Finance (banking, securities and investment)

1
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32008L0114&from=en

2
https://www.congress.gov/107/plaws/publ56/PLAW-107publ56.pdf

3
https://www.cisa.gov/publication/isc-ppd-21-implementation-white-paper
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• Healthcare (e.g. hospitals, health care and blood supply facilities, laboratories
and pharmaceuticals, search and rescue, emergency services)

• Food (e.g. safety, production means, wholesale distribution and food industry)

• Water (dams, storage, treatment and networks)

• Transport (airports, ports, intermodal facilities, railway and mass transit net-
works and traffic control systems)

• Production, storage and transport of dangerous goods (e.g. chemical,
biological, radiological and nuclear materials)

• Government (e.g. critical services, facilities, information networks, assets and
key national sites and monuments)

Europe together with USA have established several directives, frameworks [25]
and sector specific guides in order to improve the resilience of CIs against natural dis-
asters (e.g. earthquakes, hurricanes, floods, draught), accidental events (e.g. power
outage, improper maintenance, unauthorized Hardware (HW) and/or Software (SW)
modification/error/failure) and intentional actions such as tampering, theft and es-
pionage. In particular, the European Commission (EC) proposed the Network and
Information Security (NIS) directive4 as part of the European Union (EU) cyberse-
curity strategy that aims in coordinating all member states to national supervision
of the cybersecurity of critical market operators such as energy, transport, water,
health, digital infrastructure and finance sector as well as digital service providers
such as online market places and cloud and online search engines. Furthermore, a
newer version of NIS directive (NIS 2 - COM/2020/823) is being developed by the
EC, in order to address the new challenges and threats (e.g. to apply security on
supply chains and supplier relationships):

• It broadens the scope of the existing NIS Directive to apply to “important
sectors,” such as waste management, postal services, chemicals, food, medical
device manufacturers, digital providers and producers of electronics.

• It imposes new, specific cybersecurity requirements relating to incident re-
sponse, supply chain security, encryption and vulnerability disclosure obliga-
tions.

• It aims to establish better cooperation and information sharing between EU
Member States, and create a common European vulnerability database.

4
https://eur-lex.europa.eu/eli/dir/2016/1148/oj
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1.2 CIs, Industrial Control Systems (ICS) and IoT

Industrial revolutions changed completely the working habits and lifestyle of mankind.
The 1st industrial revolution took place in the 18th century and managed to harvest
the power of steam-engines in order to increase productivity and the transportation
of goods to great distances. The 2nd began in the 19th century and included novelties
such as the discovery of electricity and oil as well as internal combustion engines and
the assembly production lines that help cut down the fabrication costs significantly.
The 3rd revolution began in the early late 60s of the 20th century and included, among
others, the introduction of nuclear energy and the fully automation of the production
processes via electronics and Information and Communication Technology (ICT). In
particular, during the last few decades, most CIs rely heavily on industrial control
systems that include Supervisory Control and Data Acquisition (SCADA) and/or
other types of control systems.

Traditional ICS follow a hierarchical design, have limited data storage capabilities,
use a standardised communication interface named Object Linking and Embedding
(OLE) / OLE for Process Control (OPC) which is based on the Distributed Compo-
nent Object Model (DCOM) [225] with restricted interoperability features and until
recently, were isolated from the Internet. Field devices such as sensors and actuators
are usually connected to a Programmable Logic Controller (PLC) via a wired interface
(e.g. serial), system software is mainly based on proprietary technology developed by
each manufacturer with limited scalability capabilities whereas data collection and
storage is restricted to the basics and takes place mostly on each installation site
premises.

Launched in the early 2000s, 4th Industrial Revolution (4IR or Industry 4.0 ) [158]
promotes interconnectivity and smart automation in order to transform legacy sys-
tems (e.g. electric power generators, heavy industrial machinery) into complex cyber-
physical entities, which, aside physical interfaces, include advanced cyber character-
istics such as embedded software, network interfaces and sensing capabilities. All this
transformation is supported by the rapid evolution of hardware, including computing
power and energy efficiency, software, wireless technologies (e.g. 5G, ZigBee, WiFi,
Z-Wave) and network communication protocols. By incorporating these character-
istics systems are becoming capable to communicate one another, interoperate, self
adjust and being remotely accessed/managed. The main design principles in Industry
4.0 [123] can be identified as the following:

1. Interconnection: The connectivity characteristics that enable machines, devices,
sensors and people to connect over the IoT and the Internet of People (IoP) to
form the Internet of Everything (IoE).
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2. Information transparency : Information gathered from physical (e.g. via sensors)
and the digital world (e.g. office documents) must be accumulated via assistance
systems and be available to all of the IoE participants.

3. Decentralized decisions : All IoE participants must perform their tasks as au-
tonomously as possible by utilizing both local and global information that must
be available in order to assist the former to make better decisions and to increase
their overall productivity.

4. Technical Assistance: The assistance systems, must be capable of aggregating
and presenting information understandably in order to facilitate humans to
make informed decisions. Furthermore, the human role shifts from just an
operator to a strategic decision-maker and a flexible problem solver that is able
to collaborate with machines via machine-to-human interfaces.

On the other hand, IoT enabling technologies have inaugurated a plethora of
interconnected ”smart objects” that are present in all aspects of our everyday life.
Internet connectivity is incorporated in a diversity of IoT products, installed in var-
ious domains, ranging from wearables (e.g smart watches, near-patience medical de-
vices), home appliances, lighting, Heating, Ventilation, and Air Conditioning (HVAC)
systems, up to Internet-enabled robotic machinery, water storage, supply and waste
treatment systems, transportation (e.g. traffic control lighting systems), supply chain,
in-hospital medical devices, industrial equipment and smart power grid automation
systems and services. These systems are capable of communicating with heteroge-
neous types of devices and services, mainly due to the utilization of well-established
or recently introduced network/application protocols such as the HyperText Trans-
fer Protocol (HTTP/HTTPS), the Message Queuing Telemetry Transport (MQTT)
- suitable for low-bandwidth, high latency, unreliable networks [249], the Extensible
Messaging and Presence Protocol (XMPP) - for near real-time exchange of messages
and presence notifications via the Extensible Markup Language (XML) streams, the
Constrained Application Protocol (CoAP) - for use with limited-resourced nodes and
networks and the Representational State Transfer (REST) Application Programming
Interfaces (API) for interacting with Web services (RESTfull).

Regarding data analytics, IoT ecosystem favors long-term data retention that can
be stored in cloud infrastructure and can be used with machine learning techniques
for enabling automated responses, detecting anomalies, preventing equipment failures
thus decreasing the downtime and extending the component’s life. Stored data can be
used also to improve decision making and introducing artificial intelligence features
(e.g. self-driving cars, facial recognition technologies) to a wide area of everyday and
mission-critical services whereas cross-platform, open standards like MQTT promote
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interoperability characteristics that facilitate IoT-enabled devices to to collect and
exchange data from a variety of sources and different software platforms.

But all these new features and capabilities resulted in the rapid diversification of
the threat landscape. New types of attack vectors emerged: A new era was about to
begin.

1.3 Introducing the CI threat landscape: From physical to

cyber-physical attacks

Attacks against critical infrastructures has been a continuously increasing concern,
during the past decades. Until the ’90s most concerns were related to environmental
threats such as regional outages resulting from earthquakes, storms, and floods as
well as man-made physical threats such as arson, sabotage and bombing.

But from the early ’90s, the vast adoption of information technology in CIs had
a serious effect on the existing threat landscape: Additionally to the increasing con-
cerns due to terrorism as well as new attack vectors named ’Cyber threats’, resulted
from the expanding universe of Internet and the adoption of ICT-related technology,
were raised. Terrorist attack issues were brought about mostly due to the prolifer-
ation of mass destruction weapons including chemical, biological, and even nuclear
weapons. Furthermore, international terrorism, narcotics, trafficking, and transna-
tional economic could be considered as some of the new challenges of the new threat
landscape. In a US technical report [20] risks coming from recent terrorism attacks
against the energy supply chain, production and distribution sector including sabo-
tage of oil and gas transportation/storage systems, power lines, fuel tanker trucks and
power substations were presented. Additionally, a report [229] published by the Pres-
idential Commission on Critical Infrastructure Protection, showcased the potential
impact due to the increasing mutual dependence and the interconnectedness among
critical infrastructures. The authors emphasized on the increasing dependencies of
critical infrastructures with the Public Telecommunications Network (PTN), the In-
ternet and telecommunications industry. Concerning the threats from the Internet,
the report referred as newly potential attack vectors the readily available informa-
tion on sensitive topics (e.g. disclose to a terrorist the best place to set explosive
charges for maximum disruptive effects), as well as the exposure of cyber vulnera-
bilities that can result in attacks on information and communication systems. The
report also incorporated the results of a successful, three-month, black-box penetra-
tion testing on computers and networks of the US Department of Defense, privately
owned energy companies and telecommunications service providers that showcased
several high-severity vulnerabilities. The report also focused on how these changes
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affect the threat landscape and the CIs: The number of personal computers with
access to the World-Wide Web (WWW) increased from just a few thousands in the
early 80’s to over 400 million in 1996. Similarly, at the same time-period, Local Area
Networks (LANs) grow from thousands to millions, public Internet networks went
from just a few hundreds to thousands whereas, experts and specialists on telecom-
munications systems control software equipped with the technical skills fit for a cyber
attack scenario, spread worldwide. Moreover, researchers such as Furnell et. al. [93],
demonstrated concerns regarding how information technology vulnerabilities can be
used by cyber terrorists with devastating impact to the society. As of late ’90s, the
security community was also began to interested in potential cyber vulnerabilities
found on CIs’ industrial control systems. For example, in [56] authors present the
potential impact of a biological warfare terrorist attack scenario on a water treatment
facility.

The new millennium began with the discovery of Stuxnet worm [156]: The first
high-profile, cyber-physical documented attack in which malicious code had been
utilized in order to inflict physical damage to mission-critical industrial machinery.
”Someone” unleashed a digital weapon on computers in Iran, a software so unique
it would be named as the mankind’s first cyberweapon thus announcing the age of
digital warfare. The name of the worm comes out from the subset of the names of
the driver files .stub and mrxnet.sys.

Today’s black market is brimming from zero-day vulnerabilities, credential/com-
pany secrets harvesting tools, several payloads that weaponize exploits, ransomware
kits and massive numbers of zombie computers and IoT devices for botnets. Bounty
programs offered by software vendors like Google, Amazon, Microsoft and several
antivirus companies also exist since, software companies are now willing to pay for
new vulnerabilities found in their products. But with digital arm dealers and defence
contractors driving the prices for zero-day vulnerabilities extremely high, security
researchers and white hat hackers are discouraged from participating to bug-bounty
programs [190].

The discovery of the Stuxnet was a turning point since, people realized the real
potential of cyber warfare and the impact that may have on our society and to the
physical world. Nowadays, the introduction of IoT-related technologies to CIs have
further widen the threat surface, since, attacks can now be also IoT-enabled: The
attacker initially exploits some vulnerable IoT technology in order to propagate to
the actual target that is somehow connected and/or in physical proximity with the
objective of the attack.
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1.4 Research gaps, Thesis contribution and structure

1.4.1 Research gaps

Nowadays, well-established security standards (e.g. [38, 134, 235]) exist in order to
manage and assess the risks related with ICT systems and services. Furthermore,
several sector-specific security standards, frameworks and guidelines co-exist in order
to help implement security countermeasures in specific environments.

But the evolution of the threat landscape due to the emerge of the IoT ecosystem
enable adversaries to extend their reach by exploiting the interconnectivity, proximity
and/or functionality features of IoT devices thus enabling them to create complex,
subliminal, cyber-physical, attack paths. Identification and modelling of such diverse,
stealthy attack vectors can be a daunting task especially in large-scale environments
such as the one of a CI where diverse ICT technologies and mission-critical, cyber-
physical ICS systems coexist in proximity and/or connectivity with off-the-shelf IoT
devices.

Moreover, limited research work has been done so far regarding emerging threats
from IoT-enabling technologies (e.g. [3, 17, 60, 65, 97, 150]). Additionally, even fewer
research works that showcase risks and/or threats that originate from composite,
cyber-physical, attack vectors ( [2, 10, 60, 195]) exist. Some of the latter cannot even
be considered as full RA methodologies whereas other ( [2, 10]) come with several
limitations, when applied to large-scale industrial environments mainly due the expo-
nential increase of interactions/attack paths and the high percentage of false-positive
results.

1.4.2 Thesis contribution

In order to address these open challenges and research gaps we first depict this new
threat landscape by surveying, taxonomizing and analyzing recent real and PoC IoT-
enabled attacks in popular CI sectors such as in industry, energy, transportation,
healthcare as well as home environments.

Then, in order to showcase the potential impact (criticality) of such attacks, we
propose a high level risk assessment framework that we then apply on the aforemen-
tioned attack scenarios, in a worst-case approach for each domain.

Moreover, to address the research gaps on identifying, modelling and assessing
IoT-enabled complex, cyber-physical, attack vectors in large-scale environments, we
develop a target-oriented, source-driven, low-level risk assessment methodology which
we also test via realistic PoC scenarios on e-healthcare and urban environments.
Finally, for all of the above, we propose mitigation strategies to address these risks.
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1.4.3 Thesis structure

In the following paragraphs we describe in high-level the layout of the thesis. For
better understanding, we have structured our work in eleven chapters that are grouped
in five main sections. In particular:

Section Chapter Title Corresponding
Paper(s) Contribution

I - Foundations and
Related Work

1 Introduction Description of the threat landscape evolution
and research gaps

2
Related work and overview
of security organizations and
standards

[258]
Survey of existing CI and IoT-related security
standards as well as an analysis of research gaps

II - Introducing the
threat landscape

3 IoT-enabled attacks on
Cyber-Physical systems [261,262]

Present and taxonomize IoT-enabled attacks to
depict current threat landscape

4
Advanced Persistent Threats
(APTs) in Industrial IoT
ecosystem

[259]
Analyze high profile real and PoC attack scenar-
ios for further understanding of complex cyber-
physical attack vectors

III - Proposed
Methodologies

5
A high-level, RA methodology
for IoT-enabled attacks

[260,261]
Create a high-level RA methodology that can
be used to assess the criticality of ioT-enabled
atatck scenarios

6

A low-level, risk assessment
methodology for complex,
IoT-enabled, cyber-physical
attack paths

[257]

Develop a low-level RA methodology that is ca-
pable of identifying, model and assess compos-
ite, IoT-enabled, cyber-physical attack vectors

IV - Methodology
Validation

7 Assessing the criticality of
IoT-enabled Attacks [261]

Apply the high-level methodology on surveyed
attacks

8 Smart city PoC validation
scenario

[262,263]
Validate the methodology presented in Chapter
6 on a simplistic, yet realistic PoC scenario on
urban environment.

9 E-healthcare PoC validation
scenario [257]

Validate the efficacy of the methodology re-
sented in Chapter 6 on E-healthcare sector.

V - Mitigation and
Future Work

10 Risk mitigation of
IoT-enabled attacks [257,261,263]

Propose mitigation strategies for IoT enabled
attacks

11 Conclusions - Future work [112]
In this chapter we conlude our work and present
thesis’s limitations and future work

Table 1.1: Thesis structure with the corresponding published research papers

• Section I: Foundations and related work

– In Chapter 1 we delineate the definition of critical infrastructure, its cor-
responding sectors, the evolution of the threat landscape and thesis con-
tribution.

– In Chapter 2 we overview CI-related security standards, frameworks and
related research work [258].

• Section II: Introducing the threat landscape

– In Chapter 3, we review and taxonomize recent, both real as well as
PoC, IoT-enabled, cyber/cyber-physical attack paths in various critical
sectors including industrial control systems, Smart Grids, transportation,
e-healthcare as well as smart home environments [261].

– In Chapter 4, we further analyze advanced exploitation techniques and tac-
tics of high-profile, real and PoC IoT-enabled attacks regarding industrial
and energy sectors [259].
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• Section III: Proposed frameworks and methodologies

– In Chapter 5, we propose a high-level risk assessment methodology [260,
261].

– In Chapter 6 [257], we develop a novel, low-level, risk assessment methodol-
ogy for assessing IoT-enabled, cyber-physical attack paths against critical
systems, based on the work presented in Chapter 5.

• Section IV: Methodology validation

– In Chapter 7, we apply the high-level methodology proposed in [260, 261]
to the attack scenarios presented in Chapter 3.

– In Chapter 8, we identify, and assess smart light enabled attacks on sev-
eral popular sectors of urban infrastructures and services [263] based on
vulnerabilities found on a hands-on approach of popular smart lighting
system [262].

– Similarly, in Chapter 9 we proceed on validating the efficacy of the method-
ology described in Chapter 6 via a PoC scenario in e-healthcare.

• Section V: Mitigation strategies and future work

– In Chapter 10, we propose several well-known and state-of-the-art mit-
igation strategies for the attack path scenarios presented in Chapter 3.
Additionally, we demonstrate how the RA methodology in Chapter 6 can
help prioritize mitigation actions based on the findings stressed in Chapter
9.

– Finally in Chapter 11, we conclude our research and show the current
limitations and highlight future challenges.
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CHAPTER 2
RELATED WORK AND OVERVIEW OF SECURITY

ORGANIZATIONS AND STANDARDS

2.1 Literature review on IoT-enabled attack path security

assessment

In this Chapter, we are going to review relative research work in order to: (i) Provide
a concrete description and categorization of relative efforts and (ii) further highlight
the research gaps and therefore the contribution of this work.

Abie and Balasingham [1] have developed a risk-based adaptive security frame-
work for IoT enabled e-Health Cyber-Physical (CP) systems that is used to estimate
risk damages and future benefits using game theory and machine learning techniques
which, in turn, enables the security mechanisms to adjust their security decisions
accordingly. Liu et al. [173] propose a dynamical risk assessment method for com-
plicated and constant changing IoT environments by adopting features from an Arti-
ficial Immune System such as the distributed and parallel treatment, diversity, self-
organization, self-adaptation, robustness etc. Through packet inspection from agents,
deployed in IoT systems, the proposed method can be used to identify abnormal be-
havior and responds by appropriately adjusting a predefined risk value.

Atamli and Martin [17] display use cases of IoT enabled attack scenarios (power
management, smart car and healthcare) so as to identify potential threat sources
and classes of attack vectors. Additionally, impact assessment applicable in device
types such as Radio Frequency Identifiers (RFIDs), actuators and sensors as well
as networking technologies is included. They also propose specific countermeasures
that can reduce the risks evolved mainly in security and privacy. A management
framework for IoT devices, called Model-based Security Toolkit (SecKit), used to
evaluate security policies that protect user’s privacy, is presented in [209]. Seckit has
been integrated in a framework, proposed by the iCore project, which enables usage
control and protection of user data. Then research includes a PoC in a smart home
environment.

Corno et al. [60] present a design-time verification formal methodology for smart
environments that takes as inputs user behavior, device/environment/context mod-
elling in order to verify the desired behavior of IoT-enabled environments. IoTSAT,
a framework for security analysis regarding of IoT networks is presented in [195]. Re-
searchers, model the generic behavior of IoT based on device configuration, network
topology, user policies and IoT-specific attack surface. The model is then used to
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measure system’s resilience against potential attacks and identify threat vectors and
specific attack techniques.

Kott et al. [150] describe Mission Impact Assessments (MIAs) in an effort to bridge
the gap between operational decision makers and cyber-defenders. They managed to
set a test-bed (Panoptesec) which is capable of emulating cyber/physical systems of
an Italian water and energy distribution company as well as a prototype simulation
platform named Analyzing Mission Impacts of Cyber Actions (AMICA) that sim-
ulate a military’s air operations center. Among others, they managed to discover
high number of hidden network dependencies that weren’t identified by human oper-
ators, unnecessary large volume communications between Human-Machine Interfaces
(HMIs) and field devices as well as attacks against specific nodes of the network that,
when used in a timely manner could lead to devastating results. The researchers pro-
posed an abstractive threat modeling (e.g. [151]), for both adversaries and defenders,
and emphasized on the challenges involved when modeling large scale, diverse and
complex networks.

A recent approach [65] about Medical Internet of Things (MIoT) points out diffi-
culties, that traditional risk assessment methodologies face when used in non-stable
environments, such as the MIoT, where devices maybe added, removed or have their
configuration altered. For assessing and managing threats the researchers adopt HMG
IS1 and ISO/IEC 27033 standards and an existing threat analysis from the Technology
Integrated Health Management (TIHM) project. They taxonomize threats accord-
ing to the severity level ranging from very low to very high, as well as the risk that
emerges from IoT devices against other MIoT devices. In addition, for each MIoT
device connected to the hub a multicheck process is proposed. Researchers in [18]
proposed a risk-based access control model for IoT technologies. Real-time data from
IoT devices are utilized to dynamically estimate security risks through an risk esti-
mation algorithm. The proposed model is capable of monitoring and analyzing user
behavior in order to detect abnormal action from authorized users.

Recent methodologies [97, 300] that utilize the Common Vulnerability Scoring
System (CVSS) have been also proposed by a similar group of researchers. In [97], a
framework for modeling and assessing the security of the IoT ecosystem is proposed.
The framework consists of five phases: (1) Data processing, (2) security model genera-
tion, (3) security visualization, (4) security analysis, and (5) model updates. In phase
one system information and security metrics are introduced in order to construct the
IoT network which is then used (phase two) to construct the extended Hierarchical
Attack Representation Model (HARM) [125] and calculate all possible attack paths in
the IoT network. During phase three, attack graphs (in low, upper and middle layer)
are utilized to visualize the IoT network whereas in four a security analysis, that
takes into consideration e.g. nodes or vulnerabilities, is constructed and fed into an
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analytic modeling and evaluation tool (Symbolic Hierarchical Automated Reliability
and Performance Evaluator - SHARPE [238]) for further security analysis. Finally
in phase five proper defense strategies are decided. The researchers present scenarios
such as a Sinkhole attack [184] in a smart home environment, wearable healthcare
and environmental monitoring. According to the researchers the limitations in pre-
sented attack scenarios include the difficulty to depict all diverse connectivity paths,
no-connectivity attack scenarios (e.g. Distributed Denial-of-Service - DDoS) hetero-
geneity on communication protocols and static network topology.

Dorsemaine et al. in [73] assess the risks introduced to a legacy Information Sys-
tem (IS) due to the integration with the IoT infrastructure. A practical example is
then presented regarding a smart lighting system in a company’s Information Technol-
ogy (IT) systems. The authors divide the IS into local environment, transportation,
storage, mining and provision sectors. Then, they define security properties for the
IoT systems of each IS sector, by focusing mainly on aspects such as confidentiality,
integrity, availability, usability and auditability while also introduce additional prop-
erties for IoT components including energy, communication, functional attributes,
local user interface and hardware/software resources. Finally they present the poten-
tial threats and the impact in all of the aforementioned attributes for an IS and IoT
infrastructure.

Agadakos et al. [2] proposed a methodology for modeling cyber-physical attack
paths in IoT. In particular, they developed a framework that allowed the identifi-
cation of IoT device types, interaction channels, as well as security and proximity
features. Using the proposed framework they managed to simulate a home network
that consisted of several home IoT devices. By using techniques such as passive
sniffing for host discovery, they managed to discover attack scenarios that utilized
hidden connectivity/interaction paths, security degradation (e.g. from authenticated
to unauthenticated communication channels) and violations of transitions and states.

A vulnerability-based risk assessment regarding edge computing and IoT was pre-
sented in [98]. Authors proposed a multi-attacker, multi-target graphical model that
included attackers, targets, vulnerability relations in the network in order to assess the
risk at the edge computing devices and apply the corresponding mitigation strategies.
Ghazo et al presented a tool for automatic attack graph generation for computer and
SCADA networks [3]. The authors tested their proposed algorithm in a PoC scenario
regarding a water treatment facility.

Sequeiros et al [246] present related work on attack and threat modelling for IoT
systems and cloud mobile applications whereas in [10] the authors present IotCom, an
approach to discover hidden threats. In particular, the researchers analyzed multi-app
coordination threats that can trigger infinity activation loops or chain coordination
events that can lead to race conditions and physical wear of a device. Via their
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platform they were able to perform static analysis of multiple IoT applications and
detect several events of safety violations.

2.2 Analysis and comparison of related work

Technology evolution has introduced new cyber/physical attack vectors that are hard
to identify and assess. The entanglement of IoT-enabling technologies with air-gaped,
legacy, cyber/physical systems, especially in large-scale, complex environments, such
as in critical infrastructures, has made the task of assessing the risk in one of these
domains a daunting task to begin with, even when using well-established risk assess-
ment methodologies (e.g. [38]). In order to showcase the research gaps, we first define
specific individual characteristics that an low-level risk assessment methodology must
incorporate in order to be able to cope with the current trends. The attributes were
chosen based on individual factors that are presented in each of the aforementioned
research work in Section 2.1 and well established methodologies. These characteristics
are presented in the following Table (2.1).

In order to showcase the research gaps of all related work presented in Section 2.1
we apply the characteristics presented in Table 2.1 (see Table 2.2).

Characteristic Description
Type The type of the research work as defined by the researchers: Framework, methodolo-

gy/method or model
Sector Specific (SSp) Applicable to a specific sector (e.g. Healthcare) or sector-agnostic
Case Study (CS) If there exists a case study scenario in order to prove its efficacy
Tool Corresponding software for implementing the methodology/framework/model
Level (LvL) Whether the RA is high level or incorporates detailed information
Interaction Modelling (IntM) Feature for modelling custom interaction types
Cyber / Cyber-Physical (C/CP) The types of interactions supported (cyber, physical)
Interaction Assessment (IntA) Support for validity detection mechanisms of each individual interaction prior con-

structing complex attack vectors in order to reduce false-positives, complexity and
therefore computational cost

Vulnerability Chaining (VCh) Combine more than one vulnerabilities in order to perform a composite vulnerability
CVSS vector in order to maximize impact on target (e.g. Section 3.4 of [85])

Vulnerability Assessment (VA) Identify and assess the severity of all individual/chained vulnerabilities for all devices
and attack paths in scope

Security Controls (SC) Adjust vulnerabilities foound by taking into consideration existing physical/net-
work/application security controls

Threat modelling (TM) Applicable threat actors’ types along with their corresponding characteristics (e.g.
skillset, resources, access, environment)

Impact Assessment (ImpA) Assess the businesswise impact for each target
Threat assessment (TA) Assess who of the applicable threat actors correspond to which attack scenario (e.g.

based on skillset, access, environment) as well as its businesswise likelihood
Attack Paths (AP) Construct complex attack path scenarios
Risk assessment Calculation of risk for each attack path scenario
Risk Treatment (RT) Prirotize security countermeasures for all identified risks

Table 2.1: Individual characteristics of an RA methodology/model/framework

By examining Table 2.2, we can observe that most of the resent works are focused
on identifying and assessing cyber interactions due to interconnectivity among IoT
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Ref. SSp Sector CS Tool LvL Type C/CP IntM IntA TM VA VCh ImpA SC AP RA RT
[1] ✓ e-health ✗ ✗ H FrmWrk C ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✓ ✗
[17] ✗ ✗ ✓ ✗ H Model C ✗ ✗ ✓ ✗ ✗ ✓ ✓ ✗ ✓ ✗
[209] ✗ ✗ ✓ ✓ D FrmWrk C ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✗
[65] ✓ e-health ✓ ✗ H Method C ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗
[18] ✗ ✗ ✗ ✗ H Model C ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗
[97] ✗ ✗ ✓ ✓ D FrmWrk C ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✗ ✗
[300] ✗ ✗ ✓ ✓ D FrmWrk C ✓ ✓ ✗ ✓ ✗ ✗ ✓ ✓ ✗ ✗
[73] ✗ ✗ ✓ ✗ H Method C ✗ ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✗ ✗
[173] ✗ ✗ ✗ ✗ H Method C ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗
[150] ✗ ✗ ✓ ✗ H Method C ✓ ✗ ✓ ✗ ✗ ✓ ✗ ✓ ✗ ✗
[2] ✗ ✗ ✓ ✓ D Model CP ✓ ✗ ✓ ✗ ✗ ✗ ✓ ✓ ✗ ✗
[195] ✗ ✗ ✓ ✓ D FrmWrk CP ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✓ ✗ ✗
[60] ✗ ✗ ✓ ✓ D Model CP ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗
[10] ✗ ✗ ✓ ✓ D Model CP ✓ ✗ ✓ ✗ ✗ ✗ ✓ ✓ ✗ ✗
[98] ✗ ✗ ✓ ✗ D Model C ✓ ✓ ✗ ✓ ✗ ✓ ✓ ✓ ✓ ✓
[3] ✓ SCADA ✓ ✓ D Model C ✓ ✓ ✗ ✓ ✗ ✗ ✓ ✓ ✗ ✗

Table 2.2: Analyis of the related work, using the characteristics defined in Table 2.1

devices and legacy ICT systems. Most of the examined cyber-oriented RA methodolo-
gies do not examine existing vulnerabilities and/or logical access among IoT devices
or how they can be combined in order to escalate an attack. Additionally, only
in [1,17,18,98,173] the overall risk is calculated. Moreover, from the aforementioned
works only the following ( [2, 10, 60, 195]) take into consideration except from cyber,
interactions with the physical world as well. In particular, the majority of the latter
are not defined as complete risk assessment methodologies but as models ( [2, 10, 60]
or frameworks ( [195]) since, each individual one focuses on specific areas (e.g. oper-
ational safety [60]) and cannot be considered as a full RA methodology.

In particular, the proposed design time verification methodology presented in [60]
is mainly designed in order to be used during the implementation phase of an IoT-
enabled environment. Although it takes into consideration cyber - physical input-
s/outpust (e.g. proximity sensors) and device states (e.g. door open - closed) it can
not be perceived as an RA methodology since its main purpose and is to verify the
correctness, reliability, safety, security and desired behavior of IoT-enabled systems
installed in smart environments. Additionally, the IoTSAT framework in [195] focuses
only on identifying IoT-related threats based on high-level, functional dependencies,
network topology and environment couplings regarding network configurations in or-
der to calculate the threat-resilience (i.e. the minimum number of devices and links
required to be compromised for the attack to succeed), the potential threat vectors
and the specific attack techniques that can be used in order to achieve adversary’s
end goal. This approach can identify a chain of events (complex attack vectors) based
on cyber (network connectivity), as well as physical functionality features (e.g. the
ability of a controller to turn the HVAC on but does not validate the feasibility of
each individual attack (interaction) neither does examine how the existing vulnera-
bilities/security controls affect the overall attack path scenario (it assumes that the
attacker is capable specific subset of devices and that all devices are adequately hard-
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ened so they cannot be directly compromised). Additionally, this approach cannot
be identified as a RA methodology since it does not calculate the risk involved for
each attack scenario.

Limitations stated by the authors in [2], included the false positives results that
their model may introduce, since it does not filters unrealistic attack scenarios and
that their methodology cannot be implemented in large scale networks due to com-
plexity restrains. Finally, in the most recent work ( [10]) authors are mainly focusing
on detecting safety and security violations due to interaction of multiple IoT appli-
cations and their embodying physical environment that can lead to race conditions
and physical wear of an IoT device.

2.3 An overview of Standards, Frameworks and Guidelines

for CI protection

Cybersecurity organizations both in Europe and the US begin to recognize the security
challenges involved in the IoT ecosystem, especially when these technologies are used
in critical infrastructures. In the next paragraphs we present the most important
organizations as well as overview the most prominent security standards. Existing
security risk and threat assessment methodologies focus on a series of factors such
as: (i) The assets that need to be protected, (ii) the threats and vulnerabilities that
correspond to these assets, (iii) their value to the organization under assessment, (iv)
the consequences (or impact) in case of security violations against the identified assets
and (v) security controls that can reduce/eliminate the potential damage. The main
goal of a risk assessment methodology is to provide guidance to an organization in
order to minimize the risk and maximize the level of confidentiality, integrity and
availability of its systems. Implementing the appropriate security measures must
be done in respect of each organization’s needs while, at the same time, guarantee
a satisfactory level of functionality. Additionally, except from the sector-agnostic,
several well-established , IoT-specific RA methodologies have been developed in the
last few years due to the ever growing risk that stems from the IoT systems and
services. In the next paragraphs we are going to briefly present existing security
organizations and relative standards, guidelines and RA methods.

European Reference Network for Critical Infrastructure Protection (ERN-
CIP) aims at providing a framework within which experimental facilities and labo-
ratories that will share knowledge and expertise in order to harmonize test protocols
throughout Europe, leading to better protection of CIs against all types of threats
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and hazards1. It is comprised of thematic groups such as Chemical and Biological
(CB) Risks to Drinking Water, Detection of Explosives and Weapons at Secure Lo-
cations, Detection of Indoor Airborne Chemical-Biological Agents, IACS Components
Cybersecurity Certification Scheme, Radiological and Nuclear Threats to Critical In-
frastructure and Resistance of Structures to Explosion Effects. ERNCIP also publishes
several reports regarding security such as hot to implement Industrial Automation
and Control Systems Components Cybersecurity Certification Scheme (ICCS), guid-
ance on the production of a water security plan for drinking water supply and many
more.

European Network and Information Security Agency (ENISA) is consid-
ered to be the center of network and information security expertise for the EU, its
member states, the private sector and Europe’s citizens2. The organization cooperates
with these groups to advice and recommend good practices in information security.
It also assists EU member states in implementing relevant EU legislation and works
to improve the resilience of Europe’s critical information infrastructure and networks.

The organization has published several guidelines regarding ECIs protection3

including Smart Grid Security Recommendations (2012), good practices for Com-
puter Emergency Readiness Team (CERTs) in the field of industrial control sys-
tems (2013), security measures and communication network interdependencies in re-
spect of Smart Grids (2013/2016), cybersecurity and resilience for Smart Hospitals
(2016/2020/2021), good practices for cybersecurity or cyber risk management in the
maritime sector (2019/2020), railway cybersecurity guidelines (2021) and achieving
cyber Resilience in the Finance Sector (2021).

Department of Homeland Security (US) works towards improving security of
the United States4. It’s work includes customs, border, and immigration enforcement,
response to natural and manmade disasters, antiterrorism, and cybersecurity. Partic-
ularly, it evaluates national capabilities, opportunities, and challenges regarding the
protection of CIs, analyzes threats, vulnerabilities, and potential consequences of crit-
ical infrastructure and identifies security and resilience functions that are necessary
for effective public-private engagement with all critical infrastructure sectors. Publi-
cations include a guidebook that provides information for enhancing the security of
ICS including administrative controls, architecture design, and security technology.

1
https://erncip-project.jrc.ec.europa.eu/european-reference-network-critical-infrastructure-protection

2
https://www.enisa.europa.eu/

3
https://www.enisa.europa.eu/topics/critical-information-infrastructures-and-services

4
https://www.dhs.gov/
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Cybersecurity and Infrastructure Security Agency (CISA) A United States
federal agency5, under Department of Homeland Security oversight. Its activities are
a continuation of the National Protection and Programs Directorate (NPPD). NPPD
was formed in 2007 as a component of the United States Department of Homeland
Security. CISA was established on November 16, 2018 via the the Cybersecurity
and Infrastructure Security Agency Act of 2018. It publishes emergency directives
and alerts6 and sector-specific security plans including, among others, chemical, com-
mercial facilities, communications, critical manufacturing, dams, defense industrial,
emergency services, energy, financial services, food and agriculture, healthcare and
information technology. Other services and tools may include the development of
cybersecurity exercises, incident response, information sharing, risk assessment and
even remote penetration tests.

International Organization for Standardization (ISO) ISO is an independent,
non-governmental organization7 that develops and publishes worldwide technical, in-
dustrial and commercial standards. It is headquartered in Geneva, Switzerland and
its standards are adopted among 165 countries. It is affiliated with the International
Electrotechnical Commission (IEC) via a Joint Technical Committee (JTC) in order
to develop standards relating to information technology. The organization also pub-
lishes several technical reports, specifications and guides. In order for a standard to
considered as final it must passes several stages. In particular, each standard first
undergoes the Proposal stage (including preliminary work), then moves on to the
Preparatory stage and after that the Committee stage where draft versions of the
standard are produced. Furthermore, the standard enters the Enquiry stage which is
followed by the Approval stage (final draft) and finally the Publication stage at which
the standard is officialized. Each standard is the reviewed at regular intervals and
can be withdrawn if no longer needed or superseded by another standard.

The International Electrotechnical Commission8 is an international standards or-
ganization that prepares and publishes international standards for all electrical, elec-
tronic and related technologies. IEC standards cover a vast range of technologies
from power generation, transmission and distribution to home appliances and office
equipment, semiconductors, fiber optics, batteries, solar energy, nanotechnology and
marine energy as well as many others. IEC/ISA99, industrial automation and control
systems security committee’s9 purpose is to improve the confidentiality, integrity, and

5
https://www.cisa.gov/

6
https://www.cisa.gov/uscert/ncas/alerts/aa22-011a

7
https://www.iso.org/home.html

8
https://iec.ch/homepage

9
https://www.isa.org/standards-and-publications/isa-standards/isa-standards-committees/isa99
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availability of components or systems used for industrial automation and control and
provide criteria for procuring and implementing secure control systems. Compliance
with the Committee’s guidance will improve system electronic security, and will help
identify vulnerabilities and address them, thereby reducing the risk of compromising
confidential information or causing degradation or failure of the equipment or process
under control.

ISO/IEC are considered among (if not the most) popular standards regarding
information security. The organization publishes several ISO/IEC (60) guidelines,
vocabularies, codes of practise and internal documents that aim to address a variety
of security-related issues, such as network/application security (27033/34 series), in-
cident management (27035 series), supplier relationships (27036 series) and/or sector-
specific guidelines such as 27017/8 (cloud infrastructure) and 27011 for telecommuni-
cation companies. ISO/IEC 27001:2013 specifies the requirements for implementing
an Information Security Management System (ISMS) that involves processes, doc-
uments, technology and human resources in order to manage, monitor, audit and
improve an organisation’s information security posture. ISMS can assist an corpo-
ration to protect different types of information including digital (on-premise, cloud),
paper (e.g. printed documents) and intellectual property. In addition, ISO 27002
is designed to be used as a reference to ANNEX A of 27001 during the selection of
applicable security controls related to specific areas described in 27001. Furthermore,
ISO/IEC 27005:2018 can be utilized to assist the organization in the area of infor-
mation security risk management in compliance with ISO 27001. It contains a range
of guidelines regarding the formal identification, assessment, evaluation, and treat-
ment of information security vulnerabilities thus ensuring that organisations plan,
execute, administer, monitor, and manage their information security controls with
their corresponding information security risks.

Other standards regarding CI security are IEC 62351 (security in energy man-
agement systems an associated data exchange) and a series of standards ISA99/IEC
62443 that includes several technical reports to secure Industrial Automation and
Control Systems (IACS). IEC 62443 addresses not only the technology that comprises
a control system, but also the work processes, countermeasures, and employees. The
standard takes a holistic approach since not all the risks are technology-based: The
staff responsible for an IACS must have the required training, knowledge and skills to
ensure security. The standard is divided to 4 parts: General, terminology, concepts
and models, policies and procedures, security requirements at the system level and
detailed security requirements for IACS products.
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National Institute for Standards and Technology (NIST) NIST’s10 main
goal is to promote U.S. innovation and industrial competitiveness by advancing mea-
surement science, standards, and technology in ways that enhance economic security
and improve our quality of life. It maintains ongoing contact with a broad spectrum
of users through a variety of means, including, but not limited to, public meetings,
public workshops, individual contacts, and formal and informal collaborations and
partnerships, in order to ensure that the information it disseminates continues to re-
main relevant. NIST attends and holds public workshops, conferences, and meetings
to gather input about what types of information would be useful to industry; uni-
versities; other not-for-profit entities; and Federal, state, and local governments; and
maintains memberships in many industry groups for the purpose of facilitating such
discussions.

The President of US issued the Executive Order (EO) 13636 “Improving Critical
Infrastructure Cybersecurity” in February 2013 via which NIST was obliged to work
with stakeholders to develop a cybersecurity framework – based on existing standards,
guidelines, and practices - for reducing cyber risks to critical infrastructure. The
constructed framework consists of Functions (Identify, Protect, Detect, Respond,
and Recover), Categories (e.g. Asset Management, Access Control), Subcategories
(e.g. External information systems are catalogued, Data-at-rest is protected) and
Informative References (specific sections of standards, guidelines, and practices).

Similarly to the ISO/IEC 27000-series, NIST proposes several security standards
and guidelines including the widely adopted standard SP 800-31 Rev1 named as
’Guide for Conducting Risk Assessments ’, SP 800-39 - ’Managing Information Se-
curity Risk: Organization, Mission, and Information System View ’, SP 800-53 Rev.
5 - ’Security and Privacy Controls for Information Systems and Organizations ’, SP
800-82 Rev.2 - ’Guide to industrial control systems security ’ as well as sector-specific
guidelines such as NISTIR 7628 Rev. 1 and NISTIR 7176 -2004 for Smart Grid and
ICS respectively.

Institute of Electrical and Electronics Engineers (IEEE) IEEE is a profes-
sional organization11 that is responsible for almost one-third of the technical literature
in the world each year in areas such as electrical engineering, computer science and
electronics with purpose to advance technological innovation and excellence. IEEE
1402-2000 a ”guide for electric power substation physical and electronic security” de-
scribes recommended practices for the physical security of electric power substations
and is designed to address a number of threats, including unauthorized access to

10
https://www.nist.gov/

11
https://www.ieee.org/
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substation facilities, theft of material, and vandalism. The IEEE 1686 standard for
Intelligent Electronic Devices (IEDs) addresses security regarding the access, opera-
tion, configuration, firmware revision, and data retrieval including the encryption for
the secure transmission of data to the IED.

Centre for the Protection of National Infrastructure (CPNI) The CPNI is
established in the United Kingdom (UK)12 and aims in protecting national security
by providing advice to the organizations that make up the UK’s national infrastruc-
ture. It covers physical, personnel and cyber security aspects and collaborates with
The security service and the government communications headquarters. It publishes
several guidance and regulation documents, a catalogue of security equipment (e.g.
access control, detection and tracking systems), current threat landscape and several
security projects and initiatives.

North American Electric Reliability Corporation (NERC) NERC is a not-
profit international regulatory authority with its mission the effectiveness and effi-
ciency of minimization of risks for establishing the reliability and security of the grid.
It develops and enforces reliability standards, educates, trains, and certifies industry
personnel. It’s area of responsibility includes US, Canada and the northern portion
of Baja California, Mexico. It is considered as the Electric Reliability Organization
(ERO) for North America, subject to oversight by the Federal Energy Regulatory
Commission (FERC) and governmental authorities in Canada (over 400 million peo-
ple aprox.).

NERC has issued several security standards regarding Smart Grid’s protection
including CIP-002-5.1 for ’Bulk Electric System (BES) Cyber System Categorization’,
CIP-003-8 regarding ’Security Management Controls and the management of security
systems (CIP-007-6), security in the area of personnel training (CIP-004-6), CIP-005-6
for ’Electronic Security Perimeter(s)’, CIP-006-6 - ’Physical Security of Bulk Electric
System (BES) cyber systems ’, incident reporting and response planning (CIP-008-6),
CIP-009-6 regarding ’Recovery Plans for BES Cyber Systems ’, configuration change
management and vulnerability assessments (CIP-010-3), information protection (CIP-
011-2), CIP-013-1 that focuses on the supply chain risk management as well as CIP-
014-2 that addresses the challenges in the area of physical security.

Greece’s organizations regarding CI protection In Greece, the COUNCIL
DIRECTIVE 2008/114/EC13 was incorporated to the national legislation framework

12
https://www.cpni.gov.uk/

13
https://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX:32008L0114
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via Presidential directive 39/2011. Initially, the Center for the Security Studies (KE-
MEA)14 was considered as the only research and consulting body of the Ministry
of Citizen Protection (former Ministry of Public Order and Citizen Protection) re-
garding CI Protection as well as the contact point with the European Commission
relevant authorities and the EU Member-States. NIS directive15 was incorporated to
the national legislation framework via 4577/2018 law. Additionally, the Greek Cyber-
security Authority16, responsible for the enforcement of NIS directive regarding the
Greece’s critical infrastructure, was established in the Ministry of Digital Governance
via the 40/2020 Presidential directive.

14
http://www.kemea.gr/en/kemea/critical-infrastructures

15
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex:32016L1148

16
https://mindigital.gr/kyvernoasfaleia
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SECTION II

Introducing the threat landscape



CHAPTER 3
IOT-ENABLED ATTACKS ON CYBER-PHYSICAL SYSTEMS

3.1 Industrial control systems overview

Industrial control systems usually usually come with with high-availability require-
ments that depend on a variety of endpoint devices in order to determine the current
status of a production process whereas SCADA systems are considered as ICS for
monitor and control of such processes. The latter range from small-scale, single-
sited systems (e.g. a small manufacturing plan) up to large-scale distributed systems
spanning in a large geographic area that referred as Distributed Control Systems
(DCS) [36].

A typical SCADA architecture consists of one or more distributed supervisory
computers, also called Command and Control (C&C) centers and a number of IEDs,
such as PLCs and Remote Terminal Units (RTUs) connected in an hierarchical model
(see Figure 3.1). Intelligent electronic devices are used to supervise and control the
industry plant through a diverse set of field devices, e.g., sensors, actuators, motors,
drives and robotics. In the upper level, the C&C centers consist of Master Terminal
Units (MTUs) and Personal Computer (PC) type workstations which gather and
process data from the IEDs in order to send commands to the field devices. Operators
monitor and control the system through HMI displays, distributed in the C&C center.
Other computers may exist in the SCADA network, such as application and database
servers for data storage and processing [5].

Given that the geographical area of a SCADA system may significantly vary, from
the premises of a small factory up nation state and/or worldwide geographic areas
(e.g. a country’s electricity transmission infrastructure), the SCADA systems may
interconnect via LAN and/or Wide Area Networks (WANs). The communication
infrastructure can incorporate frame relay networks, satellite, radiowaves, dedicated
lines, power lines or any combination of the above. To overcome network hetero-
geneity issues, various communication protocols have been adopted in SCADA net-
works, including Ethernet/IP, Modbus/Transmission Control Protocol (TCP) [267],
Distributed Network Protocol 3 (DNP3) [57], IEC-104, DeviceNET [30], Control-
NET [40], Highway Addressable Remote Transducer (HART)andWirelessHART [216]
and ISA100.11a. Newly introduced network protocols have also been introduced in
traditional SCADA ecosystem including MQTT, Routing Protocol for Low-Power
and Lossy Networks (RPL) [288], IEEE 802.15.4x, IPv6 over Low -Power Wireless
Personal Area Networks (6LowPAN) [201] as well as application-layer protocols like
the CoAP and RESTful API Modeling Language (RAML) [163].
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Figure 3.1: A typical SCADA architecture [259]

3.2 Industrial Internet of things

IoT enabling technologies in industry (IIoT) is revolutionising SCADA in terms of
standardisation and openness. Most prominent traditional communication schemes
such as COM, DCOM and OLE [175], that were mainly utilized for exchanging data
between field devices of different manufacturers, come with several limitations regard-
ing the collection and/or exchange of real time data among devices. Newly developed
standards such as the Open Platform Communications Unified Architecture (OPC-
UA) [103] promote a platform-independent, scalable, object-oriented, client-server ar-
chitecture suitable for remote, bi-directional communications between diverse types
of devices such as PLCs and Programmable Automation Controllers (PAC).

IIoT is also act as enabler for interoperability, scalability and Data Analytics, thus
helping to further reduce hardware and software costs for businesses by eliminating the
need of software licensing and upgrading via Internet connectivity and cloud services.
IIoT related technologies enable users to easily add appliances at ease, are capable to
process large amounts of data that are remotely accessible via Internet-facing HMIs
throughout the world. This, in turn, enables the utilization of technologies such as
big data analytics for equipment efficiency improvement as well as product cost and
equipment maintenance/downtime reduction.

In addition, integration of SCADA and IoT related technologies have taken away
the need for humans to constantly monitor and intervene with industrial processes by
promoting Machine-to-Machine (M2M) communications and software that incorpo-
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rates machine learning algorithms with artificial intelligence features, which, in turn,
field devices can utilize for self-adjustment, error correction and adaptation.

The IoT ecosystem involves sensors and actuators that communicate with physical
systems, in order to improve and optimize real-time operations in every aspect of our
daily life. This may involve everyday objects, such as home appliances that are
controlled through mobile smartphones, up to large-scale infrastructures, like power
grids and industrial systems [8,63] that may be managed through Internet-connected
control systems.

3.3 IoT-enabled attacks on industrial control systems

As presented in Section 1.3 cyber as well as cyber-physical attacks have become
the norm against CIs nowadays. This new era raises new security challenges. For
example, SCADA systems, that until recently were isolated from the cyber world,
are now becoming a part of it [7]; at the same time, existing security technologies
are inadequate to protect these infrastructures in this fast-evolving threat landscape.
The annual reports published by ENISA [77] and the ICS Cyber Emergency Re-
sponse Team (ICS-CERT) [129], clearly underline the current vulnerabilities of the
heterogeneous communication systems in charge of controlling and supervising crit-
ical infrastructures. Adversaries, on the other hand, find this new opportunity as a
means to inflict maximum damage with minimal effort [44] since, they can stealthily
exploit cyber-physical systems of strategic importance in diverse sectors, including
energy [104,160], supply chain management [26] and smart cities [58, 263].

Attacks that target resource-constrained IoT devices have multiplied over the last
years [208]. Security vulnerabilities are continuously being discovered in IoT tech-
nologies used in both industrial (e.g. sensors and actuators) and home environments
(e.g. home appliances, implantable medical devices, etc). Defects and misconfigu-
ration in software applications [84], faulty hardware chips [233] and easy to tamper
with devices [49, 262] are making the present situation even more dramatic. In the
following sections we taxonomize IoT-enabled attacks on SCADA systems according
to the target attack surface. This can be accomplished by either targeting directly
the Internet-connected SCADA control devices, e.g. IEDs, PLCs, RTUs, or by first
compromising a workstation of the upper SCADA layers, e.g. corporate IT network,
control center, and then using that machine as backdoor into the control network.
In another case, especially for industrial systems that include IoT-enabled intelli-
gent field devices, the attacker may attempt to directly compromise the end devices.
Thus, the attacks are categorized on those that target: (i) The corporate IT network
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or SCADA control center, (ii) the Internet- or IoT-enabled SCADA PLCs and (iii)
the IoT-enabled field devices (see Figure 3.2).
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Figure 3.2: IoT-enabled attacks on industrial SCADA systems. Internet connectivity
and the interconnection of IoT-enabled PLCs and field devices extend the attack
surface [261]

3.3.1 Attacks through the IT network or the control center

Stuxnet worm, reported on June 2010, caused perhaps the most famous cyber-physical
attack against critical industrial SCADA systems [81, 156]. The 500-kilobyte com-
puter worm, infected the software of at least 14 industrial sites in Iran, including an
uranium enrichment plant, as well as over 200,000 computers globally causing 1000
machines to physically degrade. The attack vector mainly consists of three stages.
The malware was introduced to the IT network, probably through spear phishing
techniques or through physical access. Then the worm exploited various Windows
vulnerabilities and repeatedly replicated itself, seeking for its target software named
Siemens Step7, a Windows-based application that is used to program PLCs. Finally,
after compromising the PLCs that control the centrifuges, it slightly increased their
spinning speed, leading slowly to their complete brake-down. The attack preparation
is estimated to a few years and required very high expertise and resources. Stuxnet
is considered as an Advanced Persistent Threat (APT) [252,259] and will be further
analyzed in Chapter 4.

In 2013, a security company Trend Micro deployed an ICS-like network of Honey-
pots, i.e. virtual systems that mimic actual ICS systems, in eight different countries
in order to gather data of real attacks [287]. From March to June 2013 they observed
74 attacks originating from 16 countries (about 58% of these originated from Russia)
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with 11 attacks considered as critical. Most critical attacks were identified by alerts
triggered when an unauthorized Modbus client attempted to read or write to PLC
devices. Most of these attacks gained access to the Modbus by first compromising
components of the C&C center. The HMIs were proven to be the gateway to the
SCADA systems in several cases. Attackers attempted to exploit HMIs through typ-
ical Web attacks like Structured Query Language (SQL) injection, CSRF (cross-site
request forgery) and dictionary attacks [285]. Since Modbus protocol does not require
authentication [170], a compromised HMI can be used to send valid commands to the
PLCs. Note that in most cases the reconnaissance of the honeypot was achieved via
an online search through the Shodan IoT search engine1. One of the most interesting
attacks, against a Japanese honeypot, is analyzed and assessed in Table 7.1.

3.3.2 Attacks through IoT-enabled PLCs

In [90] a research group created a self-spreading ransomware worm, named Logi-
cLocker, that could infect three popular Internet-connected PLCs (Modicon M221,
an Allen Bradley MicroLogix 1400, and a Schneider Modicon M241). More than 1500
devices of the PLC models, that were proven susceptible to this specific ransomware
attack, were discovered through the Shodan search engine. The infected PLC was
used as backdoor into the internal SCADA network and was able to infect with ran-
somware other PLCs of the same vendor. Except from the initial infection, various
techniques were used to prevent quick restoration such as PLC access locking and
PLC program encryption. Then, a small scale ransomware attack was demonstrated:
In a simulated environment of a city water treatment plant [29] a malicious actor
compromises the control PLCs and threatens to release large amounts of chlorine
into the water unless the ransom is paid.

Alternatively, the ransomware worm can be propagated vertically through the
SCADA layers to infect the control network and the corporate servers. In [253] the
authors demonstrated a self-spreading worm that can be spread in a SCADA network
just by introducing an infected PLC (Siemens SIMATIC S7-1200). It first checks if the
target is already infected; if no infection is detected, the worm stops the execution
of the installed program, transfer its own code, reboots the PLC and propagates
itself to the next target. The worm was designed to survive reboot and power-off
procedures, utilizing only the PLC resources, in order to function and spread. These
characteristics make it hard to be traced and ideal to be used by an adversary as
an attack amplifier. Although this attack cannot be launched from the Internet, it
utilizes IoT interconnectivity in order for the worm to spread from one infected PLC

1
https://www.shodan.io/
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to another. Similar ransomware attacks can be accomplished in the opposite direction
by first compromising workstations located in the corporate network. In this case,
the ransomware attacks belong to the previous category.

3.3.3 Attacks on IoT-enabled field devices

Automated Tank Gauges (ATGs) are small-scale SCADA systems that are used to
monitor fuel tank inventory levels and raise alarms (e.g. fuel spill). Most ATGs
can be controlled and monitored through a built-in serial interface. Many operators
choose to map the serial port to a TCP port that is accessible through the Internet, in
order to enable remote control services. According to a technical report published by
the security company Rapid7 [121, 136], approximately 5800 ATGs were discovered
to be exposed to the Internet through port 10001/TCP, which could be accessed
without even requiring a password or utilizing any other authentication mechanism.
Through Internet facing TCP port, an adversary can remotely prevent the use of the
fuel tank by changing its access settings, simulating false conditions or triggering a
manual shutdown. In a similar large-scale security experiment, Trend Micro presented
in 2015 a honeypot [157]: fully functional virtualized tank-monitoring systems were
created so as to mimic real systems. The virtual ATGs were distributed among
eight countries and were visible from search engines such as Shodan. During the
experimental period most of the attacks (44%) occurred in the ATGs that where
deployed in the USA including a 2-day, 2Gbps DDoS attack, that utilized the Low-
Orbit Ion Cannon (LOIC) tool [206], against a virtual ATG located in Washington
DC.

3.3.4 Attacks on industrial robots

Industrial robots are computerized mechanical multi-axis “arms” used in modern
smart factories for automating various operations such as welding, packaging, food
processing, etc. Newest models come with advanced programming and networking
capabilities that fully integrate them to the factory IT ecosystem. For example,
ABB’s robots are equipped with a so-called Robot Web Service which accept HTTP
requests, or support easy-to-use APIs that enable remote control via smarthphones.
However, the ever increasing complexity and interconnectivity of industrial control
systems and robotics bring a broader attack surface, where different attack types
may be combined. Recent studies [180,223] demonstrated attack scenarios on actual
IoT-enabled industrial robots in a controlled environment. Using search engines, like
Shodan, ZoomEye and Censys, security researchers managed to discover industrial
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robots exposed directly to the Internet via File Transfer Protocol (FTP) services or
through industrial routers. From a total number of 83.673 robots discovered, 5.105
required no authentication, 59 had embedded known vulnerabilities whereas new
vulnerabilities were identified in 6 robots. Their findings included outdated software
components (e.g. application-level libraries, compiler, kernel), poor authentication
schemes, insecure Web interfaces, obsolete open source code, poor software protection
(e.g. unstripped binaries), publicly accessible firmware images, documentation and
relative software, WAN access to unfirewalled LAN ports, wireless (GSM or WAN)
access to remote service facilities.

The attack scenario presented in Table 7.1 was demonstrated on an ABB’s six-axis
IRB140 industrial robot. The scenario exploits vulnerabilities of two robot compo-
nents exposed in the Internet, the main computer and the FlexPendant (a handheld
operator unit). Initially static/default FTP credentials were used to access the com-
mand driver and permanently disable User Authentication System (UAS). Then, by
triggering a reboot, crafted .NET Dynamic-Link Libraries (DLLs) were uploaded and
executed to the controller, thus enabling them to take control of the robot remotely.
The researchers demonstrated five classes of robot-specific attacks that violate the
basic operational requirements (accuracy, safety, integrity) of industrial robots: (i)
Control-loop parameters alteration, (ii) user-perceived robot state alteration, (iii)
actual robot state alteration, (iv) calibration parameters tampering and (v) produc-
tion logic tampering. Potential impact of these attacks include defective or modified
products, robot damages, operator injuries, sensitive data exfiltration (e.g. industrial
secrets) and/or ransomware attacks on altered products.

3.4 IoT-enabled attacks on smart power grids

Smart power grids are the modern versions of the energy generation, transmission,
distribution and consumption systems. They can be considered as system-of-systems
consisting of several SCADA systems and communication networks. The integration
of digital monitoring, control and measurement capabilities into the traditional en-
ergy systems provide significant benefits to the relative stakeholders such as energy
producers, providers and consumers [141]. On the other hand, the distributed intelli-
gence and broadband capabilities of Smart Grids increase the cyber-security risks. A
Smart Grid is divided in three main domains: Generation, transmission and distribu-
tion of electricity as shown in Figure 3.3. The electricity is generated in power plants
and carried along the transmission systems to the distribution systems where elec-
tric power is delivered to the end customers, domestic or industrial. These physical
systems are interconnected through transmission lines and substations. Energy Man-
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Figure 3.3: A typical Smart Grid architecture [259]

agement Systems (EMS) located at the control centers monitor, control and optimize
the grid operations through SCADA systems. On top of these systems, independent
system operators coordinate the electricity flow and data exchange among service
providers and customers [196].

From the cyber-security viewpoint, the key components of a smart power grid
are: (i) The SCADA systems and (ii) the Advanced Metering Infrastructure (AMI)
[82, 284]. SCADA systems monitor and control at real-time the power delivery sys-
tems based on several communication networks. AMI measures, collects and analyzes
the energy usage by the consumers. It mainly consists of smart meters, Data Man-
agement Systems (DMS) and several communication networks. Smart meters send
measurements towards the DMS through the Home Area Network (HAN). Multiple
HANs are connected together to form a Neighbor Area Network (NAN) under each
substation, while a WAN is used to connect distributed NANs [118].

Another relative recent Smart Grid feature is the Vehicle-to-Grid (V2G) network
[205]. It is based on the concept that the batteries of electric vehicles can be utilized
to assist the stabilization of the electricity network [137, 282, 292, 306]. Depending
on the power needs, the grid operator may require the batteries of the connected
electric vehicles to either return electricity to the grid or throttle their charging rate.
However, wireless communication networks between Battery Vehicles (BVs) and the
Smart Grid introduce new security challenges [241].

In the following paragraphs we analyze some representative examples of cyber-
attacks against Smart Grid components at the generation and transmission domains
as well as False Data Injection attacks (FDIA). Moreover, we emphasize on IoT-
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enabled attacks that usually target customer-side components, such as smart meters,
end-user generation systems (solar panels, wind turbines) and electric vehicles con-
nected to the grid. We classify the attacks on Smart Grids according to the target
domain: (i) Attacks on generation systems [240,255,256], (ii) attacks on transmission
systems including interdiction, substation, load redistribution [83, 177, 237, 291, 295],
(iii) attacks on distribution/customer side systems - AMI, like energy theft, informa-
tion and privacy leakages as well as Denial-of-Service (DoS) [183, 251, 297, 298]. We
separately examine FDIA, since they affect all domains [169,269,290] (see Figure 3.4).
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Figure 3.4: IoT-enabled attacks on Smart Grid. Wide-area, heterogeneous SCADA
systems, AMI infrastructure and home appliances extend the attack surface [261]

3.4.1 Attacks on generation systems

The most famous security testing experiment on electric power generators is the
Aurora attack. Demonstrated in 2007 at the Idaho US National Labs [256, 302],
the attack forces one or more circuit breakers to open and close in a very fast rate
(e.g. every 0.25 sec), resulting in the desynchonization of the power generator and
ultimately in its physical damage [302]. The impact of such an attack may range from
a short-term power outage to a long-term generation deficiency. The Aurora attack
can be performed by compromising the associated PLCs through command injection.
An potential attack described in [256] that exploits both cyber and physical system
vulnerabilities to control circuit breakers, is an ample example of an Aurora-like attack
scenario.

In [110] several real security breaches against power plants in the United States are
reported, including a nuclear power plant in Kansas. Despite the suspicions that this
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incident is connected with the attacks in Ukrainian Smart Grids [14,104,160,228], no
digital fingerprints were detected. Although hackers managed to penetrate the corpo-
rate networks of operators, no operational impact to the power plants were reported,
due to the fact that the industrial computer systems were completely separate from
the corporate network. Experts warn that despite that the attacks did not reach any
of the critical generation systems, they could be used as preliminary reconnaissance
steps in order to collect valuable information.

3.4.2 Attacks on transmission systems

Among the most known attacks in Smart Grids are those regarding the Ukrainian
energy industry [14, 104, 160, 228]. In December 2015, a region in Ukraine suffered a
massive power outage affecting almost 230,000 customers [160]. Well-known malware,
named BlackEnergy and KillDisk, were sent wrapped up in a word document attached
in a phishing email impersonating a message from the Ukrainian parliament. Opening
the attachment resulted in executing the malicious payload that planted the Black-
Energy malware. Then the worm spread throughout the power company’s networks
and managed to retrieve credentials of a Virtual Private Network (VPN) used to ac-
cess remotely SCADA systems for maintenance. Using the VPN credential enabled
them to trip the interconnected circuit breakers in several distribution stations thus
causing outages in entire regions. In addition to that, they managed to permanently
prevent the legitimate operators from restoring the power by replacing the legitimate
firmware of the substation’s Serial-to-Ethernet converters, used to connect the older
circuit brakers to the network. As their final act, they disabled the battery backup
system of the control stations and run KillDisk malware to erase information stored
on company’s compromised workstations.

Next year, a similar, yet much stealthier, cyber attack occurred targeting Kiev
transmission station [104]. This time, the central station under attack was of a
magnitude of 200 megawatt, thus superseding the total power of all the stations
knocked out in the previous-year attack. The adversaries used the same approach
and planted the malware CrashOverride [74] / Win32/Industroyer through spear
phishing campaigns. The malware remained stealth until it was triggered by the
adversaries. It included a framework that incorporates modules for numerous ICS
protocol stacks, such as IEC 101, IEC 104, IEC 61850, and OPC, a wiper to delete
files and processes as well as modules to open circuit breakers on RTUs and force
them into an infinite loop. A malware analysis by security company Essential Security
against Evolving Threats (ESET) [54] revealed that the worm could be programmed
to scan the victim’s network, discover potential targets and open circuit breakers
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autonomously, with no intervention of the adversaries. The attacks on the Ukrainian
Smart Grid are also further analyzed in Section 4.3.2.

3.4.3 False Data Injection Attacks

State Estimation (SE) plays an important role in Smart Grid operation. It calculates
the current state of every circuit and transfers raw measurements from Smart Grid
components to the operation control center. In order to affect the SE process an
adversary may inject falsified state estimation data so as to disrupt the operation
and control of EMS. Recent studies [169] examine the potential impact of FDIA
in three main categories: (i) Electricity market : They are mainly focused on the
economic aspect of FDIA [269]. An adversary can potentially gain a substantial
profit by acquiring virtual electric power at a lower node price and sell it at a higher
node price; (ii) System operation: Their goal is to manipulate the quantity of energy
supply and response as well as the link state information. Energy deceiving attacks
may deregulate the balance between power supply and demand thus leading to a
disruption of the electricity and significant cost increase; and (iii) Distributed energy
routing : For example, load redistribution attacks [290] target the security-constrained
economic dispatch, used for minimizing the overall cost. Injects falsified data may
drive the system in a unoptimized operating state and may potentially destabilize a
large segment of the distribution network.

3.4.4 Attacks on renewable energy and distribution/customer

side systems (AMI)

Real as well as PoC attacks depict the threat landscape on AMI (e.g. in the smart
meters [172, 183, 187, 251] ). Security researchers have presented potential impact
scenarios originated from connecting vulnerable smart meters to a home network and
analyzed the insecurity features of hardware, embedded software and networks of the
AMI. In 2010, an FBI’s report analyzed the Puerto Rico’s case [154] where a fraud
against an electric utility was disclosed. Adversaries (former company’s employees)
were tampering smart meters and modifying measurement and billing data, using an
infrared communication port. As reported, the estimated financial loss could reach
up to $400 million. In 2016, a security researcher presented a command injection vul-
nerability (ICSA-16-231-01) that allows hackers to remotely control vulnerable smart
solar meters (Locus Energy) [254] and spoof power level reports or perform DDoS.
With almost 100K devices in the wild the company released an updated firmware
version to address the issue.
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Renewable energy systems, such as wind turbines and solar panels interact di-
rectly with the distribution power network and, in most cases, are connected directly
to the Internet. In 2016, a security researcher pentested his own solar panel man-
agement unit (Tigo Energy MMU) [37] to discover an open access point for remote
control as well as a permanent connection through VPN tunnel from his device to
the vendor’s premises. Using Wigle.net engine, he was able to detect almost 10,000
similar systems exposed to the Internet, of which, 160 constantly connected. Their
Web interfaces were vulnerable to remote code execution, utilized unencrypted HTTP
interfaces and used easy to guess/default credentials (e.g. admin/support). In 2015,
another security researcher identified numerous flaws in clean energy systems [274]
such as the XZERES 442SR Wind Turbine, the Sinapsi eSolar Light and the RLE
Nova-Wind Turbine. These vulnerabilities have been reported to ICS-CERT (ICSA-
15-160-02, ICSA-15-342-01B/C, ICSA-15-162-01/A) and include, among others, pass-
words stored in plaintext files and/or the use of Cross-Site Request Forgery (CSRF)
vulnerability to change the Web interface administrator password. For all three de-
vices examined, the researchers could perform various control actions, such as alter
wind vane correction or change the network settings to make a Web interface inac-
cessible. The attack scenario from [274] presented in Table 7.1 is related to the RLE
Nova-Wind Turbine HMI vulnerability (ICSA-15-162-01A).

Vulnerable V2G communications are considered to be another way to attack the
power distribution network as previously stated. Although hacking smart cars has
been proven to be feasible, to our knowledge no attack to Smart Grids through V2G
network has been reported in the past. However, recent works [199], [308] indicate
security concerns and challenges related with V2G power and communications inter-
actions. In [199], the authors have proposed a model that jointly optimizes security
risks and equipment availability in the interdependent power and electric vehicle
infrastructure. In [308], a context-aware authentication solution for V2G communi-
cations in the Smart Grid has been presented and several open security issues of V2G
networks have been discussed.

3.5 IoT-enabled attacks on Intelligent Transportation Sys-

tems

Intelligent Transportation Systems (ITS) [69] involve smart cars and road infrastruc-
tures, railway control systems, air traffic control systems, and smart maritime surface
vessels (see Figure 3.5). Cyber attacks in ITS may lead to severe consequences not
only on the transportation operations, but also on other sectors or even on the safety
of citizens. A recent study published by ENISA [164] reports that there is currently
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no EU policy on cyber security for intelligent public transport, the awareness level
is low and it is difficult for operators to dedicate budget to this specific objective of
cyber security.

3.5.1 ITS architecture and related IoT technologies

We briefly describe the main IoT technologies that are utilized in the ITS ecosystem,
as depicted in Figure 3.5.

Smart cars and road infrastructures

Modern cars can be considered as “computers on wheels”. Dozens of tiny computers,
aka Electronic Control Units (ECUs) in automotive terminology, are used to man-
age traditional mechanical and electrical subsystems, such as breaking, transmission,
locking and airbags, as well as modern systems like the infotainment, emergency call
or cooperative cruise control [162]. Initially, a dedicated point-to-point connection
was used to connect all subsystems to ECUs. In order to reduce car wiring costs, in
the mid 80’s the dedicated connections were replaced by the Controlled Area Network
(CAN) bus. An On Board Diagnostics Socket (ODB) was also introduced to provide
physical access to the the whole system. Being a 30-year old standard, the CAN bus
does not include any security mechanisms making it vulnerable various attack types,
such as passive sniffing and command injections [176]. Cheap, off-the-shelf software,
such as CANdo [211] by Netronics allows a novice user to control a car via a graphical
user interface, sniff, inject or decode CAN bus messages. Despite the advances in car
bus technologies [153], a large fraction of the car fleet worldwide relies on CAN.

Smart cars integrate various IoT technologies. Internet connectivity is imple-
mented via cellular data Subscriber Identity Module (SIM) cards, while in-car WiFi
is also supported. Internet connectivity enables various services, such as on-line info-
tainment services, remotely updating the car’s software, emergency “e-call” services,
and navigation services with real-time traffic data [127]. Various smart control and
assisting systems, such as Autonomous Driving Systems (ADS), Adaptive Cruise Con-
trol (ACC), collision avoidance, automatic speed enforcement and emergency vehicle
notification systems, are based the data collected by on-board sensors [186]. These
sensors may use diverse wireless technologies to communicate with each other and
with ECUs through the CAN bus, to send the data to other cars (Vehicle-to-Vehicle
– V2V communications) or to communicate with traffic infrastructures installed in
roads (Vehicle-to-Infrastructure – V2I communications) [4]. An typical example of
V2I/I2V service are smart traffic signals that provide adaptive traffic management
and variable speed limit enforcement. Another example involves sensors installed in-
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side the roadways in order to create in-ground induction loops with the metal bodies
of the cars, for example, to detect vehicles at intersections. These sensors may also
communicate with other infrastructures (I2I communications) such as traffic signals.

Smart railway systems

Modern train control and railway signaling systems have become fully autonomous.
With the assistance of the Communication-Based Train Control (CBTC) system [215],
a train can determine its position and speed, based on data received from onboard
sensors (e.g. tachometer) as well as from the Absolute Position Reference (APR)
beacons located on the track. These data are then send to a sideways system through
a radio-based communication link, which in turn forwards the data to the central
Automatic Train Supervision (ATS) system at the operations control center. Zone
controllers that process these data are used to determine the train’s Limit of Move-
ment Authority (LMA) – the total distance until the next obstacle. Each train is
under the control of a zone controller whereas Automatic Train Protection (ATP)
and Automatic Train Operation (ATO) systems [72] associate the LMA informa-
tion with local train data, to issue appropriate train control commands to the train,
typically through some Driver Machine Interface (DMI). Finally Public Information
Display (PID) systems are used to inform the commuters in real-time for delays and
other incidents and to advise them for alternative means of transportation, through
on-site screens, websites and mobile applications.

Aircrafts and civilian air traffic systems

Several air traffic control and support systems are used nowadays to increase the
connectivity and “openness” of modern aircrafts. Some of these systems which heavily
rely on wireless technologies, thus increasing their exposure to new security threats,
are briefly described in the following. Automatic Dependent Surveillance Broadcast
(ADS-B) [266] system enables an aircraft to determine, through satellite navigation,
and broadcast its position for tracking purposes. ADS-B is expected to replace radar
systems as a primary means of tracking. Other wireless supporting systems include
the Aircraft Communications Addressing and Reporting System (ACARS) [236] and
the Traffic Collision Avoidance System (TCAS) [178].

Another category of aircrafts systems that have been proved in practice to in-
duce serious security risks are the In-Flight Entertainment (IFE) systems. IFE have
evolved to sophisticated seat-back computers that provide Internet connectivity to
passengers’ smartphones or tablets and other services such as stream content, inter-
active maps and surround-sound audio.
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Maritime surface vessel and port control systems

Maritime control and navigation systems include the Automatic Identification System
(AIS), the Vessel Traffic Service (VTS), and the Electronic Chart Display Information
System (ECDIS) [71,283]. The interconnection of all these control systems creates a
port-specific SCADA system. AIS is an automatic tracking system mainly used for
collision avoidance. It transmits safety related information like course, speed, type of
vessel, type of cargo, at-anchor or underway status. VTS is a marine traffic monitoring
system, similar those used in airports, established by port authorities. ECDIS is a
navigational chart display that receives data by other control systems, (AIS, GPS,
and radars), to allow an officer on deck to navigate the ship. At the port side, the
Port Management System (PMS) has a central role; it receives information from the
Terminal Operating System (TOS), essential for supply chain management. TOS
monitors the location of containers and handling equipment (cranes) through Optical
Character Recognition (OCR), Radio Frequency Identification Devices (RFIDs) and
GPS systems.
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Figure 3.5: Intelligent transportation systems’ architecture and corresponding IoT-
enabled attacks [261]
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3.5.2 IoT-enabled attacks on ITS systems

In this subsection, we analyze IoT-enabled attacks for all the transportation sub-
sectors. Depending on the adversary’s placement inside the relevant infrastructure
perimeter, then the attack requires physical proximity with the target (e.g. attacks
on car sensors [217, 294]). If the adversary is outside the perimeter then the attacks
are executed from the Internet (e.g. attacks on car infotainment systems [193, 279]).
Finally, if the adversary of an attack is placed at the border, then both nearby and
remote scenarios are possible (e.g. attacks on cars’ radio communications [188,203]).

Attacks on smart cars and traffic control infrastructures

Preliminary works [149] demonstrated a plethora of attacks against the CAN bus.
By injecting crafted messages to the bus, it is possible to control the display of
the speedometer, kill the engine or the car brakes. Miller and Valasek [191, 192]
provided detailed analysis of the CAN bus vulnerabilities. However, these attacks
required physical tampering of the target vehicle and thus cannot be considered as
typical examples of attacks that exploit some IoT technology (e.g. sensors or other
interconnected devices).

As described bellow, IoT-enabled attacks against smart cars can be categorized
to: (i) Attacks that exploit radio communication protocols used in smart car com-
munications (such as LAN, Digital Audio Broadcast (DAB) and WiFi); (ii) attacks
that exploit vulnerabilities of car infotainment systems; and (iii) attacks based on
manipulating sensor IoT technologies.

Attacks based on radio communications In [188] a remote attack based on
low-cost radio equipment is described. The attack requires physical proximity to
the car. Using a $15 radio transmitter, a nearby attacker can exploit CAN network
vulnerabilities and software vulnerabilities, to connect and send commands to the
CAN bus. In [279] a similar attack shows that it is possible to extend the distance of
the attacker from the target vehicle, by setting up a bogus radio station through which
the attacker sends crafted DAB messages in order to compromise the infotainment
system of the car. Since the infotainment system is directly connected to the CAN
bus, the attacker can remotely control a car, provided that the car’s infotainment
system is tuned to the bogus station. A similar attack that is based on manipulating
the Bluetooth or the telematics unit can be found in [50]. In [203] another PoC attack
is demonstrated by professional penetration testers, that is based on vulnerabilities
of WiFi connectivity. They discovered that the mobile application used to remotely
control several car operations in a specific car model, was using the car’s WiFi access

37



point, instead of a GSM module. Then, by cracking the (weak) WiFi password and
replaying messages from the mobile application, they succeeded to inject modified
commands and control various car systems. In general, the attacks of this category
either require that the attacker has some physical proximity to the target (in the cases
of LAN and Bluetooth protocols) or that the target car has some specific configuration
(in the cases of DAB and WiFi protocols).

Attacks based on car infotainment systems Vulnerabilities in the infotain-
ment system have also been exploited in Internet-connected cars (the attack of [279]
already described above, also belongs to this category). In [193] Miller and Valasek
demonstrated how it is possible to remotely hack a car (jeep Cherokee) by abusing
its infotainment system. Initially the researchers discovered an open port in cellular
network used by Harman Uconnect infotainment system designed to offer WiFi con-
nectivity, navigation, and several applications. Using the open port they remotely
scanned the software and discovered and exploited vulnerabilities in the OMAP chip
of the head unit. Then, using the Secure Shell (SSH) service they enabled remote
Command Line Interface (CLI) and compromised the U-connect infotainment system.
Since the infotainment was directly connected to the CAN, they were able to flash a
modified CAN firmware to remotely control the car. Scanning the network revealed
2,695 connected vulnerable vehicles with their initial projected estimations to put the
total number to be somewhere between 292,000 and 471,000. After the hack received
publicity [109] the car manufacturer was forced to recall 1.4 million vehicles [226] in
order to patch the vulnerability. Infotainment system vulnerabilities, especially when
combined with network layer vulnerabilities can cause significant damage, since a
remote attacker can launch multiple attacks concurrently against vulnerable vehicles
thus having a huge potential effect on transportation infrastructure.

Attacks based on car sensors Autonomous driving systems rely on sensor read-
ings in order to continuously provide data to systems like the ACC, collision avoidance
or lane keeping assist system. All these systems require extended wireless connectiv-
ity, leading to an increased exposure to remote attacks or system failures. The first
known death caused by a self-driving car was disclosed by Tesla Motors [293]; due to
a system failure the car’s sensors failed to distinguish a large white 18-wheel truck
and trailer crossing the highway.

Verified attacks in this category include [217,294]. In [217] a low-cost laser is used
to “blind” the camera of the target car. Then by exploiting the lack of authentication
in Light Detection And Ranging (LiDAR) messages, older messages are replayed to
produce false artifacts and confuse the system. A similar PoC is presented in [294].
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These attacks demonstrate that the wireless intelligent support systems of modern
cars need further security assessment. Other attacks, such as relay station and am-
plification attacks, demonstrate weaknesses in the Remote Keyless Entry (RKE) sys-
tems [94]. Although the above attacks require physical proximity to directly attack
sensors’ communications at the data-link layer, we must bear in mind that the con-
trol is gradually being taken away from the driver and placed under the supervision
of embedded autonomous control systems in order to automate the driving process.
Therefore, protecting car sensors from Internet adversaries should also be considered
in the near-future threat landscape.

Attacks on traffic control infrastructures PoC attacks against IoT-enabled
traffic control infrastructures have been recently demonstrated [45, 100]. These at-
tacks are mainly due to vulnerabilities in the radio communications of traffic control
systems. In [45], the feasibility of various attacks against real on-road wireless sen-
sors and repeaters was proved for first time. These attacks are due to vulnerabilities
in the link-layer radio communications. By creating a portable access point with
off-the-shelf hardware and by eavesdropping the messages and then injecting unau-
thenticated commands to the ITS network, the researcher was able to adjust traffic
control systems that could be used to cause traffic jams, and accidents and block
emergency services. The most warring evidence is that the attack can be amplified
by using a self-spreading firmware update, in order to compromise a large number
of sensors and repeaters that are installed in many countries world-wide. Another
study [100] showed that with the appropriate radio equipment, an adversary could
take control of the traffic infrastructure thus enabling DoS attacks, cripple the traffic
flow in a city, or cause congestion at intersections by modifying light timings.

Attacks on railway control systems

Real incidents against train control systems, such as [13,55,165,303], come as warning
for the worst case scenarios to become true if proper actions are not taken. Verified
IoT-enabled attacks against railway systems include: (i) Direct attacks on connected
railway SCADA systems and (ii) subliminal attacks that are based on manipulating
non-critical passenger information systems.

Attacks against IoT-enabled railway SCADA systems In [107] (see also [152])
a research team named SCADA Strangelove, presented a 3-year assessment on actual
SCADA train control systems full of high-level security and safety issues. They discov-
ered train switches that needed constantly Internet access to operate and computer-
based interlocking systems, which were installed in places with poor physical se-
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curity and were using outdated and discontinued operating systems (like Windows
XP/2000). Furthermore, various network-layer vulnerabilities were found including
weak authentication schemes, lack of encryption, integrity and authorization controls
as well as design and embedded vulnerabilities, such as internal architecture design
issues, port access rules, password policies and more. Through Shodan search engine,
they managed to discover publicly accessible network equipment in mission critical
systems with default passwords.

A security analysis in communication channels such as GSM-R SIM cards used
in Germany, revealed that an adversary with low-cost, off-the-shelf equipment could
jam the GSM communications of a moving train thus forcing it to a complete halt.
Modems, used to connect train systems and services to the Internet through cellular
network, were found to be susceptible to attacks such as the ones described in [299].
By initiating a firmware Over-The-Air (OTA) update an adversary could compromise
the modem as well as the connected host machine, thus enabling the remote control
of mission critical systems of the train.

Attacks based on passenger information systems A recent security analysis on
urban railway systems [51] showed that even attacks against non-critical systems may
have severe consequences, due to subliminal (hidden) cyber-physical attack paths. For
example, compromised PID systems of railway stations may be used to amplify the
impact of a physical attack. Since PID systems send real-time data to mobile users,
an adversary that has compromised the PID system may inject fake arrival times to
overcrowd train platforms. Then, in a worst-case scenario, terrorists could launch a
bombing attack on the targeted platforms with severe consequences. Such combined
cyber-physical attacks, that abuse IoT systems, may prove to be critical despite the
fact that the exploited IoT system/service (e.g. PID) is not connected to a mission
critical system. Although in a particular attack scenario physical access to the PID
system is required, an adversary could potentially triggered the attack from a re-
mote location by exploiting direct/indirect attack paths to the PID server. Attacks
that belong to this category point out the difficulty in identifying high risk, sublimi-
nal attack paths when IoT-enabling technologies are used alongside with traditional
cyber-physical systems and services.

Entertainment/infotainment systems, IP surveillance cameras and wireless access
points may also induce serious risk when they operate without proper network seg-
mentation. A security analysis [107] concerning devices used in railway communica-
tion systems from various vendors revealed hardcoded private Secure Sockets Layer
(SSL) keys embedded in their firmware. Other attack scenarios described in [51] with
potentially severe consequences, include manipulation of data from installed sensors
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in the train odometry system, gaining access to the signaling network and jamming
or manipulating commands through fake wireless transmitters.

IoT-enabled attacks on aircrafts

Airplanes and air traffic control systems are complex, sophisticated and highly inter-
connected systems that are subject to various security threats. Recent cyber attacks
that have been reported, include shutting down passport control systems [166] and
causing DoS to systems used to issue flight plans [268]. Although the aforementioned
attacks cannot be classified as IoT-enabled, recent incidents have demonstrated the
risk of integrating IoT technologies in aircrafts and air navigation systems. IoT com-
ponents like air navigation and ground control systems are indirectly connected with
auxiliary systems, that may enable hackers to gain unauthorized remote access to crit-
ical components. Examples of IoT-enabled attacks in this sector include: (i) Attacks
based on vulnerabilities of wireless air traffic surveillance systems and (ii) attacks
that exploit vulnerabilities of IFE systems.

Attacks based on aircraft electronic navigation systems In [61,144,272] PoC
attacks against the ADS-B system of airplanes are presented. A series of such attacks,
that inject bogus messages in the ADS-B network by first eavesdropping unencrypted
and unauthenticated communications, were presented in [61]. In a similar work [272]
it was claimed that it is possible to take control of the Honeywell NZ-2000 Flight
Management System (FMS), through an Android application called PlaneSploit. This
PoC attack utilized simulation software and parts that are used to control an airplane
available on eBay. Using the Android application and ADS-B and ACARS systems
the researcher was able to inject bogus messages to FMS system and take full control of
the airplane. The Federal Aviation Administration (FAA), however, stated that this
attack could not be actually realized, since, the hardware used in the demo attack
were not identical to the ones used in real airplanes. A later work [144] analyzed
an aircraft’s control systems and suggested that ACARS and ADS-B systems are
vulnerable to attacks that could potentially affect the autopilot operation, but could
not allow a remote attacker to effectively take over the critical navigation systems.

Attacks based on vulnerable in-flight entertainment systems. In [239] a
security expert demonstrated a series of attacks that exploit vulnerabilities of the
IFE system in order to hijack several mission critical plane subsystems. This demo
attack revealed vulnerabilities of the widely used Panasonic Avionics IFE system and
was based in real data collected by the researcher while he was in flight. Using an
exposed Universal Serial Bus (USB) port the researcher managed to retrieve debug
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information which then used to discover on-line publicly available firmware updates
for multiple airline companies. After some information gathering and reverse engi-
neering, the researcher could finally connect with a USB keyboard to the IFE system
and commence attacks. He managed to bypass credit card check, have arbitrary
file access as well as perform SQL injections and gain access to credit card details
and personal information. Other feasible attack scenarios included flight information
spoofing (altitude or speed), introduction of bogus route messages on the interactive
map, or tampering the CrewApp unit that controls the public address system, light-
ing and actuators. In a worst-case scenario in which the vulnerable IFE system is
indirectly connected to airplane’s mission critical control systems, a terrorist could
hijack the aircraft from a passenger’s seat with devastating consequences.

Attacks on maritime surface vessels

Published incidents against maritime cyber systems that are not IoT-specific can be
found in [230,275]. Again, we will categorize IoT-enabled attacks in this sub-sector.

Attacks on maritime electronic navigation systems and Internet services
In [21] attacks against the AIS of existing vessels were presented. In particular by
using Man-in-the-Middle (MiTM) attacks, an adversary could hijack and take over
AIS communications, tamper with the major online tracking providers and eventually
spoof the position of the vessel. Global Navigation Satellite System (GNSS) signals
are used even for vessels actively piloted by human operators. But as surface crafts
become more autonomous, autopilot systems and dynamic positioning systems are
designed under the assumption that GNSS signals are usually available and trustwor-
thy. In a PoC attack presented in [70] researchers from University of Texas managed
to deviate a maritime surface vessel from its original course, by broadcasting coun-
terfeit civil GPS signals. In order to remain covert, the spoofed signals were slightly
altered.

By using search engines like Shodan, a security company named PenTestPart-
ners [202] discovered vulnerable Web interfaces of ship’s mission critical systems (e.g.
electronic navigation systems). Most of them used weak default passwords, allowed
unencrypted HTTP connection without enforcing standard SSL/ Transport Layer
Security (TLS) and/or were vulnerable to known Web attacks like SQL injection.
Various attack scenarios include remotely exploitation of several IT systems of the
ship in order to reveal sensitive information about the ship or the crew and even take
control over the ship.

Other vulnerabilities found, include a vulnerable on-board mail client (named
AmosConnect by Immarsat Solutions) [22], that could allow unauthenticated attack-
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ers to perform blind SQL injection and recover usernames and passwords. Then, with
the use of the retrieved credentials, an adversary can remotely execute arbitrary com-
mands with system privileges on the remote system by abusing the Task Manager of
the mail client.

Attacks on IoT-enabled PMS and field devices The number of containers
shipped world wide have increased over 200% from 1996 to 2014. In a recent study [28]
security researchers present an exhaustive analysis of threats and attacks scenar-
ios that include the entire supply chain management such as attacks on Internet-
connected port’s systems, field devices (TOS, OCR, RFIDs), PLCs and motors that
are found mainly installed in yard cranes (ICSA-16-348-05B). In a real attack inci-
dent [26], an international drug dealer group used hacking techniques that involved
the exploitation of the IT systems and services that controlled the movement and
location of containers, in order to illicitly transfer drugs through the port of Antwerp
over a two year period.

3.6 IoT-enabled attacks on e-healthcare

EHR/EMR  

systems  

WMD 

Home monitoring 

 device 

In-hospital IoT ecosystem 

Internet 

IMD Long-range 

(~ 5m) 

Near-patient IoT ecosystem 

Information 

 kiosk 

IMD 

Programmer’s 
device 

IMD 

Short-

range 

(~5 cm) 

Attacks on  IMD  

Attacks on clinical 

IoT devices 

Web presence 

systems 

Attacks on  

informational IoT 

devices 

Clinical bed 

Medical 

instruments 

WMD Range (~ 60 m) 

Attacks on  WMD 

corporate network 

Attacks on patient 

monitoring network 

Home router 

Figure 3.6: A high-level architecture of near-patient and in-hospital IoT ecosystem
and relevant IoT-enabled attacks [261]

Near-patient and in-hospital IoT technologies have been used in e-health services
to provide timely monitoring of clinical events, reduce routine patient follow-up and
transportation costs and increase patient’s quality of life. In this segment, we provide
a brief description of the medical IoT technologies and then we review IoT-enabled
attacks in the medical sector. Figure 3.6 describes a general architecture of the
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medical IoT ecosystem as well as a high-level description of the relevant IoT-enabled
attacks.

3.6.1 Architecture of medical IoT systems

Medical IoT devices can be categorized to active and passive. Active Medical Devices
(AMDs) are used to interact directly with a patient in order to dynamically adjust
a medical treatment. Examples of AMDs are Implantable Medical Devices (IMDs)
(e.g. heart defibrillators) and Wearable Medical Devices (WMDs) - (e.g. insulin
pumps) [133]. These can be considered as near-patient technologies, although they
can also be used during in-hospital treatment. Other AMD technologies, such as
radiation oncology systems, may only reside inside hospitals. Passive Medical Devices
(PMDs) monitor, gather and report data related with the patient’s physical condition
to medical IT systems. Such devices may reside inside in both hospital (e.g. a smart
clinical bed) as well as near patient (e.g. a home monitoring device).

Near-patient medical IoT

IMDs andWMDs can be considered as the most common near-patient active IoT tech-
nologies. Programmable IMDs consist of a battery-powered embedded device that is
surgically implanted under a patient’s skin. Via radio communications, IMDs provide
continuous and real-time diagnosis and treatment for patients outside the hospital,
such as monitoring long-term diseases and remotely applying prescribed therapies.
Instances of wireless re-programmable IMDs are smart pacemakers, neurostimula-
tors, and implantable drug pumps [66]. Likewise, latest versions of Implantable Car-
dioverter Defibrillators (ICDs) support wireless communications for both device re-
programming, through an external device operated by a physician, as well as remote
patient monitoring [243]. A home monitoring device may be used to collect patient
data through wireless interfaces and transmit them via the Internet to healthcare spe-
cialists. A similar but less complicated architecture is used for WMDs, such as mobile
insulin pumps that use a Continuous Glucose Monitor (CGM) device to monitor and
adjust the sugar level in the, blood of diabetic patients [33]. A wireless interface that
utilizes proprietary network protocols (e.g. 916.50 MHz with on-off-keying modula-
tion) is used to configure device settings [224].

IMDs communicate by utilizing two wireless communication channels. Short-
range channels (up to 5cm) are used to configure the IMD through the physician’s
programming device, while “long”-range ones (up to 5m) are used to communicate
with a home monitoring device [182]. The WMDs utilize a single wireless commu-
nication channel having a broader range, up to 60m, based on the findings of recent
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attacks [224]. The locally collected data are transmitted via the patient’s home net-
work, to back-end hospital IT systems in order to be stored and processed by medical
personnel.

In-hospital IoT devices

At the hospital premises, Electronic Medical/Health Record (EMR/EHR) systems
are critical IT systems that store and process health data collected through various
sources. Although EMR/EHR systems are not considered typical IoT systems, they
communicate and interact with various IoT-enabled systems. A typical example is
the external patients’ monitoring networks that provide real-time medical data to
healthcare providers in order for them to be able to react promptly to emergencies.

In addition, EMR/EHR systems also communicate with various in-hospital IoT-
enabled AMDs. Modern medical instruments that used to be isolated, are now
equipped with communication capabilities. For example, oncology radiation or flouro-
scopy systems are considered to be AMDs that are now able to exchange sensitive
data with EMR/EHR systems. These devices are under strict technical specifications
and manufacturer restrictions that prevent the hospital’s IT security stuff to examine
the device for vulnerabilities or install antivirus software. Furthermore, in most cases,
such devices come with rich networking capabilities while running on outdated and/or
unpatched software which results in a increase on their exposure to security threats.
In many real incidents, the use of outdated operating systems in medical devices or in
Internet-connected in-hospital IT systems, act as an enabler for the cyber criminals
(e.g. to introduce ransomware [92] or steal EMR/EHR data).

In-hospital interconnected smart PMDs, such as patient monitoring systems (e.g.
smart clinical beds), can also be used as entry point in order to pivot to critical
EMR/EHR systems since they suffer from the same vulnerabilities such as AMDs.
Additionally, informational in-hospital kiosks also introduce risks; although they do
not fall into the PMDs/AMDs categories, in most cases they are connected to the
hospital’s internal networks thus creating hard-to-detect, subliminal attack paths to-
wards hospital’s critical IT systems.

3.6.2 IoT-enabled attacks on medical systems

Attacks on IoT-enabled medical equipment, IT systems and services may include,
among others: Treatment denial or modification, device functionality misuse or abuse
(e.g. to deliberately increase the radiation level of an X-ray device or to induce an
electric shock to a patient’s heart through a heart defibrillator), patient’s EMR extrac-
tion/modification, medicine loss/destruction, medicine/organ/blood inventory list al-
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ternation, surgery schedule alternation, report of false information/medical events,
medical event/information concealment, DoS attacks (e.g. battery exhaustion) (x)
patient’s physical sample(s) loss/destruction, climate controlled transport/storage en-
vironment alternation and many more. Bellow, we describe IoT-enabled attacks on
medical devices or systems, while in Table 7.5 we present an assessment of these
attacks based on realistic scenarios.

Attacks on near-patient medical IoT devices

These attacks are based on vulnerabilities of: (i) The IMD/WMD devices or (ii) the
patient’s home monitoring network [31]. The impact of such attacks may be high,
since motivated cyber criminals may physically harm patients from a short distance
or steal health data. Recently, the ICS-CERT issued an advisory (ICSMA-17-241-01)
for Abbott Laboratories’ pacemakers which affects, only in the US, approximately
65,000 patients. According to the advisory, patients must visit their doctors in order
to update the embedded firmware due to security reasons [278].

Attacks based on IMD/WMD devices The security of wearable and implantable
medical devices has been studied in various works in the past [101,142,143,167,171,
305]. Here, we examine some characteristic examples that demonstrate IoT-enabled
attack scenarios that usually exploit the short and/or the long-range proprietary IoT
communication protocols of the devices in order to inject commands, leak data, brick
the devices or introduce spoofed network messages [120,182,224].

Halperin et al. [120] presented a security analysis of such devices on communi-
cation protocols, physical tampering and reverse-engineering techniques of the radio
frequency modulation schemes used in short-range proprietary protocols. Due to the
lack of cryptographic protection and tamper resistance mechanisms they were able
to extract, modify and reinstall a modified firmware image in order to take control
of the device from a short distance. Universal Software Radio Peripheral2 (USRP)
and open-source radio libraries were used in order to eavesdrop and examine the
(unencrypted) low-range communications between the ICD and the programming de-
vice. Finally, an attack scenario was demonstrated in which a nearby attacker could
intercept patient data and inject bogus messages to modify the existing therapy.

A similar security assessment was presented by Marin et al. [182] in a black-box
analysis on an ICD. They demonstrated that attacks, which had been presented by
security researchers in the past [120], were still possible. By reverse engineering
the proprietary network protocols, they managed to perform passive or active eaves-
dropping, spoofing and replaying attacks as well as to exploit the functionality of

2
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the short-range via the long-range communication protocol. This enabled them to
extend the radius of the attack from a few centimeters up to 5 meters. Using inexpen-
sive equipment, the researchers were able to drain the ICD’s battery (DoS), recover
sensitive patient data (e.g. patient’s name or medical history), track, locate or iden-
tify patients via ICD’s serial number and even send arbitrary commands (spoofing
attacks) to the device.

In [224] Radcliffe presented PoC attacks on WMDs, such as insulin pumps. The
author demonstrated that through signal jamming, an attacker could launch replay
attacks and send falsified readings of glucose levels to the device, or use a wireless
peripheral device to change the configuration settings of a insulin pump with potential
deadly effects on the patient. As described in the previous scenario, an attack could
be launched using cheap and easy to find equipment from a distance up to 60 meters.

Attacks based on patient monitoring networks Rios and Butts, [31] from
WhiteScope security company, performed an exhaustive security evaluation of pa-
tient home network devices, such as physician programming and home monitoring
devices of four major ICD vendors. The security evaluation revealed a large num-
ber of potential security risks stemming from underlying protocols of the subsystem
communications, hardware and embedded software. In particular, the commercial
microprocessors used in most devices were found to be susceptible to reverse engi-
neering due to their open chip architecture and instruction coding. Most devices
were found to have at least one easily accessible embedded debug port (Joint Test
Action Group (JTAG), Universal Asynchronous Receiver/Transmitter (UART), USB
or serial), from which, extraction of the firmware and privileged access to the device
was possible. In addition, there was no established anti-reverse engineering tech-
niques, such as firmware packing, code obfuscation and data encryption as well as no
authentication or control for digitally signed firmware mechanisms during the OTA
update. Furthermore, several bad practices were identified, which in turn can poten-
tially help an attacker to compromise the device: The usage of American Standard
Code for Information Interchange (ASCII) text for function names and release ver-
sions, hardcoded, clear-text credentials and infrastructure data (e.g. phone numbers
and IP addresses of the authentication servers) on home monitoring devices, un-
encrypted sensitive patient data (patient names, physicians, phone numbers, social
security numbers and treatment data) on the programmer’s hard drive as well as an
extended use of third-party outdated SW libraries. Notably, over 3,700 well-known
vulnerabilities were discovered in the embedded software of the physician program-
ming devices under evaluation. Although the study of [31] does not describe any
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actual PoC attack, it lists numerous, high-severity vulnerabilities on real devices that
if exploited, can lead to a full compromisation of a patient device remotely.

Attacks on in-hospital IoT devices

Real cyber attacks against hospitals, such as [92, 96], have increased by 63% during
2016 [140]. Here, we focus on those attacks that rely on IoT-enabling technologies
within hospital facilities. These attacks exploit vulnerabilities of either in-hospital
medical IoT devices (both passive and active) [131, 277], or other non-medical IoT
devices that may reside within hospital premises [131]. Usually, the adversary uses
such vulnerable IoT devices as a point-of-entry, in order to pivot and attack other
critical EMR/EHR systems that have some indirect connection with the vulnerable
IoT devices. In particular, successful attacks against in-hospital IoT devices may be
used as “building blocks” of a broader attack. Exploiting in-hospital IoT devices, an
adversary may deny critical medical services by launching ransomware campaigns or
exfiltrate sensitive medical data with severe consequences.

Attacks based on clinical IoT devices A technical report released by TrapX
Research Labs [277] based on in-depth security assessments, revealed real attacks that
took place in three hospitals. The assessors installed within the hospitals’ facilities a
custom-made software called DeceptionGrid that emulates medical devices (Virtual
Medical Devices – VMDs) in order to attract, trap, and engage attacker software
tools. Then, a custom security platform was used to monitor malicious activities
in the hospitals’ network and reveal potentially hidden attacks. In a relatively short
time period after the deployment of the VMDs, they documented various attacks that
occurred.

In the first hospital one Virtual Medical Device (VMD) was attacked by a variant
of an old worm (MS08-067), which had been repackaged and embedded in a sophisti-
cated way to avoid being detected by any anti-virus software. Since it is common that
actual medical devices run outdated operating systems, such as Windows XP and 7,
the assessors concluded that the attack had also affected other real in-hospital med-
ical IoT devices. The researchers were able to track the malware back to its source
to discover that it had originated from a compromised radiation oncology system
running Windows XP. Four VMDs in separate networks also raised alerts. Tracking
back the malware indicated a compromised fluoroscopy workstation.

In the second hospital, the introduced VMDs were installed on all internal net-
works and servers within a Picture Archive and Communication System (PACS)
[126] used to exchange medical data between devices, such as X-ray, Computed To-
mography (CT-scan) and Magnetic Resonance Imaging (MRI). After one day the
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VMDs captured malicious activity that originated from a compromised medical de-
vice (MRI), resided in a different network segment. The back-door used by the mal-
ware included a sophisticated worm, able to move between different segments of the
network and communicate to a C&C server of an external botnet. After analyzing the
malware it became clear that the attackers’ main target were upatched Windows 7
and outdated Windows XP OS that allowed them to upload a Remote Access Trojan
(RAT) in order to download sophisticated malicious software. The compromised MRI
was installed within urgent care and the remediation process took several weeks since
the infected device had to be replaced by a new one.

Finally, in the third hospital, an attack which originated from an X-ray device
running again an outdated operating system (Windows NT), occurred within 20 min-
utes after the deception grid was installed. The malware, a computer worm, escaped
from the detection of the hospital’s IT stuff. As in previous cases, the attackers used
wrappers with sophisticated package techniques, able to bypass up-to-date antivirus
software, whereas the actual payload targeted vulnerabilities that exist only in up-
atched/discontinued versions of operating systems. In all cases, the IT stuff of the
healthcare institutions were unaware that malicious activity had been occurred in
their internal networks.

Independent security evaluators conducted a two-year security assessment [131]
that included PoC attacks on twelve healthcare facilities with AMDs/PMDs. In
some attack scenarios, vulnerable Web applications, that were also connected to the
internal hospital network, were used as a initial point-of-entry: Pivoting through the
unprotected corporate network the attackers compromised active and passive medical
devices in order to achieve their initial goal and retrieve sensitive patient data. In
a PoC attack scenario [131], vulnerable PMDs were used in order to disrupt various
in-hospital operations. In this attack vector, the first step was to compromise a Web
server in order to get initial access to the internal network of the hospital. Then,
using network scanning/pivoting techniques vulnerable PMDs were discovered (in
this case patient monitors) on various network segments. Finally, after bypassing
their authentication mechanisms, they were able to launch a series of attacks, such as
enable fake sound alarms or display incorrect patient vital information. The potential
impact of such attacks could be very high, since they could be used to affect the
treatment received by patients inside hospitals. The assessment revealed that the
majority of the PMDs examined were vulnerable and easy to exploit with.

Attacks based on informational IoT devices Another PoC attack scenario [131]
demonstrated that non-medical IoT devices connected in the hospital network, may
also enable attacks affecting important medical services. This attack was based on a
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vulnerable vendor information kiosk located inside the hospital’s premises that was
connected to the hospital’s internal network. The first step was to bypass access
security controls in order to gain physical access to the kiosk. Then, by exploiting
software vulnerabilities, the attackers were able to compromise the kiosk and scan
the internal network, since, the device was not on a restricted network zone. They
located numerous mobile computer stations in emergency and hospital rooms, one
of which, was vulnerable. From the compromised computer the attackers gained
access to the medicine and bloodwork barcode scanning device [41]. Through these
systems one could view patients’ personal data and control the results of the barcode
scanning device. In a worst case scenario, this attack could be used to modify patient’s
therapy by printing falsified labels, contaminating blood samples and/or administer
an inappropriate treatment.

3.7 IoT-enabled attacks on Smart home/automation systems

and services

Home automation technologies allow users to remotely manage, control and inter-
act with home appliances through their mobile devices, for example, to remotely
adjust their air condition, schedule their TV recorder, or monitor their home surveil-
lance system status [289]. Being affordable and readily available to consumers, home
automation IoT devices are very popular, by far outreaching all other IoT sectors.
Typical devices include smart thermostats, energy management devices, light bulbs,
security alarms, locks, smoke detectors, surveillance cameras, home appliances (e.g.
smart fridges, coffee makers) and entertainment systems (smart TVs and set-top
boxes). Notably, most of the aforementioned home automation systems, are not
used only in residential environments, but may also be installed inside critical in-
frastructure premises, such as factories, hospitals, military, government, financial and
transportation facilities. In many occasions smart home systems are able to interact
directly/indirectly with critical infrastructures’ components, e.g. in the case of smart
meters [172,183,187,251].

3.7.1 Architecture

Home IoT devices use various protocols to communicate with each other and/or
with the Internet, as briefly described in Figure 3.7. With the absence of a single
standard protocol and architecture, many different wired (e.g. Ethernet, Powerline),
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Figure 3.7: Architecture of home/automation IoT ecosystem [261]

and more usually wireless (e.g. WiFi, Z-Wave, ZigBee and Bluetooth) technologies
are used [102,276].

Some home devices, such as smart TVs, printers or IP cameras, are usually directly
connected to the home router via WiFi connection. On the other hand, resource
constrained devices such as smart light bulbs or temperature sensors, usually access
the Internet via a low-energy wireless communication interface. Because the IEEE
802.15.4x [197] is suitable for low-rate Wireless Personal Area Networks (WPANs),
it is used as the basis for higher-layer protocols, such as Zigbee, 6LoWPan (IPv6
over Low-Power WPAN) or CoAP [35]. ZigBee is a popular low-power wireless mesh
networking standard built on top of IEEE 802.15.4. 6LoWPAN [155] is an adaptation
layer protocol allowing to transport IPv6 packets over 802.15.4 links, whereas CoAP
[35] is an application layer protocol designed to support easy Web integration through
an HTTP interface. Only same-profile Zigbee devices can communicate with each
other, while bridging between ZigBee and non-ZigBee networks requires a complex
IP conversion process. On the contrary, 6LoWPAN offers interoperability with other
802.15.4 devices as well as with devices on any other IP network via a simple bridging
device.

Choosing the most appropriate network architecture for an IoT-enabled automa-
tion system should take into consideration various criteria, such as device type, cost,
power supply and consumption, interoperability, range and bandwidth. For exam-
ple, Bluetooth, WiFi, ZigBee Light Link (ZLL) Touchlink and Z-Wave are considered
to be some of the most prominent wireless network technologies available today for
smart lighting applications. ZLL [281] is an industry standard aiming to increase the
interoperability between lighting and control products. The ZLL Touchlink protocol
allows smart LEDs and control systems to establish WPANs. To secure their commu-
nication, ZLL is based on a common ZLL master key, embedded in all ZLL certified
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devices. Unsurprisingly, the master key was leaked during 2015 [59].
Outside the home network, the users can remotely interact and control these

devices, either by directly connecting to the them through a Web interface, or through
cloud services that enable users to control their devices via smartphone applications
provided by the vendors.

3.7.2 Attacks on smart home/automation IoT systems

IoT used as a target

(Ransomware, PDoS)

Compromised home IoT devices installed in  non-critical facilitiesCompromised home/automation IoT installed in critical premises

Data exfiltration

Epileptic seizures
Covert channel

Light 

flickering

LAN

oC

Botnet

IoT used as an amplifier

Figure 3.8: Attacks based on smart home devices that may be triggered either by
devices that are physically installed near critical systems or by devices installed in
non-critical facilities [261]

An analysis of 50 actual home IoT devices in 2015 from security company Syman-
tec [23] identified several common vulnerabilities found in smart home appliances,
including weak authentication schemes (e.g., use of weak embedded passwords with-
out even applying “lock out” policies), unauthenticated firmware update process and
the use of unencrypted communications. In addition, various Web vulnerabilities
were found in many of the applications used to remotely control the devices, or in
the relative IoT cloud platforms.

Numerous security researchers [19,91,179,185,213] have pinpointed security flaws
in various wireless protocols used in home IoT devices such as WiFi, ZigBee and
Z-Wave. For example, O’ Flynn et al. [213] presented pulse denial DoS attacks (i.e.
block the entire radio frequency spectrum by sending pulses to all channels), node-
specific DoS (i.e. detecting and jamming a target node) and interception MiTM
attacks (i.e. intercept network traffic and selectively jam communications between
nodes to spoof targeted messages) in IEEE 802.15.4 networks.
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In a recent disclosure [106] security researchers have revealed a list of default
login credentials that correspond to a large number of home routers and more than
1,700 IoT devices. The latter used on just 144 unique username-password pairs for
their telnet services authentication. In a report about botnets (e.g. Mirai), that
mainly consist of home IoT devices, based on real data collected between January and
June 2017, F5 Labs [34] discovered a massive (280%) increase of telnet-based attacks
against IoT devices. Intuitively, attacks on IoT devices installed in home environment
seem less important than attacks on IoT devices that are used in critical sectors, such
as Smart Grids, transportation or hospitals. Note, however, that automation devices
used in smart homes may also be installed in the premises of critical infrastructures
(e.g. a smart thermostat installed in a data center, or smart lamps installed in
a hospital). Although they are only used for secondary and supporting operations,
their physical proximity with critical systems, may trigger indirect attack paths. Even
when they are installed in non-critical, home environment, they can still be used to
enable subliminal attacks that may result in high impact (e.g. numerous Internet-
connected home IoT devices controlled by botnets in a DDoS attack against a mission
critical system).

Bellow we will review real and verified attacks for both cases. Since devices of this
category are only used for supporting operations and not as part of a critical control
system, we will categorize the attacks based on their actual goal and not based on
the underlying system architecture as in the previous sectors. Figure 3.8 provides an
overview of possible attacks based on smart home devices installed in both critical
and non critical facilities.

3.7.3 Attacks based on devices installed in critical premises

Real and PoC attacks based on home or automation IoT devices installed in criti-
cal environments can be classified into the following categories as shown in Figure
3.8: (i) Gain initial access, (ii) indirect disruption or denial of critical services, (iii)
data leakage, and (iv) system misuse or abuse attacks. These attacks are usually
accomplished by extending the functionality of the devices in unexpected ways. In
the following paragraphs we overview such attacks, while in Table 7.6 we analyze the
attack vectors and we assess the most characteristic cases, based on real incidents or
realistic scenarios.

Gain initial access to an internal network In [49] Chapman demonstrated a
series of attacks against WiFi enabled light bulbs. Initially, the firmware of the device
was extracted, by using an open source hardware JTAG debugger called BusBlaster.
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Then, after reverse engineering the firmware, it was possible to retrieve various cre-
dentials that were stored in plaintext (unencrypted) form. One of these credentials
was a pre-shared cryptographic key that was common for all the lamps of the same
model. The key was extracted with the help of a free Advanced Encryption Standard
(AES) decryption program. Having access to this key, it was easy to decrypt the
WiFi credentials and gain access to the WiFi network that the smart light bulbs are
connected to.

In another incident [95], a security expert managed to control various systems of a
hotel, by connecting his tablet to an exposed Ethernet socket in his hotel room. Then,
after some passive eavesdropping and with the use of a python program available in
Github he managed to remotely control the lights, turn the TV on/off and move the
curtains of his room. The lack of network security mechanisms (e.g. proper network
isolation, use of insecure network protocols - Modbus over TCP) enabled him to
seize control of both former and/or other IoT-enabled systems throughout the hotel.
Although, in this attack scenario, an adversary needs to be inside hotel’s premises, she
could potentially affect other resident’s safety, violate their privacy, cause discomfort
and/or accidents.

Indirect disruption/denial of critical services Fernades et al. [124] presented in
BlackHat 2014 an attack scenario concerning an IoT-enabled thermostat (Nest) that
is designed to remotely control central air conditioning units through the owner’s
WiFi network. The device can also communicate with other Nest devices via Zigbee
and connect to the Nest cloud service to upload usage statistics, that can be used by
energy providers to improve energy efficiency. By exploiting embedded communica-
tion interfaces and vulnerabilities in the boot process, they managed to install their
custom rootkit and Linux kernel, thus ensuring persistence and remote control over
the device even after a firmware update. In a worst case scenario where a compro-
mised smart thermostat is installed in a critical infrastructure such as a data center
room, a DoS attack could be launched just by altering the room temperature which,
in turn, would force the servers to malfunction and/or shutdown.

Data leakage (covert channels) On March 2017, Wiki-Leaks published docu-
ments that revealed a CIA project named Weeping Angel [286]. Based on the leak,
the program included various hacking capabilities that allowed breaking into various
devices connected to the Internet such as smart TVs and smartphones. Of a particu-
lar interest for our case is the ability to use the microphone of some smart TV models
connected to the Internet, to create covert channels. The document describes that it
is possible to place a target TV in a fake-off mode. Then, by having the owner to
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falsely believe that the smart TV is off, the microphone can be used to record con-
versations in the room and then send them over the Internet to a covert server. The
attack exploited several known and unknown software and network vulnerabilities.
Obviously, such attacks could be used by agencies or nation state adversaries to leak
data from very sensitive environments that host vulnerable smart TVs.

Ronen and Shamir [232] demonstrated various PoC attacks based on smart LEDs.
One of the attacks exploits the lack of encryption and integrity protection in the com-
munication between the controller and the smart LEDs in order to create a covert
channel. Since the controller’s API did not enforce input validation on the com-
mands, the researchers were able to extend the functionality of the device. Through
a customized payload they were able to modify the PWM (Pulse Width Modulation)
signals, a function available for dimming the LEDs. By controlling the PWM signals,
the researchers were able to cause the bulbs to produce an accurately timed, unno-
ticeable to human eye, increase/decrease in the brightness level (flickering). Then,
by using a laptop, a light sensor, an Arduino board and telescope, they managed to
convert these slight brightness changes into usable data from a distance up to 100
meters. Now consider the following scenario: An adversary remotely controls a sim-
ilar vulnerable smart lighting system [233], indirectly connected (e.g. through the
WiFi controller) to a mission critical system which she has already compromised. By
extending the functionality of the light bulbs (flickering) she can then create a covert
channel and exfiltrate sensitive data, without being detected by any computer security
system.

System misuse/abuse attacks In the same work [232], Ronen and Shamir de-
scribe a second attack scenario where an adversary could exploit LED flickering in
order to cause epileptic seizures. Strobes of light at specific frequency ranges are
known to affect people suffering from photosensitive epilepsy. In a worst case sce-
nario, a similar attack against numerous vulnerable smart lighting systems, installed
in hospitals and/or public places, could have a severe impact on public confidence,
safety and health.

3.7.4 Attacks based on devices installed in non-critical facil-

ities

IoT devices, that are installed in non-critical facilities (e.g. homes, offices), may still
be used as an attack enabler. We classify these attacks into two categories as shown
in Figure 3.8: (i) Attacks that use a large number of home IoT devices to amplify
an attack against a critical system and (ii) attacks whose actual target are home
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IoT devices, but at very large numbers. Table 7.7 provides a detailed analysis of the
attacks presented bellow.

Home IoT used as an amplifier This category usually includes DDoS attacks
that exploit the availability of many unsecured IoT devices to create a botnet and
amplify the attack against the actual target. In 2014, a security service provider
(Proofpoint), reported a cyberattack incident that involved thousands of smart home
devices [220]. The global attack campaign involved more than 750,000 malicious email
communications, typically sent in bursts of 100,000 three times per day, targeting en-
terprises and individuals worldwide. The attack involved more than 100,000 everyday
consumer gadgets such as home-networking routers, connected multimedia centers,
TVs and refrigerators.

Another incident was realized on October 2016 [58] [111]. A coordinated DDoS
attack against the DYN Domain Name System (DNS) service, at rate that exceeded
600 Gbps, paralyzed the Internet. The attack prevented customers from reaching
more than 1,200 domains, including major domains like Amazon, Twitter, GitHub,
Spotify, PayPal, Verizon, and Comcast. The attack originated from a botnet named
Mirai [212] which included approximately 100,000 of infected IoT-enabled digital
devices, such as home routers, surveillance cameras and DVRs. The attack was
implemented mainly based on ”old-fashioned” TCP SYN flood requests as well as
subdomain attacks [204] that aimed directly at the port 53 of DYN DNS servers.
Most of the infected home IoT-enabled devices had password vulnerabilities (use of
default or weak passwords) and/or operating system vulnerabilities.

Various attack scenarios against Belkin’s WiFi-based products (over 1.5 million
sold) and cloud platform for smart home, named WeMo, have been recently pre-
sented [67, 271]. In these PoC attacks, the researchers managed to execute arbitrary
code through SQL injection and take over the device(s) remotely, bypass local authen-
tication mechanisms by connecting to the UART interface of the device and exploit
vulnerabilities found in the WeMo app.

Home IoT used as a target (concurrent attacks) The actual target of this
category are the IoT devices themselves. The importance of such attacks comes from
their massiveness, e.g. concurrently threaten a huge number of such devices with
Permanent DoS (PDoS) or ransomware.

In [233] Ronen et al. demonstrated how an adversary can take-over a smart
lamp and self-propagate the attack in a worm-like manner. The basic idea was to
bypass the proximity check mechanism that smart lights use when joining a network,
fool them to join to a malicious network and, through the OTA update process,
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install a modified firmware to take control of the device. To bypass the proximity
check a flaw in Atmel’s BitCloud Touchlink implementation was used. In order to
retrieve the embedded hardware key, differential [147] and correlation [146] power
analysis techniques were used. Then, the researchers utilized the recovered key so
as to authenticate a firmware file which had previously infected with malicious code.
This enabled them to perform various attacks, such as permanently bricking the
devices (PDoS) or use them to jam [213] nearby wireless networks that operate in the
same band. Notably, the 2.4 GHz license-free band (IEEE 802.15.4x), is also used
in other sectors (industrial, medical) and various protocols (WiFi, WirelessHART,
MiWi, ISA 100.11a, 6LoWPAN, Nest Weave, JenNet and Threat).

For interoperability, the ZLL protocol allows non-ZLL devices under application
control to join a ZLL network without any proximity check [200]. This is allowed only
when the device is in “Factory new” state which can be achieved by sending a unicast
“Reset to Factory new” request to the smart light. The device is then forced to scan
for nearby ZigBee networks. By sending a ZigBee beacon message, an adversary can
fool the device to join a network. To launch a self-propagating attack, factory reset
messages were initially sent through the primary channels of the 802.15.4 wireless
network whereas for beacon and association messages the secondary channels were
used. In that way, devices that had already joined the attackers’ network did not
respond to any new factory reset messages. Through this technique the infection
could spread to all nearby devices of the same type just from a single infected lamp.

Although an attack scenario involving smart lighting systems may seem of low
importance, one may want to consider the potential impact of an attack that con-
currently bricks numerous smart lighting systems installed throughout a Smart City.
The researchers proved that such a scenario is realistic via techniques, such as war
driving or war flying that enabled them to launch the attack from distances up to
350 meters.

In [84] Fernades et al. presented a thorough analysis of vulnerabilities and attack
scenarios against 499 smart home control applications and 132 device handlers. Using
static code analysis techniques, the researchers discovered that more than 55% of the
examined applications were over-privileged and lacked of basic protection mechanisms
for sensitive data such as door lock codes. Then, they demonstrated possible attack
scenarios on an IoT-enabled home surveillance system which included door lock codes’
theft/alternation, disable of the vacation mode as well as issuing fake fire alarms.

Several researchers [42, 86] have conducted security tests on smart TVs. They
discovered that through MiTM attacks, an attacker could redirect unauthenticated,
unencrypted (HTTP) requests (e.g. in the case of downloading firmware/applications)
to malicious sites and gain control over the devices. In [242], Scheel demonstrated
an attack in which, an adversary is able to remotely take over a plethora of smart
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TVs by sending specially crafted TV stream DVB-T signals (HbbTV commands) to
gain root access. The attack utilizes two known security flaws of the embedded Web
browsers and applies to 90% of smart TVs, sold in the last few years.

Morgner et al. [198] presented a series of attacks based on known vulnerabilities of
the ZLL protocol. The attacks were distinguished in two main categories: These that
do not require any use of cryptographic protocols (blink, reset, DoS) and those that
require access to the ZLL master key (hijack, network key extraction and command
injection). The target systems included popular lighting models, such as Philips Hue,
Osram Lightify and GE Link. Their goal was to demonstrate a series of attacks
against the ZLL protocol, by utilizing its master key vulnerability [59] and the unse-
cured Inter-PAN frames, used for the communication between different personal area
networks (PANs). Other security reports, which involve home IoT devices, include
attacks on home robots [48] and on home cameras (privacy violations) [214].

3.8 Security evaluation of a popular smart lighting system:

A hands-on approach

Smart lighting systems combine the state-of-the-art lighting technology including
Light Emitting Diode (LED) and/or Organic LED (OLED) with sensors (e.g. am-
bient light, acoustic, ultrasonic, infrared, location), wireless network interfaces, (e.g.
Ethernet, WiFi, Z-Wave, ZLL), vendor-specific application software, as well as cloud
services (e.g. If-This-Then-That – IFTTT) [189], in order to enable remote control,
interoperability and autonomous operation. Via these features they achieve optimiza-
tion of energy consumption, visual comfort, safety, remote control and adaptability in
various environments. Their vast adoption has lead to a significant production cost
reduction which, in turn, resulted in making them one of the most wide-spread IoT
technologies.

Smart lighting systems can be remotely managed via smartphone applications
that utilize local and/or remote connectivity through cloud services. Popular smart
lighting systems utilize Apple’s HomeKit (Siri), Amazon’s Echo (Alexa) and Google
Home, in order to enable remote control via voice commands. Near-future advanced
intelligent lighting technologies may include, real-time luminosity and spectrum self-
adjustment capabilities.

As previously described (see subsection 3.7.2), depending on the installation site,
the attacks on smart lighting systems can attract diverse types of attackers, rang-
ing from security enthusiasts up to highly skilled and motivated adversaries such as
nation-state and organized cybercrime. An adversary can take advantage of existing
vulnerabilities and characteristics of an IoT-enabled automation system such as smart
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lights to abuse and/or extend its functionality (e.g. sensing capabilities, network con-
nectivity, wireless adaptor’s operating frequency and available luminosity levels) and
launch a variety of cyber-physical attacks against nearby critical systems or even
people [232,233]. For example, existing vulnerabilities in smart lighting systems (e.g.
CVE-2020-6007) may lead to a network infiltration attack, which in turn, may have
a significant impact on organizations such as banks or pharmaceutical companies.
In Figure 3.9 we depict potential attack vectors and the corresponding businesswise
impact on popular installation domains of a rural environment.
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Figure 3.9: Potential businesswise impact from attacks against smart lighting systems
installed on critical domains [262]

Although several security vulnerabilities for smart lighting devices have been iden-
tified in the recent literature (e.g. [174, 270]), still various systems and components
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have not been tested. In addition, most security researchers and bounty hunters
are focused on individual components of each smart lighting device or service rather
than follow a holistic approach and assess vulnerabilities found on the smart lighting
ecosystem and particular in hardware, embedded software, radio networks, applica-
tions and cloud services.

The examined smart lighting system comprises of a smart light controller and a
light bulb with the former to have the following features and specifications:

• A Software restore push button, a region specific alternating current plug and
a LED to indicate power and WiFi status.

• An internal IEEE 802.11 b/g/n WiFi radio 2.4 GHz antenna for communicating
with the local network and the Internet.

• An internal IEEE 802.14.5x b/g/n ZigBee radio 2.4 GHz antenna Home Au-
tomation 1.2 Certified for communicating with the light bulb.

• One Spatial stream.

• Works with If-This-Then-That Web platform that is used to connect to other
Web applications.

Hardware components Disassembling the smart light controller enabled us to
access its main circuit board. In particular, we managed to locate: the flash mem-
ory chip (winbond 25Q128FVSG 1603 ) with 16MB serial NOR flash memory that
communicates over a Serial Peripheral Interface (SPI); the winbond W9825G6KH-
61 1513P 643803400ZU chip that contains the Electrically Erasable Programmable
Read-Only Memory (EEPROM) of the device; the Ralink RT5350F TP4KW33609
1601STA1 WiFi controller; the EM357 1536A00MB8 TM ARM (e3) 802.15.4x/Zig-
Bee controller; and finally a UART debugging interface, which enables communication
with any device equipped with a universal bus interface such as Bus Pirate, accessible
via a three pin layout.

Smart lighting system mobile application and cloud services.

The mobile application is available for both Android and IOS platforms. It is used for
setting up, remote control and firmware update of the smart light controller and light
bulb(s). During our research we conducted both dynamic as well as static analysis of
the application. Via static analysis, hardcoded information such as domain names,
emails, passwords, encryption and/or verification keys were retrieved. Via dynamic
analysis, the interaction of the application with the devices and/or the cloud servers
can be further examined.
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Figure 3.10: Printed circuit of the tested control device and its main components [262]

Radio communications. By utilizing open source tools and a HackRF radio an-
tenna, we analyzed the network traffic between the mobile application, the cloud
servers and the control device. In particular, we examined both 802.15.4.x (ZLL)
and 802.11.b/g/n, 2.4 GHz, network interfaces that the control device utilizes to
communicate with the smart light bulbs and the mobile application/cloud services
respectively.

3.8.1 Embedded software vulnerabilities

Physical access to the device is required in most of the security testing cases, whereas,
attacks such as firmware extraction where easy to perform since there were no anti-
tampering mechanisms (e.g. [75]). Furthermore, firmware modification is consid-
ered plausible since the U-Boot partition resides on the same Electrically Erasable
Programmable Read-Only Memory (EEPROM) (winbond W9825G6KH-61 1513P
643803400ZU ) chip which contains the firmware of the device. In addition via the
available JTAG connector access to the system software is feasible. During the tests
it was discovered that downgrade attacks can be potentially take place via local net-
work and/or the Internet, due to the fact that the communication with the servers is
done via plain HTTP and the existing update script does not implement any logical
checks on version numbering.
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Figure 3.11: Lab setup for firmware extraction [262]

3.8.2 Mobile application security analysis

The manufacturer supports Both Android and IOS platforms. The mobile applica-
tion can be used in order to configure, control and perform firmware updates of the
controller and light bulbs. In order to discover as much information as possible we
submitted the application in dynamic as well as static analysis (android version).

Static analysis revealed hardcoded information such as firmware update domains,
email addresses and hardcoded secret IDs. Although some level of obfuscation in
the source code prevented from determining all functions and secrets, modification
and recompile the reversed source code was possible thus allowing an adversary to
perform dynamic analysis techniques including MiTM attacks with the cloud servers.
Dynamic analysis also revealed that during the authentication procedure with the
cloud servers hardcoded secrets in the application were used, which in turn, can
potentially compromised the whole authentication process. In addition, misconfigu-
rations including an extended (3-day) validity period of the authentication cookie and
a clear text transmission of the password during the reset process can be exploited in
various occasions.
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3.8.3 Assessing the security of Cloud Servers/APIs

MiTM attacks during the application’s firmware update functionality revealed the
location of the firmware update server. The latter discovered to be publicly available
from the Internet, thus leaking several (aprox. 1400) unencrypted update firmware
files of several types of IoT devices including smart light bulbs, light switches, control-
links, air purifiers, dimmers, relays and coffee maker machines dating back to 2016.
Via custom scripts and open source tools extraction of the filesystems of most of
the firmware files was possible. An analysis of the finding give away common root
passwords across devices and firmware versions (just four different passwords for all
firmware files), whereas, in most cases, the root was the only user in the system.
Furthermore, the operating system was mostly based on an obsolete version 10.03
when, the latest release is 21.02.0-rc43). Web servers were serving their content via
plain HTTP and/or obolete versions of HTTPS such as Secure Sockets Layer - SSL 3.0
and Transport Layer Security - TLS 1.0 with several vulnerabilities. Web application
software was outdated which resulted in, among others, a potential Remote Code
Execution (RCE) vulnerability (CVE-2019-0232) and a vulnerability with publicly
available exploit 4. Web servers were also susceptible to Cross Site Scripting (XSS)
and data injection attacks. All of the above can act as an enabler for a remote attacker
to launch potentially stealthy, high-impact attacks (e.g. supply chain/waterhole) with
minimum effort.

Figure 3.12: Intercepted network packets during the authentication process with the
cloud servers [262]

3
https://downloads.openwrt.org/releases/

4
https://www.exploit-db.com/exploits/47073
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3.8.4 Network vulnerabilities

Figure 3.13: Flowgraph of ZigBee network protocol (1) and Wireshark connectors
with live capture (2) and pcap autosave [262]

Since most of not all wireless networks are prone to deauthentication attacks we
managed to successfully exploit this feature in both ZLL and WiFi network interfaces
of the control device. Via a HackRF antenna and by utilizing open source software5,6,7

we managed to effectively jam both ZLL as well as WiFi signals which resulted in an
extensive period of unresponsiveness among the control device and smart light bulbs
and/or the connection in the local WiFi. In addition, during the initialization of
the device’s WiFi no security measures (e.g. encryption) are enforced. Furthermore,
since the the ZLL master key was leaked [59] the network key can be retrieved by
intercepting the network pairing process thus enabling an adversary to gain access to
both networks and launch a series of passive and active (sniffing and replay) attacks.
Several other attack vectors may include signal interference (jamming), unauthorized
network commissioning as well as DDoS attacks.

In order to enable remote management and control the specific IoT device utilizes
Universal Plug and Play (UPnP) protocol to communicate with the cloud APIs. Via

5
https://osmocom.org/

6
https://github.com/bastibl/gr-foo

7
https://rftap.github.io/
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SHODAN search engine8, we managed to locate several IoT devices and retrieve
potential useful information such as Medium Access Control (MAC) address and
firmware version.

8
https://www.shodan.io/
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CHAPTER 4
ADVANCED PERSISTENT THREATS (APT) IN INDUSTRIAL IOT

ECOSYSTEM

In this chapter, we are going to further analyze IoT-enabled attacks, most of which
are presented in Chapter 3 (e.g. [81, 156]), in order to understand to a greater ex-
tent the techniques and tactics that high-profile adversaries utilize in order to achieve
their malicious goals. In particular, we are going to focus on industrial and energy
sector since, they usually attract well-funded, high-skilled and strongly motivated
adversaries that seek to gain substantial economic profit (e.g., cybercriminals) or to
disrupt a nation’s CIs (e.g., nation state adversaries). These attacks are considered of
high impact due to the effect that SCADA systems have on our every day life and are
mainly distinguished for their sophisticated tactics and advanced exploitation tech-
niques. Such types of attacks can enable attackers to remotely infiltrate and exploit
air-gaped systems with proprietary technologies, as well as to remain undetected for
a long period of time, even with strong security countermeasures in place.

4.1 Zero-Day vulnerabilities on Human-Machine Interface

applications

HMI software is considered to be the most critical application in Industrial IoT ecosys-
tem since it its main purpose is to administer mission-critical SCADA systems. Com-
promising an HMI system may lead to a series of attacks ranging from information
gathering, deactivation of notification systems (e.g. alarms, notifications to oper-
ators) up to physically damage industrial equipment. To make things worse, HMI
vendors do not always enforce security best practices on the controlling software, thus
focusing only on the managed devices. In this Section we present the findings of an
extensive research conducted by the Zero Day Initiative (ZDI) team of Trend Micro
security company throughout a two-year period (2015-16), which successfully iden-
tified 250 zero-day vulnerabilities on HMI applications [39]. During the disclosure
process, researchers observed that the average time period required by the vendors
to release a corresponding patch of a zero-day exploit averaged to 150 days. This
actually meant that mission-critical SCADA systems were vulnerable for almost five
months before a patch was available from software vendors. The exploitation tech-
niques were classified into 4 main categories: (i) Memory corruption, (ii) credential
harvesting, (iii) insecure installation, authentication and authorization procedures
and (iv) code injection. These exploitation techniques which can be used in various
APT attack scenarios are described in detail in the following sections.
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4.1.1 Memory corruption

Memory corruption issues accounted for the 20% of the total number of vulnerabilities
found. The majority were stack/heap-based buffer overflows [62] and out-of-bounds
read/write vulnerabilities. In a particular vendor, the software Advantech WebAccess
HMI Solution was proved to have a vulnerable sprintf function and no protection
mechanisms such as stack cookies, Address Space Layout Randomisation (ASLR)
[247] and SafeSEH [115]. Due to the absence of ASLR protection an adversary needs
only to overwrite the return address to a controlled Return Oriented Programming
(ROP) chain, in order to execute malicious code with elevated privileges. Even though
the vendor issued a large number of patches these corrected only specific issues and
did not address the problem globally or replaced other problematic functions.

4.1.2 Credential harvesting

Vulnerabilities found in credential management represented the 19% of the overall
vulnerabilities found. These included the use of hard-coded passwords as well as
insecure storage and/or protection of passwords (e.g., stored clear text/with reversible
encryption algorithms). Furthermore, in a particular case study of General Electric
(GE) MDS PulseNET1, a software that is used to monitor industrial equipment and
communication networks deployed in energy, water, and waste water sectors globally,
they managed to identify an embedded account with full privileges apart from the
administrator and user account (CVE-2015-6456 [12]). By utilizing HeidiSQL tool
they managed to extract the ge support account as well as the password’s MD5 hash
value (Pu1seNET). Notably, even after a successful logging process of the discovered
account its username did not appear in the user management screen.

4.1.3 Insecure installation, authentication and authorization

procedures

This category represents the 23% of the total vulnerabilities found, including unen-
crypted communications, such as the transmission in plaintext of sensitive informa-
tion (e.g., usernames or passwords), as well as vulnerable ActiveX controls which
where marked as ’safe’. In another case study concerning Siemens SINEMA2 Server,
a network management software for monitoring and diagnostics, a misconfiguration

1
https://www.gegridsolutions.com/communications/pulsenet.htm

2
https://new.siemens.com/global/en/products/automation/industrial-communication/industrial-remote-communication/remote-

networks/sinema-remote-connect-access-service.html
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allowed standard authenticated users to have full access to Windows sensitive system
folders (CVE-2016-6486). In addition, the binary code used to start the SINEMA
service run at local system level, thus allowing an adversary with local access to
the workstation, to replace the legitimate binary code with a malicious one. Then,
triggering a reboot allowed the adversary to execute the malicious code with system
privileges.

In another case study considering Advantech WebAccess3, a cross-platform user
interface management based in HTML5, an authenticated user was able to retrieve
the passwords of other platform’s users including the administrator.

4.1.4 Code injection

Although SQL and Operating System (OS) command injections occupy a small frac-
tion (9%) of the overall vulnerabilities discovered, the impact of such threats on HMI
systems is considered to be very high, especially those injections that apply to domain-
specific languages for SCADA software solutions. In a particular case study, ‘Cogent
DataHub’, a real time visualization software for complex SCADA systems, was eval-
uated. The application incorporates Gamma, a domain-specific script language that
contains built-in features and functions for SCADA systems. Cogent DataHub also
includes a database, that resides in server’s memory providing interchange of data for
OPC and other Windows applications. Researchers discovered that it is possible for
an attacker to take advantage a flaw in the EvalExpression method of Gamma script
language and enable the insecure processing mode in the Asynchronous JavaScript
and XML (AJAX) Web server, resulting in a remote code execution on the server.

4.2 APT attack scenarios on Industrial IoT field devices

APTs’ attack vectors usually include the following basic phases:

• Reconnaissance/data gathering and host discovery phase: Gathering
valuable information regarding a corporation’s employees and executives, enu-
merating its Web presence and compromising corporate email accounts to launch
a series of spear phishing campaigns [43,105,210] are considered to be the most
prevailing methods in the early stages of an APT attack scenario. In addition,
Web search engines (e.g., Shodan4) can be also used to locate Web exposed
industrial equipment that then can be enumerated for vulnerabilities before the
exploitation/ initial infection phase begins [39, 90,181,253].

3
https://www.advantech.com/industrial-automation/webaccess

4
https://www.shodan.io/
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• Initial infection phase: Since corporate users must communicate with the
outside world and, at the same time, are usually connected (directly or in-
directly) to mission critical industrial control systems are considered to be
the prime target for adversaries. This is usually accomplished by launching
spear-phishing campaigns, which include the process of sending malware in-
fected, office documents and malicious Web links from hijacked corporate/le-
gitimate accounts (e.g., [43, 105]). Another more direct approach is to exploit
the Web interfaces of modern industrial equipment, that utilize IoT enabling
technologies, in order to be able to be operated, managed and updated remotely
(e.g., [39, 90, 181, 253]). In addition, it is common practice for manufacturers
as well as companies that provide technical support to industrial equipment,
to distribute essential software components and/or updates (e.g., IIoT devices’
firmware and relative management software) via vulnerable websites and un-
secured methods (e.g. HTTP), with devastating consequences on IIoT ecosys-
tem [210]. Finally, off-line exploiting techniques can be also used, as presented
in [81,156].

• Establish and maintain remote access: Asynchronous communication,
data masquerade and encryption, Intrusion Prevention/Detection System (ID-
S/IPS) evasion and privilege escalation are some of the techniques used in order
to achieve stealthiness. To ensure access persistence, payloads are made so as
to withstand power loss/reboot processes and equipped with auxiliary commu-
nication modules for redundancy.

• Lateral movement and propagation phase: In APT attack scenarios,
adversaries utilize several enumeration and pivoting techniques (e.g., probing
nearby systems for open ports, connect to default drive shares, spread to dif-
ferent network segments) in order to locate and exploit other mission critical
vulnerable ICT equipment such as control rooms’ workstations and IIoT de-
vices.

• Remote control and device manipulation: Attackers must incorporate
a series of well established and new industrial network protocols in order to
remotely communicate and ultimately take control the IIoT device(s). The
payloads installed on IIoT devices must be able to run with minimum resources
and hide their code so as to avoid detection from machine operators.

Functionality plays an essential role when designing payloads that target industrial
equipment, since, adversaries must be able to issue arbitrary commands and even
control all functions and features of the IIoT device/system. The latter enables
adversaries to lock out legitimate operators thus preventing them from responding to
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the threat accordingly [43]. In many cases of APT attack scenarios the adversaries
include payloads that are used to renter the devices and systems affected unusable
and/or hide their footprints (e.g., [43, 105,210]).

4.2.1 Stuxnet

The most well-known APT attack against SCADA systems, that managed to infect
the software of at least 14 industrial sites in Iran, including a uranium enrichment
plant, is considered to be Stuxnet [81, 156]. First discovered in an Iranian computer
the week of June 24, 2010 by Sergey Ulasen, a security researcher of a small antivirus
company VirusBlokAda [138], this sophisticated piece of malware had been in the wild
since at least 2009. After the initial discovery by Sergey Ulasen, a security researcher
Pierre-Marc Bureau of ESET security company found further digital evidence that
linked back to the initial findings from VirusBlokAda and Stuxnet: The worm had
evolved to bypass the new security controls imposed by the initial findings.

By examining the malicious code the researchers managed to pinpoint several ver-
sions of the virus thus revealing that the adversaries had launched the attack at least
three different waves, one in June of 2009, then in March and April of 2010, changing
the malicious code in the process to evade detection. The fact that the attackers
had such sophisticated knowledge, access to hard-to-find resources including software
manufacturers’ digital certificates and that the campaign was not targeting any bank-
ing or other sector lead the researchers to believe that the attackers were nation-state
actors. In addition, the main Stuxnet’s binary was unusually large - 500 KiloBytes
(KB) when compared with other viruses of that time. For example, Confilcker worm,
that managed to infect more than 6 million computers, was just 35 KB in size. This
belief was further solidified when a German security researcher, Frank Boldewin, dis-
covered that the attackers were only interested in attacking Siemens SIMATIC Step
7 software and/or the SIMATIC WinCC program. The reverse engineering of the
code revealed, among others, a large encrypted Dynamic Link Library (DLL) file, a
configuration file with settings that enable the attackers to fine tune the payload by
adjusting the URL of the Stuxnet’s C&C servers or the number of computers that the
malware should infect via a USB flash drive before shutdown and even an infection
stop date (June 24, 2012) [304].

Symantec security researchers after analyzing data of real Stuxnet network traffic
sent over to C&C centers they initially managed to discover that from the 38 thou-
sand infected workstations worldwide, the 22 thousand were stationed at Iran and
6.700 Indonesia. That made them suspect of a targeted cyberattack focused on the
Islamic Republic. At that time the Iran was planning on operating a nuclear reactor
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at Bushehr, a source of great tension with Israel and the US for some years. But even
more controversial was the uranium enrichment plant in Natanz: United Nations had
voted for sanctions against Iran over the plant threatening for an air strike. After
collecting more than 3.280 copies of Stuxnet from infected machines by various an-
tivirus firms, and based on the data found in each malware’s deployment log files, the
Symantec’s security researchers were able to discover that the initial targets were five
companies in Iran territory although they never reveal their actual names. By fur-
ther investigating all the aspects of the malware’s source code the security researchers
managed to identify the attack’s main purpose: Sabotage centrifuges installed in the
power facilities of Natanz in order to stop or delay the Iranian nuclear program. The
attack was accomplished by reprogramming the PLCs that managed the centrifuges
thus making them work out of their specified boundaries ending up disabling them.
The malware escaped its initial targets and spread beyond Iran national boundaries.
Until September 2009 the worm had escaped the boundaries of Iran and managed to
infect 100.000 hosts approximately in 155 countries, US included [81].

In particular the vector of the attack can be described as follows:

1. Reconnaissance phase: Adversaries create malware infected USB drives which,
then, place in strategically chosen sites (e.g., at the Iran’s industrial sites’ en-
trances) so as to allure industrial workers to plug them to their computers.

2. Initial infection phase: The worm is designed to infect Windows operating
machines by taking advantage of auto-execution features in removable drives
(Microsoft Windows Shortcut ‘LNK/PIF’ Files Automatic File Execution Vul-
nerability - Bugtraq ID 41732). Then, it takes advantage of two zero-day Win-
dows vulnerabilities (MS10-073 and MS10-092) to perform privilege escalation.
In order to avoid detection, it utilizes a rootkit to hide its binaries so as to evade
antivirus products.

3. Lateral movement and propagation phase: Module Export 22 was the
main payload responsible for network communications and propagation. In
particular:

• Infects any newly inserted removable drives.

• Utilizes peer-to-peer networks in order to connect to C&C servers.

• Uses hardcoded credentials to infect WinCC devices [250].

• Connects to all available default network shares.

• Exploits a zero-day vulnerability (MS10-061) in Microsoft Windows print
spooler service.
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• Exploits MS08-067 Windows Server Service Vulnerability.

4. Establish and maintain remote access: Adversaries utilize an remote ac-
cess and update mechanism via a peer-to-peer mechanism within a LAN for
communicating to C&C centers, whereas during the final infection process the
malware was designed to hide its code on PLCs using a specially crafted rootkit.

5. Remote control and device manipulation: The adversaries were able to
remotely adjust the spinning rate of the network enabled centrifuges and, at
the same time, falsify the information sent back to the operators. The latter
enabled them to increase the spinning rate at a level where centrifuges started
to fail without anyone noticing.

4.2.2 Dragonfly

A group of well-funded, highly-skilled adversaries launched a cyber-espionage cam-
paign, the first advanced attack after Stuxnet that targeted ICS equipment [210]. The
group behind the attack was named ’Dragonfly’ by Symantec or ’Energetic Bear’ by
other security firms. Initially, the targeted systems were aviation and defense indus-
tries located in the US/Canada but afterwards the attacker’s group showed interest
for industries of the energy sector. Using the watering hole attack technique [52] the
adversaries managed to infect with malware several company networks. Furthermore,
they managed to inject malicious payloads on available ICS vendor software found
on official websites. The attack was staged in three phases: Firstly, spear-phishing
campaigns were launched and remote access was established via a RAT horse. Then,
Havex software was used in watering hole attacks against official vendor websites thus
redirecting users to servers with malware infected ICS software.

1. Reconnaissance phase: Retrieval of corporate information from aviation,
defense and energy industries’ Web presence.

2. Initial infection phase: Via spear-phishing techniques ’Dragonfly’ group in-
fected employees’ workstations with HAVEX malware. Initially, the malware
harvested data, such as emails, contact lists and documents.

3. Establish and maintain remote access: HAVEX malware served as a means
for installation of other malware sent from Dragonfly servers (e.g., Karagany
RAT, password stealer module, etc). It consisted of a remote access Trojan and
a server module written in Hypertext Preprocessor (PHP). After installation,
the malware communicated with C&C server in order to download and execute
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other malicious payloads, such as an OPC scanning module, that utilized spe-
cific TCP ports used by Siemens and Rockwell automation systems, to retrieve
information for ICS equipment.

4. Propagation phase: By exploiting vulnerabilities in the vendors’ websites
the Dragonfly group was able to place its payloads in three major ICS ven-
dor websites. In the case of the first vendor’s website (eWon) the adversaries
managed to change a download link so as to point to a modified package of a
VPN application (Talk2Me) that provided access to PLCs. The second compro-
mised website belonged to a European manufacturer of PLC devices whereas
the third website was owned by a company that manufactured ICS for energy
sector, including wind turbines. None of the websites affected, enforced any
authorization mechanisms for accessing the ICS software.

5. Remote control and device manipulation: Havex’s main target was ICS
communication interfaces and especially OPC information. In all three cases
described the attackers successfully managed to inject malicious code into the
vendor’s driver package. Security researchers were able to identify 88 different
versions of Havex, 146 C&C centers (mainly vulnerable blog websites) and 1,500
IP addresses of potential victims, most of which, in Europe.

Although Dragonfly attack did not disturb any industrial control process or lead
to a severe energy outage, the adversaries manage to collect a large amount of valu-
able information that could potentially assist them in launching future attacks [210].
Furthermore, the OPC scanning module could be used to compromise ICS mainte-
nance suppliers’ services such as eWon, which utilizes approximately a million remote
connections in order to provide remote support on ICS equipment. Based on later
investigations, it was discovered that the Dragonfly group had also targeted the phar-
maceutical industry aiming at stealing valuable information such as medicine recipes,
batch production sequence steps as well as manufacturing plant volumes and capa-
bilities.

4.2.3 Attacking industrial robots

3 million industrial robots operating in factories around the world – an increase of 10
According to the International Federation of Robotics report5, 3 million indus-

trial robots operate in factories around the world at the end of 2021 with almost
384,000 new units shipped globally in 2020, despite the global pandemic. Robots

5
https://ifr.org/ifr-press-releases/news/robot-sales-rise-again
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are used in almost every critical industrial sector such as automotive, aerospace, de-
fense, plastics, electronics and electrical, metal fabrication, pharmaceutical, railway
and many more. Several security firms and researchers have pointed out vulnera-
bilities in both domestic and industrial robots [47, 181]. The latter are usually of
large volume used in complex manufacturing processes and play an essential role in
production lines. Industrial robots are exceptionally complex CPS that include ac-
tuators, sensors, human-robot interfaces and are constantly connected to computer
networks primarily for operation, programming and maintenance purposes. In [181]
researchers mainly focused on industrial robots by analyzing protocols and relative
software. They utilized an actual robot (ABB six-axis IRB140) in order to demon-
strate a series of attacks such as alter or introduce minor defects in the manufactured
products, physically damage the robot, steal industrial secrets and/or cause human
injuries.The impact of a single software vulnerability could have serious consequences,
since, it could enable an adversary to inflict a massive financial damage and/or even
threat human lives. After the Industry 4.0 [158] was introduced, almost all new mod-
els of industrial robots tend to incorporate IoT technologies such as connectivity and
operational features that expose them to a much broader attack surface.

Moreover, using well known search engines (Shodan, ZoomEye and Censys), they
managed to discover multiple industrial robots’ network interfaces connected directly
to the Internet. As of late March of 2017, researchers discovered approximately 84,000
of industrial robots that were exposed to the Internet, 5,105 of which did not require
any authentication, 59 had known vulnerabilities whereas the researchers were able
to identify 6 totally new (zero-day) ones. These included the usage of a self-signed
certificate for multiple devices, network service banners that disclosed sensitive infor-
mation (vendor’s name, MAC address, firmware version, CPU model, CPU frequency,
etc), outdated software components (application and cryptography libraries, compil-
ers, kernel), default credentials or no/poor authentication mechanisms, static VPN
private keys on publicly available firmware images, adoption of symmetric cryptog-
raphy schemes in VPNs, the use of plain HTTP Web interfaces with no/poor input
sanitization, default ’as is’ use of open software (e.g., REST layer in PHP) and pub-
licly available unstripped firmware images. A realistic APT attack vector against
industrial robots includes the following steps:

1. Reconnaissance phase: Adversaries use search engines to discover and enu-
merate Internet-exposed robot interfaces by searching for specific strings in
the HTTP header (e.g., ’eWON’, ’Westermo’, etc). Then, they manage to
locate several software vulnerabilities by reading freely available technical doc-
umentation, reverse engineering publicly available software (e.g., firmware files,
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controller software) and even run exploitation tests using available simulation
software (e.g., ABB’s software suite).

2. Initial infection phase: Using the vulnerabilities found in previous phases
adversaries establish a connection with the device (e.g., authentication bypass
in ABB’s eWON industrial cellular router, FTP static credentials to access
the command driver, memory errors found in the RobAPI). Since no security
mechanisms are present and the Internet interface is used, the attack will remain
undetected from any IDS/IPS equipment installed in the internal network.

3. Establish and maintain remote access: Through FTP access, attackers
upload custom, malicious software and trigger a reboot using the command shell
reboot FTP function. The malicious files are executed and all robot features
are now remotely controlled via a C&C center.

4. Propagation phase: Utilizing connectivity features installed in robot’s main
computer (e.g., FlexPendant, RobotStudio) attackers manage to discover and
attack other robot network interfaces that are connected on the company’s
internal network.

5. Remote control and device manipulation: Adversaries are able to launch a
series of attacks, which the researchers categorized into five classes, evaluating
the potential impact of each one individually. The categorization was made
under the assumption that a robot must be able to at least read accurately
from its sensors and execute its control logic, perform precise movements, and
not harm humans in any circumstance. In particular:

(a) Altering the Control-Loop Parameters: This attack includes the
modification of the configuration control closed/open loop parameters used
to control robot movements. Implications of such attack can lead to safety
boundary violation and even breakage of robot parts.

(b) Tampering with Calibration Parameters: Repeatedly manipulation
of the controller’s calibration parameters at runtime could lead to DoS
attacks.

(c) Tampering with the Production Logic: In the case where the con-
troller does not enforce end-to-end integrity checks a program task could
be altered thus leading to the manufacturing of defective products or fully
compromising a factory’s manufacturing process.

(d) Altering the User-Perceived Robot State: In this case the robot’s
user interface is manipulated in order to hide or misinform the operator
of the true robot status so as to fool him/her into making wrong risk
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evaluations. This kind of attack can put operators at risk and even lead
to human injuries.

(e) Altering the Robot State: Changing the robot’s true state may have
major impact especially when combined with other attacks (e.g., manufac-
ture a large amount of defective products).

Realistic threat attack scenarios may include sabotage of an entire production line
via product’s characteristics alteration followed by a ransomware campaign in order
to reveal which product batch was affected, physical damage to industrial equipment,
human injuries and/or the use of the device as a means to exfiltrate sensitive industrial
data (e.g., industrial secrets such as calibration parameters).

4.2.4 PLC ransomware: LogicLocker

In 2017, researchers of Georgia Institute of Technology [90] presented a hypothetical
ransomware attack scenario in which, adversaries target network connected PLCs
located in a water treatment plant. The targeted PLCs were used to control the
valves which, in turn, control the amount of chlorine that is added into the water. In
particular, they developed a framework named ’Logiclocker’ that then used to attack
some of the most popular PLCs in the market such as Schneider Modicon M2216, Allen
Bradley MicroLogix 14007, and Schneider Modicon M2418. The phases described in
order to launch a successful ransomware campaign included initial infection, lateral
movement within internal SCADA networks, reconnaissance and target discovery,
locking and encrypting process and finally the negotiation for the ransom. In their
PoC attack the researchers managed to retrieve the device’s credential (in this case,
Modicon M241) either by stealing or using brute force attack techniques. A typical
ransomware attack scenario consists of the following phases:

1. Reconnaissance phase: Adversaries utilize search engines like Shodan to
locate Internet facing PLCs.

2. Initial infection phase: Using stealing, brute force and dictionary attack
techniques they manage to recover authentication information (e.g., user/sys-
tem credentials) from the discovered Internet facing PLCs.

6
https://www.se.com/ww/en/product-range/62128-modicon-m221/

7
https://www.rockwellautomation.com/en-us/products/hardware/allen-bradley/programmable-controllers/micro-

controllers/micrologix-family/micrologix-1400-controllers.html

8
https://www.se.com/ww/en/product-range/62129-modicon-m241/
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3. Propagation phase: Embedded payloads enable the malware to scan the
internal SCADA networks of the water treatment plant in order to infect other
vulnerable PLCs.

4. Establish and maintain remote access: Adversaries remotely reprogram
the infected PLCs with new passwords thus locking the legitimate operators
out.

5. Remote control and device manipulation: The attackers remotely encrypt
the PLCs’ software using well known encryption algorithms (e.g., AES) with a
newly generated key.

6. Ransomware phase: Via the LogicLocker framework an email is sent to the
water treatment plant that threatens to release chlorine in the water and cause
massive human fatalities.

4.3 APT attacks on Smart Grid SCADA networks and field

devices

Power grid systems deliver electricity from power suppliers via interconnected net-
works to customers. Smart grids rely on ICT such as SCADA systems to achieve the
on-time delivery of the required amount of electricity to the end-users. Disruptions
of the normal operation of such systems can lead to major economic losses, electrical
blackouts or even human fatalities in a worst case scenario. This in turn, makes them
an appealing target to high-profile adversaries who are able to utilize advanced ex-
ploitation techniques in order to achieve their goals. In order to further understand
this rapidly evolving threat landscape, we are going to analyze recent, high-profile
PoC and real cyberattacks on generation, distribution and transmission systems

4.3.1 Attacks on generation systems: The Aurora attack

In 2007, an attack scenario that targeted electric power generators, was demonstrated
at the Idaho US National Labs [256, 302]. Network enabled PLCs (circuit breakers)
were forced to open and close in a very fast rate (4 times per second) in order to
force the affected power generator to desynchronize thus resulting in its physical
destruction. In a potential attack scenario described in [302] an attacker compromises
the company’s corporate network to propagate to the facility’s main control center and
take advantage of an existing communication link that is used to remotely administer
the PLCs.
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In order to launch an Aurora-like attack, the attacker would have to overcome
intentional delays in switching on and off and synchronization checks that exist to
ensure the smooth operation of the system. Assuming that the attacker has compro-
mised a sufficient number of devices, it is possible to inject falsified commands to trip
and reclose a circuit breaker in a rapid repetitive way. In particular, an hypothetical
Aurora attack scenario can be described as follows:

1. Reconnaissance phase: Adversaries manage to collect corporate information
(e.g., email accounts) that then use to launch a spear-phishing campaigns

2. Initial infection phase: Using known and zero-day exploits they manage
to elevate privileges and install a RAT tool in order to control the infected
workstations remotely.

3. Establish and maintain remote access: Using network pivoting techniques
they manage to navigate the facility’s internal network and infect a workstation
located in the control center. Moreover, using similar exploitation techniques
they establish remote access to the workstation and through it to the target
PLCs.

4. Lateral movement and propagation phase: Using Nmap9 or similar tools
they fingerprint the relays’ brand name and model (Ethernet and/or Modbus).
Then, via passive eavesdropping and vulnerability exploitation techniques (e.g.,
false data injection attacks [168]) they manage to remotely control the circuit
breakers and bypass protection relays.

5. Remote control and device manipulation:

• Step 1: The circuit breaker(s) are opened isolating the generator from the
grid.

• Step 2: The generator starts to speed up and the frequency of the gener-
ator increases.

• Step 3: The frequency difference between the grid and the generator
increases.

• Step 4: After a particular amount of time the circuit breakers are closed,
thus connecting back the generator to the grid.

• Step 5: The generator is forced into synchronization with “out-of-sync”
conditions thus causing substantial electrical and mechanical transients.

9
https://nmap.org/
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• Step 6: Steps 1 to 5 are repeated in a timely manner until the generator
is permanently damaged.

Adversaries (e.g. terrorists, nation state) could launch concurrent attacks against
multiple generators, in order to destabilize large areas of a country’s Smart Grid, thus
maximizing the potential impact of the attack.

4.3.2 Attack on the Ukraine’s distribution network (2015)

One of highest impact, highly coordinated, stealthy APT attack against the Smart
Grid is considered to be the one that took place on December 23, 2015 against an
Ukraine regional electricity company named ’Kyivoblenergo’ . The attack resulted in
massive outages that affected approximately 225,000 customers for several hours [43],
whereas substation control (e.g., circuit brakers) was switched to manual for weeks.

The adversaries utilized a variety of attack techniques including the use of spear-
phishing campaigns (they impersonated an email message from the Ukrainian parlia-
ment), variants of BlackEnergy 3 and KillDisk malware as well as the manipulation
of Microsoft Office documents in order to gain an initial foothold to the company’s
internal network. The attackers possessed specialized knowledge of ICS network con-
nected devices such as Uninterruptible Power Supplies (UPSs), HMI interfaces, cre-
dential harvesting techniques, and SCADA client software. The attack vector can be
described as follows:

1. Reconnaissance phase: Nation-state adversaries launched a spear-phishing
campaign with malware-infected Microsoft Office documents against corporate
users.

2. Initial infection phase: By exploiting Windows well known and zero-day
vulnerabilities they managed to install key-loggers and retrieve user credentials.

3. Lateral movement and propagation phase: Initially, the adversaries per-
formed a reconnaissance of internal SCADA network and devices. Then, piv-
oting throughout different network segments enabled them to locate and infect
SCADA dispatch workstations and servers. In particular, they managed to
gain access to operators’ workstations, located in control rooms, that run HMI
software.

4. Establish and maintain remote access: Using existing, legitimate remote
administration tools, installed on operators’ workstations, they managed to
remotely connect to the aforementioned workstations and lock the legitimate
operators out. In addition they uploaded malicious firmware in field communi-
cation devices to prevent any recovery attempts.
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5. Remote control and device manipulation: In order to magnify the impact
of the attack the adversaries proceeded with the following actions:

(a) Remotely opened multiple circuit breakers to cause massive outages. (at-
tack’s main target)

(b) Reconfigured uninterruptible power supply systems to cause outages in
company’s buildings.

(c) Launched a remote telephonic denial of service on the energy company’s
call center to frustrate the impacted customers.

(d) Utilized a modified version ofKillDisk malware to destroy forensic evidence
and render workstations inoperable.

4.3.3 Attack on the Ukraine’s Kiev transmission station (2016)

In December 2016, the Ukrainian’s Smart Grid SCADA systems were targeted for a
second year in a row [105]. The target of the attack was a 200 Megawatt transmission
station located near the city of Kiev. Similar to the previous attack, the adversaries
launched spear phishing campaigns in which they wrapped in a word document at-
tachment the malware CrashOverride/Win32/Industroyer [159] in order to infect the
employees’ workstations. This time the attack techniques used were far more sophis-
ticated and stealthier than the first attack. The malicious code was capable of being
preprogrammed to launch an attack against multiple targets, at a future time, with-
out any intervention from the attackers. The malware was modular and included,
among others, the main program that ensured communications with C&C centers
and IIoT equipment, four different malicious payloads that correspond to industrial
control protocols IEC 101, IEC 104, IEC 61850, OPC Data Access (OPC DA) and a
DoS tool that targeted a particular family of protection relays (Siemens SIPROTEC).
Figure 4.1 depicts the basic functionality of the malware. A more detailed description
of the software components as well as a walkthrough of the attack [53] is presented
here:

1. Reconnaissance phase: Using publicly available information found on the
Internet (e.g., YouTube) the adversaries were able to enumerate substation’s
ICS. Having selected their target, then they launched a spear-phishing campaign
(July 2016) against corporate users.

2. Initial infection phase: Using advanced exploitation techniques they man-
aged to gain a foothold to the substation’s internal network. In particular, after
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Figure 4.1: Attack vector of the malware (CrashOverride - Win32 - Industroyer) on
Ukraine’s Smart Grid (December 2016) [259]

they managed to infect corporate workstations and/or servers, the malware in-
stalled the main backdoor program responsible also to control all other SCADA
modules. The latter could be programmed to communicate with the attackers
at a specific time every day via C&C servers (active TOR nodes). Initially, it
authenticated with a local proxy (TCP port 3128) and then utilized an HTTPS
channel to connect to external C&C servers. After a successful privilege esca-
lation process, the backdoor was masqueraded as a legitimate windows service
program to avoid any detection.

3. Lateral movement and propagation phase: The adversaries incorporated
highly customized, sophisticated SCADA communication modules in order to
interact with IIoT equipment. The purpose of the SCADA communication mod-
ules was twofold. Initially, they were used in the enumeration and propagation
phase, in which specific commands were issued to fingerprint IIoT devices, and
as a means of launching the main attack by issuing the necessary control com-
mands.
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• IEC 60870-5-101 module: It utilized the file 101.DLL to implement
the IEC 101 protocol so as to communicate with compatible RTUs. Upon
execution, the payload located and terminated the legitimate process used
to communicate with IEC 101 devices. Then, a new process was started
in order to take over the control of the RTUs.

• IEC 60870-5-104 module: Since IEC 104 extends the IEC 101, the
module utilized TCP/IP network as its main communication channel. It
also supported a configuration file for customization and operated in a
similar way as the IEC 101 payload.

• IEC 61850 module: Unlike the previous modules this one consisted of
both an executable file (61850.exe) as well as a DLL file. When executed,
the malicious program enumerated all IP addresses and tried to connect
to TCP port 102. Then, Manufacturing Message Specification (MMS)
commands were used to enumerate and control all discovered devices, such
as circuit breakers.

• OPC DA module: OLE, Component Object Model (COM) and Dis-
tributed Component Object Mode (DCOM) are Microsoft technologies
that are used for real-time data exchange, based on a client-server model.
Similar to IEC 61850 payload, the malicious program consisted of a .EXE
and a .DLL file that, incorporated both 61850 and OPC DA functional-
ities. Upon execution, enumeration of all OPC servers and devices was
performed (ABB solutions). Then, the OPC’s state was altered using the
IOPCSyncIO interface.

• Port scanner and DoS tools: Additionally, a custom-made port scan-
ning program and a DoS tool were included in the malware. The latter
could be used against SIPROTEC Siemens devices by utilizing a known
vulnerability (CVE-2015-5374).

4. Establish and maintain remote access: Aside the main backdoor, the at-
tackers utilized a trojanized version of the Windows notepad application, to
serve as a back-up persistence mechanism, in order to regain access in the case
of the main backdoor was found and disabled. To avoid detection, the embed-
ded malicious code was heavily obfuscated and utilized different C&C servers
than the one used from the main backdoor program.

5. Remote control and device manipulation: To launch the attack, the ad-
versaries utilized the ’Launch’ module in which they had embedded specific time
and dates (17th and 20th December). Once one of the dates was reached the
module was programmed to execute two processes in high priority. In particular:
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• Payload.DLL: The actual name of the DLL file that contained the main
payload was not hardcoded into the module but had to be supplied from
the adversaries along with a configuration file. Upon execution, the pay-
load used the functionality embedded in aforementioned modules to issue
commands to located RTUs and PLCs, such as turn the device off or change
their status (e.g., open/closed).

• Data wiper module: This payload was scheduled to launch with a delay
of 1 - 2 hours from the first payload. It included the file haslo.exe/dat
that when executed, it modified the registry value ImagePath with an
empty string thus rendering the system unusable. In addition, it deleted
specific files by overwriting them twice and terminated all running process
in order to make the system crash. The list with the file extensions for
deletion included, among others, Windows binaries as well as MS SQL
server and ICS configuration (ABB PCM600) files.
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SECTION III

Proposed Methodologies



CHAPTER 5
A HIGH-LEVEL, RA METHODOLOGY FOR IOT-ENABLED

ATTACKS

5.1 Modeling IoT-enabled Cyber Attacks

Although IoT technologies favor the interoperability and remote management of var-
ious CPS, including CIs [6], at the same time, they increase the exposure of those
systems to cyber attacks. The inter-connectivity capabilities of IoT technologies,
along with their inherent computational constraints [122], are unfortunately sufficient
conditions that enable various attack vectors against critical systems and services.

An attack vector describes the necessary steps that an attacker will undertake
in order to realize a threat. In order to model IoT-enabled attack vectors against
critical systems and services, we are going to examine the main entities involved
in such attacks, as well as the interaction among them. From a high level view,
the interaction between these entities will capture all possible IoT-enabled attacks.
Figure 5.1 describes this model.

I
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(known attack paths)
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(subliminal attack paths)
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Critical system
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Adversary

Adversary attacks the IoT Compromised IoT is used to attack the target CI

IoT
device

Figure 5.1: A high-level description of IoT-enabled critical attack vectors [261]

• The adversary: It represents the actor of the attack. It is the entity whose actual
goal is to cause damage to a target system. Attacks that can be realized by
“powerful” adversaries are usually less possible to happen and vise versa. We
model the characteristics of potential adversaries based on their access level,
capabilities and motivation.

• The IoT device: In our model, the IoT device is the enabler (or in some cases
the amplifier) of the attack. Being in most cases the weakest link in the security
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chain, it will usually be used by the adversary as an initial entry point, to gain
access to critical services. This can be accomplished by exploiting inherent
vulnerabilities, such as lack of embedded security mechanisms or network layer
vulnerabilities.

• The actual target: Mission-critical systems of high importance are usually the
actual targets of real-life, cyber attacks. An adversary with sufficient capabili-
ties and motivation will attempt to abuse existing paths between the vulnerable
IoT and a critical system. IoT devices, that are directly connected with a crit-
ical infrastructure, create obvious attack paths which in turn attract potential
adversaries. Since the target is a system of high significance for the well being
of the citizens, if it gets compromised then the consequences for its users will be
of high impact. Unfortunately, vulnerable IoT devices may also be connected
in less obvious, indirect and hidden ways with critical systems. For exam-
ple, infotainment systems in smart vehicles may be indirectly connected with
mission critical systems of the vehicle [192, 193]. Passive medical IoT devices
such as smart clinical beds may be indirectly connected to in-hospital critical
systems [131]. In some cases, even the physical proximity of vulnerable IoT
devices with a critical system suffices to create such a hidden attack path. For
example, [232] describes how vulnerable smart lamps may be used to exfiltrate
sensitive data from systems that reside in highly secured premises. Furthermore,
it is possible to use IoT devices that are not connected to any critical system,
in order to amplify an attack and cause serious damage to critical services,
therefore creating subliminal attack paths [212].

5.1.1 Characteristics of the adversary

As shown in Figure 5.1, the adversaries of IoT-enabled attacks can be modeled using
three main characteristics: Their access to the IoT device, their capabilities and
their motivation. As shown in Figure 5.1, the adversaries of IoT-enabled attacks can
be modeled using three main characteristics: Their access to the IoT device, their
capabilities and their motivation.

Required access to the IoT

This characteristic examines what type (physical and/or logical) and level of access
to the IoT device is required, in order to trigger the attack. In some cases remote
logical access is sufficient, while other attacks may require to physically tamper the
target device.
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• Physical access: We distinguish two access levels. An insider is an adversary
that has direct physical access to the target IoT device. Since in IoT communi-
cation protocols physical proximity with a device may be sufficient to launch an
attack, we will consider an adversary with physical proximity to the IoT device
as an insider. An outsider has no direct physical access or proximity to the
target IoT device, but may try to gain knowledge by tampering another IoT
device of the same type (e.g. extract a common pre-shared key from one device
to attack the actual target device). In general, if an attack can be realized only
by insiders, it is less likely to happen than an attack that could also be triggered
by outsiders.

• Logical access: Again we distinguish two access levels. Privileged access adver-
saries are allowed to logically connect to the IoT device through an available
interface. Unprivileged adversaries does not have a priori logical access to the
target device. In general, attacks that require privileged logical access to the
IoT device are less likely to happen, since the adversary will have to bypass
authorization controls, e.g. through privilege escalation. On the other hand,
attacks that do not require privileged access are more likely to happen, e.g.
inject commands to a device without prior authorization.

Required capabilities

This characteristic models the skills and resources required by an adversary to suc-
cessfully attack the target system.

• Technical Skills. Attacks that can only be implemented by technical experts
are less likely to happen, in comparison with attacks that can be triggered by
novice adversaries. In the middle, some attacks may require moderate technical
skills.

• Recourses. Similarly, attacks that can be implemented only by adversaries with
high resources such as very expensive, specialized or hard to find equipment,
are less likely to happen, in contrast to attacks that require, for example, cheap
off-the-shelf equipment only.

Required motivation

Motivation may be seen as an alternative way to describe the potential gain that an
adversary would benefit from a successful attack, in combination with the expected
penalty for an adversary being traced. Espionage, financial profit, cyber-terrorism and
hacktivism are some of the main categories of adversary’s incentives. For example,
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an on-line banking system may be seen as a potential target for financially-motivated
adversaries. On the other hand, in the case of a cyber-terrorist or black hacker, a
water treatment facility may look a much more attractive target. Attacks that can
attract adversaries having even a weak motivation are more likely to happen. In
contrast, attacks that would be triggered only by strongly motivated adversaries, e.g.
ones that may risk being traced in favor of a high expected gain, are less possible.

5.1.2 Vulnerabilities of the IoT device

Since the IoT device is the enabler/amplifier of the attack, an adversary shall discover
and exploit existing vulnerabilities associated with one or more layers of the IoT
device in order to succeed. We categorize IoT vulnerabilities in two main categories:
Embedded vulnerabilities and network vulnerabilities.

Embedded system vulnerabilities

This category involves design and implementation flaws at the IoT HW and the SW
layers.

HW layer: Due to their cost and resource constraints, IoT devices may suffer from
various HW vulnerabilities.

• Lack of tamper resistance: Most IoT devices do not implement HW security
controls that may prevent/detect physical tampering attacks, e.g. key extrac-
tion attacks.

• Weak embedded crypto algorithms : IoT devices may come with embedded imple-
mentations of weak encryption algorithms, e.g. algorithms of small key size [27].

• Weak hardware implementations : Untested HW implementations may leak sen-
sitive information, such as stored keys used to authenticate the firmware of
the device, e.g. through Side-Channel attacks (Differential/Correlation Power
Analysis – CPA/DPA) [233].

SW layer This includes vulnerabilities, bugs and flaws that can be introduced dur-
ing the design, implementation and testing of the software developed for the Firmware
(FW), OS or the application layer of IoT devices.

• FW layer : If the firmware is not integrity protected, then an adversary who
has gained access to the full FW image (e.g. due to hardware vulnerabilities)
may modify and re-install it in the device, or may reverse engineer it [233] to
recover the stored credentials.
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• OS : Various OS vulnerabilities may allow the adversary to gain unauthorized
access, e.g. through privilege escalation. A secure architecture should enforce
the principle of the least privilege, which dictates that only the minimal access
required to perform a function should be authorized, in order to minimize the
effectiveness of any breach of security.

• Application layer : Due to the costs involved, in many cases IoT applications
are not audited (penetration tested) prior to their deployment. The API of any
IoT application-layer SW should be tested for potential flows that may allow
unauthorized execution, injection or manipulation of commands. Techniques
such as input filtering, command integrity checks and other controls applied in
secure software development should be applied.

Network vulnerabilities

This category examines vulnerabilities in the network protocols and the supporting
mechanisms of IoT communications.

Communication protocols Remote adversaries commonly scan for network-layer
vulnerabilities, in order to exploit an IoT device.

• Link- and network-layer protocol vulnerabilities. Wireless network protocol fam-
ilies and the relative protocol implementations used in IoT communications,
such as IEEE 802.15.4x (e.g. ZigBee, WirelessHART, MiWi) and IEEE 802.11.x
(e.g. WiFi) incorporate several security flaws that will be further analyzed in
the next sections. Such errors may enable an adversary to inject, modify or read
exchanged messages. For example, if the encryption scheme at the network layer
does not ensure semantic security an adversary may recover encrypted data that
are transmitted through the network [49].

• Application-layer protocol vulnerabilities. Misconfiguration and implementation
flaws in application layer protocols (e.g. CoAP) may have a major impact,
especially if the IoT device is a part of, or is connected in some way, with a
critical system [232].

• Network design flaws. Although these cannot be considered as vulnerabilities
of the IoT device only, in many cases the specifications of the IoT device allow
such miss-configurations. For example, if IoT devices that do not support any
network-layer security are installed, they are completely exposed to network
attacks [191]. Another case is IoT devices that are installed in networks with
poor or no network segmentation.
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Key Management: Proper key management mechanisms are required to enable
strong cryptographic mechanisms for data confidentiality, integrity and entity authen-
tication.

• No support of public key exchange: Due to hardware, energy and application
constraints, strong key management schemes, such as those based on public
keys, are difficult to implement in IoT devices.

• Easily extractable communication keys : The constraints of many IoT devices
may lead to easily exploitable key management schemes, e.g. keys that can be
easily retrieved or extracted [76].

• Use of common (or no) key : In many cases, key management relies on a common
key embedded to all the devices of the same model [233]. An adversary who
succeeds to compromise the key from one device, can use it to attack all the
devices. In other cases, the use of encryption keys may be optional or not
available at all.

5.1.3 Connectivity between the IoT and the target device

By embodying networking capabilities, the IoT devices are able to interconnect with
other systems, in ways that cannot be easily perceptible. Protocols like the 6Low-
PAN, allow IoT devices to directly connect to the Internet thus enabling the remote
management of other control systems. An adversary may abuse these connectivity
paths to attack CIs and systems.

Direct connectivity with a critical system: In this case, the IoT device is
physically and/or logically connected with a critical system. In general, IoT devices
that are directly connected with critical systems create attack vectors that are easy
to identify and therefore to assess their potential impact.

• Direct physical connection: A physical connection usually implies that the IoT
device is installed inside a secured physical perimeter; for example a system
actuator installed inside the CI premises [90,253].

• Direct logical connection: A logical connection may refer to IoT devices that
are either inside or outside the CI premises (e.g. temperature sensor).

Indirect connectivity with a critical system: IoT devices that are connected
with a critical system in an indirect and non-obvious way, have been used to attack
the system. Such attacks usually exploit the short-range communication protocols of
the IoT devices. They can be very dangerous, mostly because they are overlooked
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and therefore underestimated; if such indirect connections are not identified, then a
threat with a potentially high impact will be neglected.

This situation may be aggravated in the future since contemporary working envi-
ronments apply policies such as Bring Your Own Device (BYOD) or Bring Your Own
Phone (BYOP) which allow untested end-user IoT devices to gain physical proximity
and potentially an indirect logical connection with critical systems, thus creating new
attack vectors.

• Physical proximity : An auxiliary and usually low-importance IoT device that
resides near a critical system, may be used to create a hidden attack path.
For example a smart lighting system installed in a highly secure facility, or an
employee’s wireless body area network.

• Indirect logical connectivity : IoT devices may be connected to an auxiliary
system that is logically connected to a critical system; e.g. the car’s infotain-
ment system that may be indirectly connected with critical car control systems
through a shared communication bus.

No connectivity with a critical infrastructure: Smart IoT devices that are
not connected, even indirectly, with critical systems have also been used to attack
critical systems and services. Again, physical proximity may trigger attacks against
nearby critical systems. In other cases, the key issue is the quantity of vulnerable IoT
devices that are Internet-connected and therefore available to cyber attackers.

• IoT used as an amplifier : An adversary can exploit built-in vulnerabilities in
a plethora of end-user IoT devices to control them and create a botnet, to
ultimately attack a critical system. In recent real attacks, large numbers of
low-cost and insecure consumer IoT devices were exploited and used to launch
DDoS attacks against critical services [58,111].

• IoT as the target (concurrent attacks): The attack is actually targeting against
a large number of end-user IoT devices. Although such devices are not actually
part of a critical service, the massiveness of the attack may lead to very impor-
tant consequences. A possible attack scenario may include a versatile attacker
who is able to remotely infect thousands of smart TVs with a ransomware [86].
The attacker may then cause significant financial losses to the end users and
reputation loss to the device manufacturers.
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5.2 Assessing IoT-enabled Cyber Attacks

In order to assess IoT-enabled cyber attacks in terms of their severity, we will define
a generic risk based methodology. The methodology will utilize the attack model
defined in Section 5.1 and the related criteria, as described in this Section.

Threat
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Direct : An internet connected industrial robot used to disrupt factory production 

Indirect: A thermostat in the data center causing DoS on nearby servers
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Examples of attack paths against critical infrastructures and services

Figure 5.2: A high-level view of the methodology. It represents the attack (threat)
model, IoT vulnerabilities, impact and critically of IoT-enabled cyber attacks [261]

5.2.1 Risk-based approach: A high level description

Although various security standards [38,134,235] provide slightly varying definitions,
in general a security attack can be assessed based on the security risk that it may
cause to a target system. In turn, the security risk is a metric of the following risk
factors: (i) The threat level, measuring the extent to which a system is threatened
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Figure 5.3: A qualitative criticality level of IoT-enabled cyber attacks based on the
characteristics of the attack model of Section 5.1 [261]

by the attack. (ii) The vulnerability level,1 which measures the weaknesses that may
be exploited by an adversary in order to realize the attack, and (iii) the impact level,
which represents the potential damage that would be caused by the attack.

To be consistent with well established risk assessment standards (such as the ISO
27005 [134] and the NIST SP800-30 [235]), we define a a risk-based methodology to
assess the criticality of IoT-enabled cyber attacks, based on these risk factors (see
Figure 5.2). In order to methodologically assess the risk factors, we will utilize the
criteria defined in the attack model defined above. In particular, the adversarial
model (see also Section 5.1.1) will be used to assess threat level of an attack, while
the IoT vulnerability criteria (see also Section 5.1.2) will be used for the vulnerability
assessment.

As for the impact factor, when assessing the impact of an attack we will consider
realistic scenarios that may cover all the connectivity attack paths described in Section
5.1.3.

5.2.2 Methodology limitations and expected outcome

We stress out that this risk-like categorization of IoT-enabled attacks does not sub-
stitute the need for an actual risk assessment on any real system. As information risk
assessment standards (e.g. in [134]) suggest, risk evaluations cannot be generalized
from one system to another, since risk factors depend on the specific characteristics
(services, people, HW, SW and data) of a system under examination. In addition, we

1In various security standards the threat and the vulnerability levels are combined in
some way to define the likelihood of an attack.
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do not claim that the examined criteria are complete. For example, since the assess-
ment of a threat is generic, it does not capture system-specific factors related with the
threat level, such as the countermeasures that may be already installed. Similarly,
vulnerabilities that are non-technical and organization-specific are not captured.

However, our goal here is not to assess particular systems, but to provide a useful
insight about the risk profile of various IoT systems and services. For a critical system
operator, it is very important to understand the risk profile of its IoT systems, even
if these are not directly connected to the critical system. Although it is possible that
the same cyber attack would exhibit a different risk level in a different system, it is
still worthy to identify which IoT-enabled cyber attack vectors are in general more
easy to implement against critical systems, which IoT devices have (or can) actually
been exploited and in what ways and how severe the potential impact could be.

5.2.3 Defining scales for the risk factors

For each risk factor (threat, vulnerability and impact level) and eventually for their
combined outcome, the criticality level, we will use a three level qualitative scale [Low,
Medium, High], where each level is also assigned to an arithmetic value in the range
[0, 1, 2]. These arithmetic values are used in order to quantify the various criteria
utilized in each risk factor and eventually calculate the criticality level of the examined
attack. The meaning of each level is different for each risk factor, as described in
Table 5.1. The use of a three level scale is deliberately chosen for simplicity and is
compliant with risk assessment standards like [134, 207, 235]. Although more fine-
grained scales can be defined (e.g. for multi-layer analysis [273]), our goal is to
demonstrate generic risk profiles for IoT-enabled cyber attacks and not to assess
specific systems, thus a simplified scale suffices for this goal and is compatible with
risk assessment standards. Similar scales have been used in related works, such as
the impact assessment of attacks on Smart Grids [148]. Figure 5.3 demonstrates the
evaluation of the criticality level of IoT-enabled cyber attacks, based on our risk-based
methodology, which is further described bellow.

5.2.4 Threat assessment

When examining the threat level for an attack, the assessor must examine the likeli-
hood for an attack to happen. The adversarial model defined in Section 5.1.1 is used
for this purpose, since the probability of realizing an attack depends on the existence
of capable and motivated adversaries, with sufficient access [235].
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Values Threat scale Vulnerability scale Impact scale Criticality

Low
(0)

Attack requires
adversaries hav-
ing full access to
IoT, advanced
capabilities and
motivation

The involved IoT devices
have (at most) minor em-
bedded (HW, SW) and
network-layer vulnerabil-
ities

Attack may cause
limited damages for
any possible attack
path

Attacks of low impor-
tance and priority

Medium
(1)

Attack requires
adversaries hav-
ing some access
to IoT, moderate
capabilities and
motivation

The involved IoT devices
have moderate embedded
(HW, SW) or network-
layer vulnerabilities that
are exploitable

Attack may exploit
known, hidden or
subliminal paths to
cause at most mod-
erate damages

Attacks that should
be considered with
medium priority

High
(2)

Attack may be
realized by ad-
versaries with no
access to IoT, low
capabilities and
motivation

Highly exploitable HW,
SW and network-layer
vulnerabilities

Attack may exploit
known, hidden or
subliminal paths to
cause severe dam-
ages to a critical
system

Highly important at-
tacks that require im-
mediate mitigation

Table 5.1: Summary of the risk factors and their corresponding scales [261]

Figure 5.3 demonstrates how these characteristics are combined to output the
threat level, using a simple “addition-and-reduction” rule (see the left part of the
figure). According to the logical and physical access required to realize the attack,
the required access is assigned to one value in the scale [Low(0), Medium(1), High(2)].
Then, the technical skills and other resources required to launch an attack are com-
bined in a similar manner to output a value in the same scale. Finally, the motivation
that is expected by an adversary to initiate the attack is also assessed. If an attack
is expected to be triggered only by an attacker with a strong motivation, then this
attack is less likely to happen, in comparison with an attack that is likely to be trig-
gered by a weakly motivated adversary. Then, a simple addition operation is used on
the above partial results, leading to a a threat level in the range [0-6]. This arithmetic
value is then reduced (mapped) in the [Low(0), Medium(1), High(2)] scale, as shown
in the figure, to output the threat level.

5.2.5 Vulnerability assessment

Since we focus on IoT-enabled attacks, the IoT device is the most vulnerable entry
point for an attack. The vulnerability level will be assessed based on the various
technical vulnerabilities at all the layers of the IoT device. For each layer, the vul-
nerabilities described in Section 5.1.2 are examined, in order to determine if the
vulnerabilities in the particular layer can be considered as very important (Major),
Moderate or low priority vulnerabilities (Minor) (see the right part in Figure 5.3).
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When characterizing the vulnerability in each layer, the general rule is to examine
if known vulnerabilities have been identified in this layer and if these are easily ex-
ploitable. For example, if a device has no tamper resistance and is susceptible to side
channel attacks, then it is can be considered as a device with major HW layer vul-
nerabilities. The identified vulnerabilities from all the layers are combined, to output
the vulnerability level in the [Low(0), Medium(1), High(2)] scale, based again on the
simple “addition-and-reduction” rule.

5.2.6 Impact assessment

Since the impact level of an attack highly depends on the specific characteristics
and services of the target system, it is not easy to define a general impact level
for an attack. In order to assess the potential impact for each examined threat we
will use input from the real security incidents that we will examine. In addition,
when examining the impact of an attack that has been verified as a PoC attack we
will consider realistic scenarios not only for obvious and known attack paths, but
also for IoT-enabled attack paths that may be hidden or subliminal, as discussed in
Section 5.1.3. Again, the impact scale defined in Table 5.1 will be used. As it is the
usual practice in risk assessment we will follow a worst-case scenario approach when
assessing the potential impact.

5.2.7 Criticality assessment

The final step is to combine all the partial risk factors as defined above (Sections
5.2.4 to 5.2.6) to output the overall criticality level of an examined IoT-enabled cyber
attack (see Figure 5.3). The three level criticality scale defined in Table 5.1 will again
be used to categorize an attack as one of High importance that requires immediate
mitigation, as a Medium importance attack that requires mitigation in a lower priority,
or as a Low importance attack. In Chapter 7, we apply our high-level framework on
both recent, real cyberattacks as well as PoC attack scenarios against CIs and services.

5.3 A high-level RA algorithm for cyber-physical attack paths

Based on the threat model described above, we can describe a high-level risk assess-
ment algorithm, whose goal is to identify and assess hidden risks in CPS that stem
from the IoT interaction. Following the RA standards, the calculation of the risks will
be based on three basic phases: Threat, vulnerability and impact assessment. Finally,
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the security risk of each identified attack path can be assessed. In the proposed high-
level algorithm, one can use of typical Likert scales, to define the threat, vulnerability,
impact and risk scales. This is common to most general purpose RA methodologies
(e.g. in [235]), although each methodology may define a different scales for each risk
factor. During this process all the steps performed in the previous paragraphs will be
combined to methodologically output all the related risks. Also, it is crucial, when
defining the IoT devices/technologies, to take into consideration mobile devices such
as smartphones and laptops (related to BYOD), since, they are equipped with mul-
tiple inputs, outputs and wireless network interfaces, can be directly/indirectly (via
the corporate network) connected to the Internet, and sometimes are in proximity of
mission critical systems.The basic steps of this process are as follows:

1. Identify all IoT devices and enabling technologies.

2. Repeat for each of IoT device (say device i):

(a) Access paths: Identify all applicable access paths (physical, proximity,
remote) to the IoT device:

i. If the device can be physically accessed define all of embedded device’s
input, output and wired network interfaces (e.g. USB, Ethernet and
Serial ports, sensors, speakers)

ii. Proximity access paths: Define all of input, output and wireless net-
work interfaces characteristics (frequency and active range of ZigBee,
Bluetooth, WiFi, Z-Wave, microphone range and sensitivity, etc.).

iii. Remote access paths: Define all enabled layer-3 network interfaces.
Then for each network interface define all possible access paths (di-
rectly, indirectly), especially the ones that lead to Internet connectivity
(e.g. Ethernet→ Control Room→ Corporate network→Web server).

(b) Attack paths: Identify all possible attack paths against any affected CPS:

i. Direct connectivity attack paths: Identify all direct attack paths be-
tween the IoT device and any other system.

ii. Indirect connectivity attack paths: Identify all systems that are indi-
rectly connected to the IoT using any network interfaces (wired or
wireless).

iii. Identify attack paths against any affected CPS, related with IoT ex-
tended/misused functionality :

A. Physical proximity: Identify systems that are in physical proximity
in respect with the IoT device’s wireless network interfaces (e.g.
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protocols that use the same bandwidth, devices that are in line of
sight etc. [213]).

B. Potential covert channels: Examine devices for possible ways to
create hidden covert channels (e.g. smart lamp systems have used
as a covert exfiltration channels [232]; smart TVs/cameras for es-
pionage [286]).

C. Other potential misuse: Examine devices for any other possible
misuse against other CPS. Examples of such misuse include abus-
ing smart lamp systems installed in hospitals to cause epileptic
seizures [232]; alter the functionality of IoT-enabled industrial
robots to affect the production line [48,180]; manipulate the func-
tionality of thermostats to disrupt the operations of the data cen-
ter [124]).

(c) Calculate risk: For each identified attack path k (with target system j):

i. For each corresponding access path (attack vector):

A. Assess the threat level of the relative attack vector, denoted as
Tijk.

B. Assess the vulnerability of the IoT device, for the examined attack,
denoted as Vijk.

C. Assess the impact of the actual target system of the attack path,
denoted as Iijk.

D. Assess the risk of each examined attack path k that is triggered
by IoT device i against the target system j as follows:

Rijk = Tijk Vijk Iijk (5.1)

As a final step we propose the construction of a table with the calculated risk val-
ues of all IoT devices/enabling technologies in respect of the affected systems for all
applicable paths. Metrics such as total risk (Ritotal) and Maximum Risk (Rimaxj

) per
affected system, can be used in order to assess the criticality of each IoT device/tech-
nology i, and help prioritize the implementation of the appropriate security controls,
so as to effectively reduce the organization’s risk levels under a desirable threshold.
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CHAPTER 6
A LOW-LEVEL, RA METHODOLOGY FOR COMPLEX,

CYBER-PHYSICAL ATTACK PATHS

In this chapter, we utilize the high-level approach presented in Chapter 5 in or-
der to delve deeper into identifying, modelling and assessing complex, IoT-enabled,
attack paths. In order to discover meaningful/profitable attack path scenarios for ad-
versaries, we follow an attack tree approach that is target oriented and source driven:
each critical system is considered as a potential target node for adversaries. Then,
based on the identified cyber and physical interactions, a recursive algorithm is used
to construct all the potential cyber-physical attack paths towards the target node.
The exploitability of those attack paths is assessed for various adversarial scenarios
with respect to: (i) The exposure of the initial (source) node of each attack path
against different adversaries, and (ii) the cumulative vulnerability of all the inter-
acting nodes within each attack path. This allows us to filter out those interactions
that are not “mature enough” to be exploited by adversaries and thus to reduce the
number of the generated assessed attack paths by focusing only on attack paths that
are more likely to be exploited based on their current exposure status. Ultimately, by
using a properly modified risk formula the risk of the identified attack paths against
realistic threat agents is calculated, thus providing ‘ready-to-use’ information for ap-
plying cost-efficient mitigation controls. By developing a proof-of-concept implemen-
tation and by testing a realistic scenario, we validate the proposed methodology and
we demonstrate that it can effectively discover hidden and underestimated complex
cyber-physical attack paths of high impact and risk.

6.1 Risk calculation formulas

According to RA standards, risk calculation can be defined based on five different risk
class types, as defined in [113, 301], which rely on threat, vulnerability and impact
factors. In our methodology, risk calculation properly combines ‘Type 1’ with ‘Type
4’ risk classes as follows. In ‘Type 1’ methods [113, 301] risk is analysed in relation
to a threat and an asset, (or a group of similar assets). The calculation combines the
likelihood of a threat, the ’combined’ vulnerability of the asset(s) involved, and the
impact of the threat in the (group of) asset(s), as shown in Equation (6.1):

Risk(Threat, Asset) = Likelihood(Threat)⊗ V uln(Threat, Asset)⊗ Impact(Threat, Asset) (6.1)

The operator ⊗ denotes a combination between the risk factors (this can be imple-
mented through a discrete risk matrix). In ‘Type 4’ methods, risk is analysed with
respect to an asset that has previously been categorized as critical. The risk in rela-
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tion to a threat combines the vulnerability of the critical asset only and the potential
impact of the threat against the critical asset, i.e.:

Risk(Threat, Crit.Asset) = V uln(Crit.Asset)⊗ Impact(Threat, Crit.Asset) (6.2)

Since our goal is to assess the risk of attack paths of interacting nodes towards a
critical target, we properly combine Equation (6.1) and Equation (6.2) as follows. Let
T denote the critical target system and let D denote the set of all the assets (devices)
in scope. Note that D contains both typical ICT systems, as well as cyber-physical
and IoT or IoT-enabled components that may be directly or indirectly interconnected
with T . Let AP = (dn → · · · → d1 → T ), di ∈ D denote an attack path of interacting
nodes, where the threat is triggered in node dn and the actual target of the attack is
the critical target T . Then, the risk for such and attack path is defined as follows:

Risk(Threat,AP) = Likelihood(Threat,AP)⊗ V uln(Threat,AP)⊗ Impact(Threat, T ) (6.3)

The reason for combining Type 1 with Type 4 risk classes was to allow for fine-
grained threat and vulnerability input from open sources (as supported by Type 1),
and at the same time focus on the input of the critical target system (as supported by
Type 4 risk formulas). Since the proposed methodology is source driven and target
oriented, our goal is to assess the risk for various threat agents that may trigger an
attack at the source node of an attack path, in order to eventually affect the critical
target system. In our model, asset is replaced by an attack path AP of multiple
interacting assets, where the destination of the path is the critical target system T .
The impact is assessed based on the consequences of the critical target T . This is
reasonable since the ultimate goal of the adversary is to harm the critical asset; the
other systems in the path are used in order to extend the attack vector. However,
the likelihood and the vulnerability assessment take into consideration the whole
attack path, since the adversary is expected to combine any capability having on
the interacting node, in order to gradually exploit all vulnerabilities within an attack
path. Obviously, the optimal adversarial strategy is to combine vulnerabilities found
at the entry point system dn with vulnerabilities found in the whole chain, to pivot
(horizontally or laterally) to the ultimate target T .
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6.2 Building Blocks: CVSS and CVE

Common Vulnerabilities and Exposures1 (CVE), developed by MITRE, is a list of
uniquely identifiable vulnerabilities, and is a ‘de facto’ standard for numerous SW
products. CVSS [78] is an open framework that incorporates risk characteristics
to assess the severity of CVE software vulnerabilities. CVSS in its latest version
consists of three metric groups: Base Score, Temporal, and Environmental metrics.
The Base Score includes the Exploitability and the Impact Metrics. The exploitability
metrics include the Attack Vector (AV), Attack Complexity (AC), Privileges Required
(PR), User Interaction (UI) and the Scope (S) whereas the Impact Metrics include
the Confidentiality (C), the Integrity (I) and the Availability (A). The base score
produces a score ranging from 0 (lowest) to 10 (most severe). A CVSS vulnerability
is represented as a vector string, a compressed textual representation of the values
used to derive the score. The corresponding values for each exploitability and impact
metric are depicted in Table 6.1

The base score can be modified with temporal and environmental metrics, to fine-
tune the vulnerability level. Temporal metrics contribute to the final score by taking
into consideration the current state of the vulnerability, e.g. whether a full patch exists
or not. The environmental metrics modify the base score to each custom environment;
for example, the implementation of network-layer security controls, relevant to the
particular vulnerability. Depending on the organization under assessment it may
be possible to apply temporal and/or environmental metrics “en masse” for specific
device/interaction types.

In our methodology, we adopt and make use of the CVSS v3.1 scoring system
and its notation, in order to assess the vulnerability of the interactions between the
nodes for both cyber as well as physical interactions. The reader is referred to [85]
for detailed analysis of CVSS.

Exploitability metrics Values
Attack Vector (AV): (N)etwork, (A)djacent network, (L)ocal, (P)hysical

Attack Complexity (AC): (L)ow, (H)igh
Privileges Required (PR): (N)one, (L)ow, (H)igh

User Interaction (UI): (N)one, (R)equired
Scope (S): (C)hanged, (U)nchanged

Impact metrics Values
Confidentiality (C): (N)one, (L)ow, (H)igh

Integrity (I): (N)one, (L)ow, (H)igh
Availability (A): (N)one, (L)ow, (H)igh

Table 6.1: CVSS base exploitability and impact metrics with their corresponding
values

1
https://cve.mitre.org/
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6.3 Terminology and Definitions

In order to assist the reader, we will first define the basic terminology. Then, before
describing the methodology in detail, we provide a high-level description.

Interactions: We define as an Interaction between two systems (nodes), called
the source node, say x and the destination node y and we denote as (x, y, type) the
directional action or ‘influence’ that x may cause to y, due to their proximity and/or
connectivity. We define two categories of interactions (each having detailed types):
physical and cyber interactions.

Cyber interactions: They include all the actions that may be triggered by
the source towards the destination node, due to their cyber connectivity. In order to
model cyber interactions, we make use of two characteristics: the network connectivity
level and the logical access level. Concerning the network connectivity level x and y
may either reside to the same network or they may be connected via different network
segments and/or technologies. Concerning the logical access of x to y we distinguish
three access levels, none, low and high. None implies that x has no logical access at
all at y; low corresponds to user-level access whereas high corresponds to privileged
(e.g. root/admin) access. Table 6.2 summarizes the cyber interaction types.

Logical Access
Connectivity None (no explicit access) Low (user-level) High (admin-level)
L2 (Local) Network C1 C2 C3
L3 (Remote) Network C4 C5 C6

Table 6.2: Cyber interaction types: A cyber interaction (x→ y) may belong to type
C1–C6, based on the connectivity and the logical access of x to y [257]

Physical Interactions These include all the actions that may be triggered by x
to y due to their physical proximity. The physical Attack Vector (AV:P) described in
CVSS [85], is applied for M2M interactions that are capable to physically reach each
another. In addition, AV:A is considered appropriate for physical interaction types
P2 and P3, since Adjacent network access is adequate for physical interactions that
require network proximity. We define three types of physical interactions, as shown
in Table 6.3. Type P1 describes cases where devices equipped with moving parts or
moving capabilities (e.g. IoT-enabled industrial robotic arm, a robot vacuum cleaner)
are in proximity with the target system. Adversaries may exploit network/software
vulnerabilities of the device to extend their physical reach and cause physical damage
and/or gain physical proximity with the target system [180]. Type P2 describes
I/O proximity for specific interfaces (e.g. infrared, proximity, luminosity). Such I/O
interfaces can be vulnerable against nearby adversaries. For example, line-of-sight
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Type Description Interface Examples Common attack patterns

P1

Physical proximity
(x may use a moving
part and/or moving ca-
pabilities to physically
reach y)

Remotely controlled
moving parts or
devices

Robotic arm, crane,
wheeled device, drone

Cause
destruction/obstruction

P2

Wireless I/O
proximity (x is
in range with a wireless
I/O interface of y)

Audio, Visual,
Optical interfaces

Line-of-sight (LiDAR,
IR), audio / video
interfaces

I/O suppression/manip-
ulation (e.g. introduce
artifacts in optical sensors)
Side-channel attacks (covert
channels for data exfiltration)

P3
Networks’ proximity
(x and y at different
networks that are in
range)

Different, but
shared-band
wireless interfaces

e.g 802.11.x and
802.15.x operate at
2.4 GHz

DoS (jamming) - Packet
injection attacks

Table 6.3: Physical interaction types based on the proximity between devices [257]

interfaces such as optical sensors of collision avoidance systems may be abused by
introducing artifacts [217]. Other examples include the abuse of line-of-sight interfaces
for creating covert channels to exfiltrate data [119,232]. Furthermore, audio or video
I/O interfaces have been proved to leak information as described in [16]. Finally P3
types are based on the fact that it is possible to cause jamming or even integrity
attacks, when wireless interfaces that operate on the same bandwidth (even if they
are running different protocols) are physically in range (e.g. [213, 217]). Typical
characteristics (frequency/band, range) of wireless/infrared interfaces are presented
in Tables 6.4 and 6.5 respectively.

Attack Paths Let T denote the critical target system and let D denote the set of
all the assets (devices) in scope. We define as an Attack Path against a target system
T and we denote as AP = (dn → · · · → d1 → T ), di ∈ D a chain of interactions,
where the threat is triggered in node dn (the entry-point system) and the actual target
of the attack is the critical system T . We stress out that for systems that directly
interact with the target, we will examine both cyber and physical interactions, since
any direct interaction may be exploited by the adversary to harm the target system.
For systems that are indirectly connected with the target, we only model their cyber
dependencies, since they may be utilized in order to extend the attack vector, by
successively compromising a chain of interactions towards the target system.

Cumulative Vulnerability Vector of an Interaction: CV V
(
(x, y, type)

)
This

is a CVSS-like vector representing the combined vulnerability level of an interaction.
It has a central role in our methodology and is described in Section 6.6.
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technology Band Range
ZigBee 2.4 GHz 10-20 m
Z-Wave 915 MHz USA - 868 MHz Europe Up to 100m
WiFi 2.4 and/or 5 GHz Up to 100m or greater
Bluetooth - BLE 2.4 GHz Class 1 100m - Class 2 10m

- Class 3 ¡ 10m
Low Frequency (LF)
RFID

30 KHz - 300 KHz (typically
125/134 KHz)

Up to 10 cm

High-Frequency (HF)
RFID

3 to 30 MHz (13,56) Up to 1 m

Ultra-high frequency
(UHF) RFID

860 - 960 MHz (900-915 in most
countries)

Up to 12 m (passive), Up
to 100 m (active)

SigFox 915 MHz USA - 868 MHz Europe
- 433MHz Asia

30-50km (rural) 3 - 10 Km
(Urban)

LoRaWAN 915 MHz USA /Australia- 868
MHz Europe - 433MHz Asia

2-3 Km (urban), 5 - 7 Km
(rural)

Ingenu 2.4 GHz 15 Km (urban)
Weightless-P 169/433/470/780/

868/915/923 MHz
Up to 2 Km (urban)

ANT 2457MHz 100 ft (ANT+)
DigiMesh 2.4 GHz Up to 40 miles or more
MiWi 868/915 MHz and 2.4 GHz From 30m (indoors) up to

120m (Outdoors)
EnOcean 868 MHz (Europe/China)- 902

MHz (North America) - 928 MHz
for JAPAN

Up to 30m (Indoors)

DASH7 Alliance Proto-
col (D7A)

433/868/915 MHz Up to 2 Km

Narrow Band Internet
of Things (NB-IoT)

Licensed LTE frequency bands Up to 15 Km (Urban) -
50Km (Rural)

WirelessHART 2.4 GHz Up to 225m
KNX-RF 868 MHz From 30m (indoors) up to

150m (Outdoors)

Table 6.4: Typical range and operational frequency of popular wireless technologies

Technology Band Range
IrDA-SIR Wavelength: 850 up to 900 nm At least 1m, 15 up to 30

degree angle (transmitter)
IrDA-MIR Wavelength: 850 up to 900 nm At least 1m, 15 up to 30

degree angle (transmitter)
IrDA-FIR Wavelength: 850 up to 900 nm At least 1m, 15 up to 30

degree angle (transmitter)
Night vision CCTV
cameras

Wavelength: 700 up to 1000 nm Depends on the location

Table 6.5: Typical operating distances and degree angles for infrared inputs/outputs
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Cumulative Vulnerability Vector of an Attack Path: CV V
(
AP , AV

)
Simi-

larly, it denotes a CVSS-like vector that represents the combined vulnerability level
of an AP consisting of several interactions. Its computation is described in detail in
Section 6.8.

6.4 A high-level description

AP scenarios assessment

 AP scenario calculate 

cumulative vulnerability level 

Risk  level

Attack path Construction

Define direct attack paths 

to the target system 

Define indirect attack 

paths to the target system 

Threat  actor’s 

characteristics /  

Access rules

Attack path risk 

database

Physical 

topology 

Devices / 

Interfaces
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topology 

Interaction Modelling

Interactions database

Interaction Assessment
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Rules

Define Scope 

Target (T) - Devices (x ϵ D) 

Define interactions 

(x,y, Type – x ϵ D,  y ϵ D,T)

)

 x,y, Type define

capabilities of x on y

CVEs per 

device

Impact 

threshold

Assessed interactions 

database

 x,y, Type  assess all 

vulnerabilities of y

Attack path database

Impact level

Security 

Controls

Threat level

Validate  x,y, Type 

Figure 6.1: High level description of the risk assessment methodology [257]

The proposed methodology will utilize CVSS information in order to construct
CVSS-like vectors that will enable the assessment of the exploitability of the identified
interactions, and ultimately the vulnerability level of attack paths against adversaries.
In this way we will assess the implied capabilities of the source to the target node
resulting from their interaction, in order to exclude those interactions that are not
“mature enough” to be exploited by adversaries. Then, by combining the validated
interactions, we will generate and assess attack paths that are more likely to happen,
based on the current exposure status of their interactions. The proposed methodology,
shown in Figure 6.1, consists of the following phases:

• Phase 1 - Interaction modelling: The goal of this phase is to model all po-
tential cyber and physical interactions between the target T and all the devices
in D, as well as between devices themselves. It combines information such as
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a device’s I/O and network interfaces, moving parts and their active ranges,
devices’ physical location, available networks with their cyber/physical charac-
teristics and logical/physical access rules, to construct lists of interactions.

• Phase 2 - Interaction vulnerability assessment: The main goal in this
phase is to assess all the potential interactions identified in Phase 1 by defining
the cumulative vulnerability level of each interaction, based on existing CVEs
per device as well as on environmental information. Essentially, this phase filters
out those interactions that are not ‘mature enough’ to be exploited by potential
adversaries in their current state.

• Phase 3 - Attack Path Construction. The goal of this phase is to construct
all the attack paths against the target system, by exhaustively combining all
the assessed interaction tuples provided by Phase 2. Attack paths may vary in
length, by involving one or more interactions.

• Phase 4 - Attack Path Assessment: Finally all the attack paths defined
is Phase 3 are assessed so as to calculate their risk level, based on a practi-
cal implementation of Equation (6.3). For each attack path the Cumulative
Vulnerability Vector (CVV) of each interaction tuple is combined with the vul-
nerabilities of the initial node and the characteristics of various adversaries, to
calculate the risk level for various attack path scenarios.

Figure 6.2 presents a graphical representation of the first three phases. As shown,
the first modeled and assessed based on the input information, in order to construct
valid attack paths to eventually be assessed.

6.5 Phase 1: Interaction modelling

During this phase we utilize all available information regarding device’s physical char-
acteristics, I/O interfaces and network connectivity, to construct all their cyber and
physical interactions as defined in Section 6.3. Algorithm 1 implements interaction
modeling. Let PT the input for Physical Topology related information, NT for
Network Topology and AR for access capabilities respectively. The algorithm takes
as input all of the described information, and outputs a set of lists (denoted as
InteractionLists[]) containing all the direct and indirect interactions between the
critical target T and any device x ∈ D in a structured way.

We define as the level-i interaction list (denoted as InteractionLists[i] = Li)
the set of all the interactions of the form (x, y, type), where the shortest distance
of the source node x from the target system T is i hops. In addition, since for the
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Figure 6.2: A graphical representation of interaction modelling, assessment and attack
path construction phases [257]

direct interactions we model both cyber and physical interactions, it holds that if
(x, y, type) ∈ L1 then y ≡ T and type ∈ [P1|P2|P3|C1| . . . |C6] (as defined in Tables
6.2 and 6.3). On the other hand, for all indirect interactions ∈ L2, . . . ,Ln, it holds
that y ̸= T and type ∈ [C1| . . . |C6].

Algorithm 1 works as follows. First, all the direct interactions with the target
system are computed to form the list L1 (see lines 2-3 in Algorithm 1). Then, all
the indirect interaction lists Li, i = 2, . . . , n are recursively computed, by exhaus-
tively examining the potential interactions of all the source nodes in level-i inter-
actions, but now as being destination nodes of possible interactions (Lines 4-15).
The algorithm avoids duplicating interactions already defined in previous lists, so
that each interaction is defined once, in the shortest possible list. The procedure
IdentifyInteractions is recursively called in the main algorithm. In the first call,
since the destination of the interaction will be the target system T , both physical and
cyber interactions will be checked. For all other calls, only the cyber interactions will
be modeled.

Since each call on IdentifyInteractions has computational cost proportional
to |D|, it is easy to see that the computational cost of Algorithm 1 will be propor-
tional to O(|D|n) where n is the number of interaction lists. In our implementation,
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Input : T =Target system. D=The set of devices in scope and their

corresponding interfaces. PT=Physical Topology. NT=Network

Topology. AR=Access Rules.

Output: InteractionLists[] = A set of lists containing all direct interactions with

the target system (≡ L1) as well as the devices themselves

(≡ Li, i = 2, 3...n)

Algorithm ModelInteractions()

i← 1 // Compute InteractionLists[1](≡ L1)

InteractionLists[i]← IdentifyInteractions(D, T , PT,NT,AR)

while (TRUE) do

InteractionLists[i+ 1]← ∅
// Check all devices in Level-i as ‘target’ of any other

device, in order to construct Level-(i+1) interactions

while
(
(x, y, type)← hasNext(InteractionLists[i])

)
do

Lx ← IdentifyInteractions(D, x, PT,NT,AR) // x is a Level-i

device

Lx ← Lx −
(
Lx ∩ InteractionLists[i]

)
// Don’t duplicate in

Level-(i+1), interactions already identified in Level-i.

Possible if graph has loops

InteractionLists[i+ 1]← InteractionLists[i+ 1] + Lx

end

if
(
InteractionLists[i+ 1] = ∅

)
then

break // If no Level-(i+1) interactions exist, then exit

end

i← i+ 1

end

return (InteractionLists[]) /* Interaction lists for all existing levels

(L1,L2, ..) */

Algorithm 1: Identify and model all potential interactions in {D, T }.
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/* Checks all devices x ∈ X for interactions with device y. It

outputs a list L of all such interactions, described as vectors

(x, y, Interaction Type). */

IdentifyInteractions(X , y, PT,NT,AR)

L← ∅
while

(
x← hasNext(X )

)
do

/* Check for cyber dependencies based on network connectivity,

network topology and access rules */

if
(
Ci ← CyberInteraction(x, y,NT,AR)

)
̸= ∅ then

add
(
L, (x, y, Ci)

)
// Ci ∈ (C1,...,C6) as defined in Table 6.2

end

/* Also check for physical dependencies with T , based on physical

topology information PT (including the interfaces and physical

capabilities of x) */

if
[
(y = T ) and

(
Pi ← PhysicalInteraction(x, y, PT )

)
̸= ∅

]
then

add
(
L, (x, y, Pi)

)
// Pi ∈ (P1,P2,P3) as defined in Table 6.3

end

X ← X − x // Remove x and continue until X is empty

end

return L
Algorithm 1: (continued) – Procedure IdentifyInteractions

various ways are used to optimize the identification of interactions. First, during the
identification of the systems (D, T ) the physical characteristics (such as movement
capabilities or proximity-based network interfaces and other non-typical interfaces)
are identified. Thus, physical dependencies will only be examined for nodes with such
capabilities. For example, a device equipped with moving parts/capabilities must be
within its operating radius range in order to interact with the target system. Simi-
larly, devices equipped with wireless interfaces are examined for physical interactions
with the target system if their interfaces operate in the same frequency (see Table 6.4).
This information is assumed in physical topology data-set, PT in our algorithm. For
the cyber interactions, during the identification of the nodes, each network interface
of each node will be assigned to its corresponding network. Cyber interactions will
then be identified based on network relations table as well as network access rules.

Furthermore, the logical access level for each interaction is examined, in order to
define the level or remote access capabilities for each interaction tuple. This informa-
tion is assumed in access rules data-set denoted as AR in algorithm.
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6.6 Phase 2: Interaction assessment

The goal of this phase is to filter out from further processing those interactions that
are not ‘mature enough’ to be exploited by assessing their vulnerability level. For
interactions that are considered as valid, their CVV, as defined in Section 6.3, is
calculated.

Assessing whether an interaction (x, y, type) is valid or not, is based on the level
of the influence that x has on y due to their interaction. Recall that by definition, an
interaction characterizes the influence that the source node x has on the destination
y, due to their network connectivity or physical proximity. Assume that x has been
compromised by the adversary (partially or fully). Then, the adversary can take
advantage of all the capabilities of x on y in order to compromise y (partially or
fully), as the next step towards the actual target system T . Apart from the explicit
access that x has on y due to their interaction, an adversary controlling x may also
attempt to extend the control on y, by exploiting the existing vulnerabilities of y.

For example, attempt to escalate the access level of x to y from user-level to
admin-level access. Assessment Strategy: In order to assess an interaction, we first
define their default (implied) impact and attack capabilities. These baseline attack
capabilities of an interaction will be modelled using a CVSS-like vector, denoted as
IntCV SSbase. Then, for each particular interaction we will use environmental in-
formation to transform the baseline capability interaction vector into a vulnerability
vector, by taking into consideration the characteristics of the specific environment.
The modified vulnerability interaction vector is denoted as IntCV SSenv. For exam-
ple for a cyber interaction, IntCV SSenv will take into consideration existing network
security controls (if any), miss-configured access lists or context-specific access capa-
bilities. For physical interactions, environmental information such as physical security
controls and other context-specific information will be considered (e.g. in Table 6.10).
Finally, in order to assess the possible ways that an adversary might exploit to esca-
late its control on y we will examine the resulting attack capabilities of x on y, with
respect to the overall vulnerabilities identified on y.

6.6.1 Defining the capabilities and impact of interactions

As explained above, for each interaction type, we define a baseline CVSS-like vector,
IntCV SSbase, representing the implied attack capabilities of x on y.

Cyber interactions: For the cyber interactions, recall that they have been de-
fined based on the network connectivity and logical access of x to y (see Section 6.3
and Table 6.2). Thus, if x and y are connected at the same local network, we define
the attack vector capability of the interaction as ‘Adjacent Network’ (AV:A), while
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for remote network connectivity, AV:N is assumed. Concerning the privileges required
metric, we consider the implied logical access of each interaction type. In the case
where the interaction type implies no access of x to y (e.g. nodes that only reside
in the same or different network – types C1 and C4 respectively), then we set the
implied privileges of x to y to ‘None’ (PR:N). Similarly, the baseline privileges of x
to y is set to ‘Low’, for types implying non-privileged access C2 and C5 (e.g. x is an
aggregator that has limited capabilities of to reading/writing and/or execute data on
a sensor y). Finally, for types C3 and C6 the privileges metrics are set to ‘High’ (e.g.
x is an e-health Web server that is able to remotely administer critical functions of
an IoT-enabled medical infusion pump y). For the rest of the exploitability metrics
we set the baseline attack complexity to ‘High’ and the user interaction to ‘None’.
The motivation is to assume as default values the most favorable for the adversary
(although these values are modified when environmental characteristics are applied).
Concerning the impact metrics, we consider that if an interaction does not imply any
access privileges of x on y (C1 and C4), no impact can be caused on y by default.
For interaction types that consider low level access of x on y (C2 and C5) we set the
implied impact on y to ‘Low’ for all impact metrics (C-I-A), proportionally to the
impact of a user access vulnerability. Similarly, for C3 and C6, we set the implied
impact to ‘High’ for all impact metrics.

Table 6.6 presents the IntCV SSbase vectors for all cyber interaction types. As
presented in Table 6.7, the attack complexity and the impact metrics of IntCV SSbase

capability vector are modified in order to form the IntCV SSenv vulnerability vector,
depending on the available environmental information regarding security controls on
network and/or application layer. For example, lack of security controls reduces the
required AC of an IntCV SSbase whereas a network security control (e.g. use of latest
encryption schemes on network layer) can further reduce the corresponding impact
metric (confidentiality).

Exploitability Metrics Impact Metrics
Type AV (M)AC PR UI S∗ (M)C (M)I (M)A

IntCV SSbase

C1 A H N N U N N N
C2 A H L N U L L L
C3 A H H N U H H H
C4 N H N N U N N N
C5 N H L N U L L L
C6 N H H N U H H H

IntCV SSenv
(M): These metrics can be environmentally modified (See Table 6.7)
∗Scope is unchanged (U), for level 1 interactions

Table 6.6: Defining the implied capabilities for each of cyber interaction type as a
CVSS vector [257]

Physical interactions: For physical interactions we also use a similar approach.
Due to physical proximity the attack vector is set as the implied access capability of
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Network Security Controls (M)AC
Impact Modifiers

M(C) M(I) M(A)
Not defined/Weak H → L No effect No effect No effect

Moderate H No effect No effect No effect

Strong H H → L H → L H → L
L → N L → N L → N

Table 6.7: Proposed network environmental modifiers for IntCV SSenv vector accord-
ing to the corresponding security control level [257]

x on y (AV:P/A) depending on the interaction type (see Section 6.3 and Table 6.3).
For the rest of the exploitability metrics we follow a same reasoning as in the case of
cyber interactions, allowing the most favorable metrics for an adversary as the default
values. The only difference is that for all the types the implied privileges are set to
‘None’, since a physical interaction does not require any kind of privileges (as defined
in CVSS) of x on y.

Finally we consider the scope as ‘Unchanged’, since, physical interactions are only
effect the target system T . Similarly to cyber, the transformation of the baseline
capabilities of physical interactions to a vulnerability vector is subject to environ-
mental information. In particular, relevant security controls (see table 6.10) and the
amount of damage that the source device’s interface is capable of deliver to the target
system are both taken into consideration for the final CVV to be calculated. De-
pending on the target type, several types of security controls may also be applicable
(e.g. in [88, 89, 265]). An overview of how environmental security controls affect at-
tack complexity and individual impact metrics of IntCV SSbase capability vector is
presented in Table 6.9.

Exploitability Metrics Impact Metrics
Type AV (M)AC PR (M)UI S (M)C (M)I (M)A

IntCV SSbase

P1 P H N N U N L L
P2 A H N N U L L L
P3 A H N N U N L L

IntCV SSenv
(M): Can be modified, based on physical environment (See Table
6.9.)

Table 6.8: Defining the implied capabilities for physical interactions as a CVSS-like
vector [257]

6.6.2 Identifying the vulnerabilities of the destination node

For each target node of an interaction, we examine its existing vulnerabilities (CVEs).
In addition, vulnerability chaining of single CVSS vectors is applied in specific cases,
to assess the effect of combined vulnerabilities (see for example [85]). In any case,
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Physical Security Controls (M) AC
Impact Modifiers

(M)C M(I) (M)A
Not defined/Weak H → L No effect No effect No effect

Moderate H No effect No effect No effect

Strong H H → L H → L H → L
L → N L → N L → N

Table 6.9: Proposed physical environmental modifiers for IntCV SSbase vector ac-
cording to the corresponding security controls for each impact metric [257]

P1 P2 P3
Physical/combination barriers ✓
Protective lockable casing ✓
Proximity alerting systems ✓
Integrity alerting systems ✓
I/O redudancy ✓
I/O filtering ✓
I/O Protective shaders ✓
I/O integrity check mechanisms ✓
I/O logical check mechanisms ✓
Device state inspection ✓
Network isolation ✓
Proactive/Reactive Frequency-Hopping Spread Spectrum (FHSS) ✓
Direct Sequence Spread Spectrum (DSSS) ✓
Hybrid FHSS/DSSS ✓
Antenna Polarization ✓
Ultra Wide Band Technology ✓

Table 6.10: Applicable security controls per physical interaction type (P1-P3) [257]
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environmental information (temporal included) must first be applied before the vul-
nerability assessment and chaining process begins. Single-vulnerability CVSS
vectors: Depending on the cyber interaction type, CVEs can be considered as pos-
sible single (non-chained) vulnerability vectors, if their attack vector is adjacent or
remote network for C1-C3 (AV:A/N), or AV:N for C4-C6 respectively.

∀ CV E of d ∈ D, if AV:A/N then CV E ∈ SingleCV SS (6.4)

Chained-vulnerabilities CVSS vectors: Vulnerability chaining is based on the
paradigm of [85] which demonstrates serial exploitation of vulnerabilities for privilege
escalation, i.e. escalate the attack vector from local access to network or adjacent
network (see Section 3.4 of [85]). In particular, we consider the cases where the ex-
ploitation of network vulnerabilities on y (AV:A or AV:N) that result in basic user
access or an equivalent impact of C:L/I:L/A:L is combined with high-impact vul-
nerabilities (AV:L) to produce a chained vulnerability CVSS vector as described in
Equation (6.5)2:

ChainedCV SS = [AV:[N|A], max(AC), min(PR), max(UI), max(S), max(C,I,A)] (6.5)

Validating CVSS vulnerability vectors: After vulnerability chaining is com-
plete, all of the identified (single and chained) vulnerabilities of y are examined, to ver-
ify which of them are exploitable based on the attack capabilities of x on y, as defined
in IntCV SSenv. Equation (6.6) is applied for each vector CV SS ∈ {SingleCV SS
|ChainedCV SS}, i.e.

If IntCV SSenv[Exploitability] ≥ CV SS[Exploitability] then CV SS ∈ V alidCV SS (6.6)

In Equation (6.6) the operator ≥ has the following meaning for each exploitabil-
ity metric: AV:A ≥ AV:N (i.e., if x is assumed to have adjacent network access
to y, then it is capable to exploit vulnerabilities that require either adjacent or re-
mote access); AC:H ≥ AC:L (i.e., if node x is capable to trigger attacks against y
requiring high complexity, then it is also capable to trigger low complexity ones);
PR:H ≥ PR:L ≥ PR:N (in the same sense is x is already assumed to have high priv-
ilege access on y then it will be able to also exploit vulnerabilities on y requiring low
privilege access or no logical access at all). For the rest of the exploitability metrics
the explanation is straightforward.

2Function min/max is based on the following assumptions: AV:N>A>L>P, AC:H>L,

PR:H>L>N, UI:R>N, S:C>U, C/I/A:H>L>N.
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6.6.3 Assessing the vulnerability level of the interaction

Now the cumulative vulnerability level of an interaction CV V
(
x, y, type

)
, defined in

Section 6.3, is computed as follows. Recall that IntCV SSenv is a cvss-like vector that
defines the actual (environmental) capabilities that x has on y due to their interaction,
and that V alidCV SS is a set of all valid (i.e. potentially exploitable) vulnerabilities
identified on the destination node y, either single or chained ones. The vulnerability
vector CV V that characterizes this interaction will be chosen among the above, based
on the following procedure.

CVV
(
(x,y, type)

)
= V ∈ (V alidCV SSy, IntCV SSenv) s.t.:

{
V has max(Impact,Exploitability) if y = T
(C, I, A) ≥ L & V has max(Expl., Impact) if y ̸= T

(6.7)

For all level-1 interactions, the primary criterion for choosing the vector to be
assigned as CV V

(
x, T , type

)
is considered the impact rather than the exploitability

sub-score, since we are interested in identifying the maximum possible damage that
the target node may exhibit by each interaction.

For level-i, i ≥ 2 interactions, the cumulative vulnerability level CV V
(
x, y, type

)
,

y ̸= T , is assessed as follows. From the IntCV SSenv as well as from all the valid sin-
gle and chained vulnerability vectors of y, CV SS ∈ V alidCV SS choose the one that:
(i) concerning its impact metrics, it satisfies (C ≥ L & I ≥ L & A ≥ L) and (ii) has
the highest exploitability sub-score. If more than one exist that satisfy the above
criteria, choose the CVSS vector that has the maximum impact sub-score. The main
motivation for this process is to to ensure that interactions will be assigned to the
CV V vector that corresponds to at least a partial compromisation on y (assured by
the impact threshold) with the minimum required effort (i.e. the higher exploitability
sub-score).

In both cases, if there exist more than one valid vulnerability vectors with identical
exploitability and impact sub-scores, the single is preferred over the chained (if any).
Finally, if no CVSS vector exists that satisfies the required criteria set in Equation
(6.7), the interaction is considered as invalid and CV V is set to ∅. These rules
are described in Equation (6.7). Note that the order of the arguments in function
max denotes their priority in each case. Algorithm 2 summarizes the interaction
vulnerability assessment phase.

6.7 Phase 3: Attack path construction database

In this phase, all possible attack paths against the target system T are constructed, by
exhaustively combining all the assessed interactions, produced in the previous phase.
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Input : InteractionLists[ ] (≡ Li, i = 1, 2, ...n) : A set of lists containing all

interactions produced by Algorithm 1.

{CV Ed} : Sets of CVE/CVSS (environmental) vectors ∀ d ∈ D.
Output: AssessedLists[ ] (≡ ALi, i = 2, 3...n) : A set of lists containing all

assessed interactions.

AssessInteractions(InteractionLists[ ], {CV Ed})
for InteractionLists[i], i : 1 . . . n do

AssessedLists[i] ← ∅; CV V ← ∅
while

(
(x, y, type)← hasNext(InteractionLists[i])

)
do

Define IntCV SSbase(x, y, type) /* Based on Tables 6.6,6.8 */

IntCV SSenv(x, y, type)← ApplyEnv
(
IntCV SSbase(x, y, type)

)
/* As

defined in Tables 6.7,6.9 */

if type ∈ [C1, · · ·C6] /* Chaining cyber interactions */

then

for CV E ∈ {CV Ey} do
SingleCV SSy ← SingleCVE(CV E) // Based on Eq. (6.4)

ChainedCV SSy ← ChainCVE(CV E) // Based on Eq. (6.5)

V alidCV SSy ← ValidCVE(SingleCV SSy, ChainedCV SSy)

// Based on Eq. (6.6)

end

end

CV V ← CalcCVV(V alidCV SSy, IntCV SSenv) /* Calculate

interaction’s CV V as described on Eq. (6.7) */

add
(
AssessedLists[i], (x, y, type, CV V )

)
end

end

return AssessedLists[i], i= 1,. . . ,n
Algorithm 2: Assess Identified Interactions (AssessInteractions)

The attack path construction is described in Algorithm 3. The main algorithm (lines
1–22) works as follows. First, all the assessed level-1 interactions (i.e., direct interac-
tions with the target system T ) are defined by default as one-hop attack paths (AP1).
Then all the level-i attack paths APi, i > 1, are computed recursively using APi−1

and all the assessed interaction lists up to level-i (AL1, . . . ,ALi), by exhaustively
examining if the destination node of a level-i interaction is the initial (source) node
in each level-(i− 1) attack path. The final output is a list of lists AttackPaths[i][j],
containing all the valid chains of interactions of depth i towards the target system T .
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Input : AssessedLists[i] ≡ AL1, . . .ALn. A set of lists containing all the

assessed interactions between devices themselves ∈ D (Level-2,...) and

against the target system T (Level-1)

Output: AttackPaths[i][] ≡ AP1,AP2, . . .APn. A list of lists containing chains of

interactions from an initial node ∈ D against T . APi will contain the

attack paths of depth i.

Algorithm ConstructAttackPaths()

for (i← 1; i = n; i← i+ 1) // Initialize all attack path lists. n:#

of assessed lists

do
AttackPaths[i][]← ∅

end

// Define AP1 first. By default, all interactions ∈ AL1 are

level-1 Attack Paths.

i← 1, j ← 1

while
(
(x, y, Type,CVV)← hasNext(AssessedLists[i]) and CVV ̸= ∅

)
do

add
(
AttackPaths[i][j], [(x, y, Type,CVV)]

)
j ← j + 1

end

// Recursively compute APi, i ∈ 2, . . . , n using APi−1 and ALi.

i← i+ 1

while
(
(x, y, Type,CVV)← hasNext(AssessedLists[i]) and CVV̸= ∅

)
do

j ← 1, k ← 1

while
(
AttackPaths[i− 1][j]← hasNext(AttackPaths[i− 1])

)
do

if
(
isSource (y, AttackPaths[i− 1][j])

)
then

add
(
AttackPaths[i][k], append((x, y, Type,CVV), AttackPaths[i−

1][j])
)

k ← k + 1

end

j ← j + 1

end

i← i+ 1

end

return (AttackPaths[i][]) /* Attack paths AP1,AP2, .. */

Algorithm 3: Attack Path Construction Algorithm
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IntCV SSbase A CVSS-like capability vector assigned on the interaction based on
the interaction’s type, using Table 6.6 (for cyber) or Table 6.8 (for
physical interactions)

IntCV SSenv The modified IntCV SSbase vector based on environmental informa-
tion for each particular interaction (e.g. see Tables 6.7 and 6.10).

{SingleCV SS} A list of all the single CVSS vectors corresponding to vulnerabilities
identified in y satisfying Equation (6.6)

{ChainedCV SS} A list of all the CVSS vectors of the chained vulnerabilities of y,
computed based on Equation (6.5) and satisfying Equation (6.6)

CV V
(
(x, y, type)

)
The Cumulative Vulnerability Vector of an interaction as defined
on Equation (6.7)

Table 6.11: Summary of all vectors utilized in interaction assessment [257]

/* Boolean function that checks if a node d is the source node for a

given attack path AttackPaths[i][j] = [(x1, y1, Type1), . . . , (xi, yi, T ypei)].

*/

Procedure isSource(d, AttackPaths[i][j])

(x1, y1, T ype1)← AttackPaths[i][1]

if (d = x1) then
return (TRUE)

else
return (FALSE)

end

/* Takes as input an interaction and an attack path of depth i.

Appends the given interaction at the beginning and returns a new

attack path of depth i+ 1. */

Procedure append((x0, y0, Type0), [(x1, y1, Type1), . . . , (xi, yi, T ypei)])

for (k ← i; k=1; k ← k − 1) do
(xk+1, yk+1, Typek+1)← (xk, yk, Typek)

end

(x1, y1, T ype1)← (x0, y0, T ype0)

return
(
[(x1, y1, T ype1), . . . , (xi+1, yi+i, T ypei+1)]

)
Procedure(isSource & append – Algorithm 3)

The procedures isSource and append are described for clarity.
Note that in Algorithm 3 the interaction tuples have been extended to also include

their cumulative vulnerability vector, which was defined and assessed in Phase 2.
In the case where interactions have null CVV value (recall that this is possible, as
described in Section 6.6.3), they are considered as invalid and are excluded from any
phase of the attack path construction (lines 7 and 12). It is easy to see that the
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computational cost of Algorithm 3 will be proportional to the product of the size of
all the assessed lists, i.e., O(|AL1| · · · |ALn|).

6.8 Phase 4: Attack path scenarios assessment

The attack paths constructed in the previous phase can now be assessed. The risk
of each attack path will be assessed using Equation (6.3), as defined in Section 6.4.
Recall that the risk for each attack path, takes into consideration the vulnerability
of the whole attack path, the likelihood of a threat against the attack path being
realized, and finally the impact on the actual critical target system.

The vulnerability level of each attack path combines the cumulative vulnerability
level of all the interactions that form the attack path, i.e. {CV V } ∈ AP , which have
been assessed during the second phase (Section 6.6). In addition, we also consider the
vulnerabilities of the initial (‘entry’) node of each attack path, i.e. the source node of
the level-n interaction, for each attack path of length n. Recall that for each assessed
interaction the CV V calculation has considered the capabilities of the source node
and the vulnerabilities of the destination node. Thus, the vulnerabilities of the initial
entry node have not been considered.

In order to examine all applicable threat agents against an attack path, for the
initial node we first calculate all the applicable CVV vectors, one for each available
AV:N/A/L/P). As in Section 6.6.3 each individual CVV must meet the impact thresh-
old criterion. As defined in Section 6.3, we denote as CV V

(
AP , AV

)
the CVV for

a specific attack path and for a specific Attack Vector ∈ [N|A|L|P]. For example
CV V (AP1,N

)
denotes the CVV of AP1 for the attack vector ‘Network’. The threat

level for each attack path will then be assessed based on threat modeling against each
available AV of the initial node of the path. Recall that, by definition, this node will
be the entry point for an adversary exploiting an attack path. Thus, we will model
and assess all the applicable threat agents that are capable of utilizing different at-
tack vectors against the initial node. For each attack vector of an attack path, the
corresponding threat level is determined by taking into consideration the relevant
CV V

(
AP , AV

)
exploitability metrics, physical/network characteristics of the initial

node, as well as adversarial profiling features including, among others, required re-
sources, motivation and even current threat landscape reports. Finally, the impact
level for all attack paths will be based on the actual business impact that the loss
of confidentiality, integrity and availability of the target system has on the organiza-
tion. We utilize the impact metrics (C,I,A) of the level-1 interaction where T is the
destination node, and modify them properly by applying the corresponding Impact
Subscore Modifier as defined in the CVSS.
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6.8.1 V uln(Threat,AP): Calculating the vulnerability level of

attack paths

As discussed above, for an attack path AP , this process will combine the cumulative
vulnerability CVV of each interaction involved in AP along with the vulnerabilities
of the initial node of a path, to form, for each attack path, the CVV(s) for all existing
attack vectors of the path’s entry node, i.e. CV V

(
AP , AV

)
. At first all individual

CVEs of the initial entry node are processed to form single and/or chained CVSS
vectors.

Similarly to Section 6.6.2, for each possible AV a single or a chained vulnerability
with the highest impact and exploitability sub-score is selected to from the CVSS
vector. Each of the latter is then combined using Equation (6.8):

CV V
(
AP , AV

)
= [AV : [N|A], max(AC), max(PR), max(UI), max(S), Level1(C, I, A)] (6.8)

6.8.2 Likelihood(Threat,AP): Calculating the threat level of

attack paths

After all the relevant CV V
(
AP , AV

)
have been calculated, the threat likelihood

can be defined. In order to calculate the threat level one must first identify all
available profiles of threat agents that fit the organization under assessment. Then,
the corresponding capabilities for each type of the adversary are defined by utilizing
the CVSS exploitability metrics AV/AC/PR/UI (see Figure 6.3).

For example, a disgruntled employee is considered as someone with both logi-
cal as well as physical access to internal networks/devices (AV:N/A/L/P), restricted
(user) access (PR:Low), basic computer skills (AC:Low) and is not relying on any
user interaction in order to launch an attack (UI:None). On the other hand, cy-
ber criminal groups, mostly attack organizations from external networks (e.g. Inter-
net - AV:N), without the need of logical access (PR:None), consist of highly skilled
adversaries (AC:High) and are capable of gaining initial foothold to the organiza-
tion either by exploiting network vulnerabilities or via spear-phishing campaigns
(UI:Required/None). In order to define the threat level we adopt the context and
scale as described in [235].

For each AV of CV V
(
AP , AV

)
of the initial node of an attack path the corre-

sponding access level (physical or network) of the adversary is defined. For physical
access (AV ≡ P), public applies to devices which are placed in a public places (e.g.
an IP camera in a outside a building), private can be considered an area where the
access is limited to certain groups of people (e.g. an IP surveillance camera in a corpo-
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Threat Agent’s 

Characteristics
Attack Path Scenario’s Exploitability Metrics

Access = [AV:P (Public/Private/Protected),                

AV:N/A/L (External/Internal)]

Capabilities = [AC:L/H, PR:N/R, UI:N/R] 

Businesswise Likelihood 

AP scenario’s Threat Level

Threat landscape

Resources

Skills

Access

Motives

Initial Node’s AV

CVVAP Exploitability Metrics = [AC,PR,UI] 

Adversary’s Capabilities CVSS Transformation

Valid Threat Agent

Figure 6.3: Threat level (likelihood) calculation methodology [257]

rate garage accessible only to employees) whereas protected can be considered a place
heavily monitored and safeguarded by physical access security systems (e.g. a smart
thermostat placed inside a data center). Similarly, for network access (AV ≡ L,A,N)
we characterize as internal networks that are accessible from within the corporate
environment whereas external are the ones that reside outside the organization’s
premises, the Internet included.

In order to match all applicable threat agents for each attack path scenario each
individual metric of CV V

(
AP , AV

)
is compared to the corresponding metrics of

each attacker profile. Then, for the adversary types that satisfy all individual criteria
described in the previous paragraph, the corresponding likelihood for each particular
threat agent is applied.

6.8.3 Impact(Threat, T ): Calculating the impact level of at-

tack paths

In order to assess the actual impact that the organization suffers from each attack path
in terms of CIA, we utilize each individual impact metric of the Level-1 interaction
tuple and apply the appropriate security requirement weights as defined in the CVSS.
Guidelines for defining these weights according to the type of the target system can
be found in the CVSS Guide (see Section 3.11 of [85]), as well as in several other
publications such as [24]. For example, the applicable security requirements’ weights
for a power generator could be set to High for integrity and availability and Low for
confidentiality.

In Table 6.12, we define the values of each individual CIA impact metric after the
proper weight is applied. As in threat level, we adopt a [Very Low... Very High] scale,
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Security requirements
CIA metrics Low Medium High Not Defined

None None None None None
Low Very Low Low Moderate Low
High Moderate High Very High High

Table 6.12: Transformation matrix of individual vulnerability impact metrics of level
1 interactions (attack paths) based on the CVSS corresponding security requirements
[257]

identical to the context and scale of NIST [235]. Finally the overall impact level can
be computed by combining the individual (CIA) impact metrics (see Table 6.13).

Impact Level

Conf.

Integrity

None Very Low Low Moderate High Very High

Availability

N VL L M H VH N VL L M H VH VL L M H VH VL L M H VH VL L M H VH VL L M H VH

Ν N VL VL VL VL L VL VL VL VL L L VL VL VL L L L VL VL L L L M VL L L L M M L L L M M M

VL VL VL VL VL L L VL VL VL L L L VL VL L L L M VL L L L M M L L L M M M L L M M M H

L VL VL VL L L L VL VL L L L M VL L L L M M L L L M M M L L M M M H L M M M H H

M VL VL L L L M VL L L L M M L L L M M M L L M M M H L M M M H H M M M H H H

H VL L L L M M L L L M M M L L M M M H L M M M H H M M M H H H M M H H H VH

VH L L L M M M L L M M M H L M M M H H M M M H H H M M H H H VH M H H H VH VH

Impact Level: N=No Impact (None), Very Low= VL, Low = L, Moderate =M, High = H, Very High = VH

Table 6.13: Impact level calculation matrix [257]

6.8.4 Attack path risk assessment

By combining all the above information, the risk level of each attack vector for each
attack path can be computed, according to our risk assessment formula of Equation
(6.3). This is essentially computed using the risk matrix shown in Table 6.14. Simi-
larly to impact the context and scale of risk level is identical with the one described
in [235].

6.9 Attack path scenario risk mitigation

Since the implementation of security controls varies, granular security policies can
be tested and implemented, e.g. from applying low cost security controls like system
patching, medium cost controls like ICT vulnerability patching, up to targeted policies
such as SW security hardening on the selected nodes.

Depending on a pre-selected risk threshold, the assessor can identify which at-
tack path scenarios exhibit an unacceptable security risk. Then, the assessor can
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Risk Level

Vulnerability
Level

Impact Level

Very Low Low Moderate High Very High

Threat Level

VL L M H VH VL L M H VH VL L M H VH VL L M H VH VL L M H VH

Low VL VL L L M VL L L M M L L M M M L M M M M M M M M H

Medium VL L L M M L L M M M L M M M M M M M M H M M M H H

High L L M M M L M M M M M M M M H M M M H H M M H H VH

Critical L M M M M M M M M H M M M H H M M H H VH M H H VH VH

Risk Level: Very Low= VL, Low = L, Moderate =M, High = H, Very High = VH

Table 6.14: Risk calculation matrix for assessing Risk(Threat,AP) by combining
V uln(Threat, AP ), Likelihood(Threat,AP) and Impact(Threat, T ), as defined in
Equation (6.3) [257]

implement the mitigation plan based on the organization’s security policies and pro-
cedures. In addition, our methodology enables the assessor to add alternative mit-
igation schemes. For example, if impact is considered of utmost importance the
proposed strategy is to apply the appropriate security controls at all the nodes and
corresponding networks of Level-1 interactions. In addition, the assessor may choose
to eliminate certain types of adversaries just by focusing on applying the proper se-
curity countermeasures on entry nodes. Finally, in situations where security policies
and procedures is difficult to implement and/or an intermediate response is needed,
the assessor may choose to prioritize the mitigation process by selecting specific de-
vices that have the highest multitude of attack path scenarios and/or are above a
predefined risk level. All of the aforementioned mitigation scenarios can be simulated
and the most efficient, cost beneficial security policies and procedures can then be
selected. Prioritization on such mitigation actions based on the results of our risk
assessment methodology is presented in a PoC scenario in Chapter 9.
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SECTION IV

Methodology Validation



CHAPTER 7
ASSESSING THE CRITICALITY OF IOT-ENABLED ATTACKS

In order to determine the criticality level on the attacks and corresponding vul-
nerabilities identified in Chapters 3 and 4, we apply the methodology presented in
5 in order to reproduce realistic attack scenarios1 that describes the environment of
the attack, the adversary and the actual target (See Tables 7.1-7.7) in a worst-case
scenario approach. In case of real incidents where such information is available, the
attack scenario describes the actual environment/target that the attack was realized.
In the case of PoC attacks, we adopt hypothetical, yet realistic attack scenarios,
mostly applied in related state-of-the-art research (e.g. [90, 193, 224, 232, 233]), as
well as on sector-specific technical reports of major security companies [34,131,180].
Then, the attack is assessed based on the attack scenario, using the risk factors, i.e.
threat, vulnerability and impact levels.

Especially for the impact factor, each attack scenario is decomposed and assessed
on the basis of the connectivity level between the IoT device (the attack enabler) and
the target critical system or service. IoT devices of one application domain may also
affect other application domains (e.g. use of industrial automation devices such as
smart meters in home applications or use of smart lights in industrial environments).
As described in Section 5.1, the IoT is not always the actual target; for each attack
scenario presented in Chapter 3 we analyze the worst-impact connectivity path, i.e.
the one that would affect the most critical target in realistic situations. For instance,
an attack against an industrial actuator usually has high impact on SCADA systems
directly connected to it, and in this case, we will examine the impact of the direct
(known) attack path. In other scenarios, it may be more important to examine the
impact of an indirect (hidden) attack path against a target system with an indirect
connection with the IoT. Finally, in some scenarios the impact caused to a system
that is not even indirectly connected to the IoT may be more significant, and in these
cases we assess the impact of the subliminal attack paths.

1For some attacks, we may describe more than one attack scenario.
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7.8 Result analysis

From the results presented in Tables 7.1-7.7, we can infer that industrial SCADA and
Smart Grids favor the direct connectivity attack path scenarios, since modern field
devices provide Web interfaces for remote monitoring and control [90, 136, 223, 254,
256]. However, indirect attack paths may also occur. Since SCADA command and
control centers can interact with corporate networks, attacks such as spear phishing
[104,160] have also been realized. In that case, IoT connectivity of field devices may
be used as pivoting points, in order to attack mission critical systems [81,156].

Indirect IoT-enabled attacks are more common in both healthcare and intelligent
transportation systems. In the case of smart transportation, vulnerable on-board
entertainment, informational and communication systems may enable an adversary to
indirectly control mission critical functions [22,107,193,203,239]. Similarly, outdated,
interconnected, passive medical devices [131, 277] can be used to attack a hospital’s
mission critical systems that process valuable data. Direct attacks against medical
devices, may also have severe impact, since they may directly affect patients’ safety
[31].

Smart home automation devices are primary used in no-connectivity attack sce-
narios. Due to their proliferation and their low security level, such devices are usually
easy to compromise. In many cases they have been used by botnets in order to am-
plify DDoS attacks against critical targets that are not connected, even indirectly,
with the IoT devices (e.g. [58, 111, 232, 271]). In other cases home IoT devices may
also serve as the actual target of the attack (e.g. ransomware attacks [84, 198, 242]).
Finally, smart automation devices, that are installed inside the premises of critical
infrastructures, can also be used to indirectly attack their nearby critical systems [49]
or even to exfiltrate sensitive data from nearby systems [232].

Interestingly, in all the attacks examined in this paper and regardless of the ex-
amined sector, the success of the attack relied in one or more of the following char-
acteristics: (i) The physical proximity of the IoT device with the target, (ii) the
exploitation of its communication interfaces (physical or network) and (iii) the ex-
tended, and usually unexpected, extension of the functionality provided by the IoT
device.
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CHAPTER 8
SMART CITY VALIDATION SCENARIO

8.1 Assessing IoT-enabled, cyber-physical attack paths: Im-

plementation tool overview

In order to validate the efficacy of our methodology presented in Chapter 6 an
implementation tool was developed in python3, utilizing several libraries. Pandas
dataframes were used to structure and analyze the required input and output data of
the application. The AST library1 was used in order to split complex input data from
.csv files, so they can be inserted to lists and dataframes. For the vulnerabilities, the
CVSS/CVSSlib library was used to calculate the base score (the exploitability and
impact sub scores) of the interaction CVSS vectors. The CVEs were collected from
the NIST database and were pulled from the json files, based on their CPE identifier.
For the implementation of Algorithm 1, the interaction tuples were properly adjusted
and extended to also include the network id and the interface id used by the source
and destination nodes. This extension aims to raise the complexity of attack paths
from n2 to n2 · ni, where n is the number of devices and ni the number of inter-
faces per device. During the interaction assessment phase (Algorithm 2), rules for
network connectivity, physical interactions and security controls were applied. Then,
capability along with the CVE/CVSS vectors of the destination node of each inter-
action, were utilized, along with python libraries CVSSlib/CVSS, for the calculation
of the highest scoring vector for each AV, the CVV score and the production of the
AssessedLists[i], i = 1, . . . , n lists.

The attack path construction module (Algorithm 3) is an iterative procedure that
takes as input theAssessedLists[i], i = 1, . . . , n, along with an extensive CVSS centric
rule-set, in order to produce a structured AttackPaths[i][], i = 1, . . . , n lists.

Finally for the attack path assessment, the CVV vector for each vulnerability AV is
calculated by utilizing CVSS/CVSSlib2, based on the available vulnerabilities on the
source node of each attack path. The exploitability metrics of the produced vector are
then checked with each attacker’s capabilities and the physical and/or logical access
of the each adversary’s profile to the initial node.

1
https://pub.dev/documentation/analyzer/latest/dart ast ast/dart ast ast-library.html

2
https://pypi.org/project/cvsslib/
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8.2 IoT-enabled cyberattacks on Smart City infrastructures

As described in Chapter 7, attack scenarios on Smart City environment can have sig-
nificant impact on our everyday life. Security researchers such as Branden Ghena et.
al. [100] presented vulnerabilities found in traffic lighting systems’ controllers which
enabled them to launch a series of attacks including DoS attacks, gain remote access
and cause traffic congestion. Cerrudo in [46], describes security vulnerabilities and po-
tential cyberattack scenarios on Smart City infrastructure, including cyber terrorism,
nation state warfare, cybercrime ransomware campaigns and hacktivist movements.
Researchers in [307] point out security and privacy issues in Smart City IoT-enabled
systems such as privacy leakage in data sensing, privacy and availability in data stor-
age and processing (e.g. cloud infrastructure) as well as control services dependencies
and trustworthiness. In [9] researchers present potential attack vectors in Smart City
environments. In particular, they define the main areas of a Smart City environment
as follows: Governance, economy, people, mobility, living and environment. Then,
researchers examine several, IoT-enabled attack vectors and their potential impact
including public/private, Internet connected cameras, building management systems,
transport management systems, including traffic lights and/or road electronic signs as
well as communication networks (e.g. public WiFi spots). For all of the above attacks
that may result in privacy attacks, traffic jams, injuries and/or fatalities in a large
scale are examined. A comprehensive study of IoT cybersecurity in Smart Cities [11]
pointed out as some of the most prominent attack vectors in IoT ecosystem such
as the use of hardcoded weak credentials, lack of secure update mechanisms, depre-
cated software, lack of tamper-resistant hardware, insecure communication APIs and
services as well as weak authentication and session management mechanisms.

In Section 3.8, we were able to present several vulnerabilities and misconfigu-
rations in embedded software, cloud APIs, mobile application, and networks of a
smart lighting system, that if successfully exploited, may lead to a variety of cyber
or cyber-physical attack scenarios.

In order to demonstrate the risks that derive from smart lighting systems and
test the efficacy of our methodology presented in Chapter 6, we present a simplistic,
yet realistic PoC scenario. In particular, a smart lighting system that shares the
same vulnerabilities presented in [262], is installed in popular domains of an urban
environment. In Figure 8.1, we present potential installation domains and targets of
such a scenario. Since we only focusing on risks that originate from the particular
smart lighting system, we only consider the attack path scenarios that are either
targeting directly the smart lighting systems or utilize them in order to propagate
the attack to another critical system.
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Figure 8.1: A paradigm of potential targets regarding smart lighting systems in a
Smart City environment [262]

8.3 Methodology walkthrough

As defined in Chapter 6, the assessment of the cascading IoT-enabled risks is di-
vided in four main phases: The interaction modelling, the interaction assessment, the
construction of the attack paths and the attack path assessment phase.

During the first phase (see Section 8.3.1), the cyber and physical interactions
between all the IoT/IT systems under assessment are identified, based on cyber and
physical types of interactions (Tables 6.2 and 6.3). Then, throughout the second
phase (Section 8.3.2), all the interactions from the previous phase are assessed in
order to examine the level of the combined vulnerabilities found in each couple of
interacting systems. The overall vulnerability level of an interaction is defined as the
Interaction Cumulative Vulnerability Vector (CV Vint).

During the third phase (Section 8.3.3), the assessed interactions are utilized to
produce attack paths constructed by combining the direct (Level-1 ) interactions in
order to calculate two-hop (Level-2 ) attack paths which can be constructed from the
assessed interactions (Tables 8.8 and 8.9 respectively). Then, the businesswise impact
is calculated by taking into consideration the particularity of each environment (see
in Table 8.10).

Finally in the fourth phase (Section 8.3.4), for each attack path the vulnerabilities
of the point-of-entry device are examined and the corresponding attack scenarios are
created. For each attack path, the vulnerabilities of the entry node are combined
with the vulnerability level of all the interactions that exist in the attack path, to
define the vulnerability level of the whole attack path, defined as CV V

(
AP , AV

)
in previous chapters. Note that an attack path may have a different cumulative
vulnerability level for attacks of different AV:N/A/L/P. In order to define the threat
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level for each attack path, various threat agents are modeled and the corresponding
characteristics of each applicable threat agent are matched with the exploitability
characteristics of the newly created cumulative vulnerability vector for each attack
vector, i.e. AV=[N|A|L|P]. Then, the risk is defined by using the risk calculation
matrix Table 6.14.

8.3.1 Phase 1: Interaction Modelling

In order to identify all potential cyber and physical interactions between the target(s)
and all the devices in scope one must first gather information such as inputs and
outputs, network interfaces, moving parts (if any) with corresponding active ranges.
Furthermore, the physical location, the connected networks with their cyber-physical
characteristics and logical/physical access rules must also be defined for each device.

ID Device
Physical

Network/Interface R/F(*) Internet AccessLocation Type
1 Smart lights Bank Internal Net 1/WiFi/Zigbee 2.4 GHz ✓
2 E-banking servers Bank Protected Net 2/Ethernet N/A x
3 Smart lights Pharmaceutical Internal Net 4/WiFi/Zigbee 2.4 GHz x
4 Corporate server Pharmaceutical Protected Net 5/Ethernet N/A x
5 Smart lights Governmnet Internal Net 6/WiFi/Zigbee 2.4 GHz ✓
6 Cloud ICT Governmnet Protected Net 7/Ethernet N/A x
7 Smart lights Home Internal Net 8/WiFi/Zigbee 2.4 GHz ✓
8 Workstation Home Internal Net 8/WiFi 2.4 GHz ✓
9 Smart lights Public Stadium External Net 9/WiFi/Zigbee 2.4 GHz ✓
10 Alarm System Public Stadium External Net 9/WiFi 2.4 GHz ✓
11 Smart lights Public Lighting External Net 10/WiFi/Zigbee 2.4 GHz ✓
12 Workstation Bank Internal Net 3/Ethernet N/A x
(*): Radio Frequency

Table 8.1: Device list with corresponding physical and network characteristics [262]

NetID 1 2 3 4 5 6 7 8 9 10 Int
1 N/A x ✓ x x x x x x x ✓
2 x N/A x x x x x x x x
3 x ✓ N/A x x x x x x x
4 x x x N/A ✓ x x x x x
5 x x x x N/A x x x x x
6 x x x x x N/A ✓ x x x ✓
7 x x x x x x N/A x x x
8 x x x x x x x N/A x x ✓
9 x x x x x x x x N/A x ✓
10 x x x x x x x x x N/A ✓

N/A: Not Apllicable, Int: Internet access

Table 8.2: Network access rules and Internet connectivity [262]
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We consider several installation domains ranging from a home environment to
public buildings/areas and corporate/government institutions. An overview of the
PoC installation domains, devices, networks and physical location are depicted in
Figure 8.2. In particular, it includes several scenarios were the smart lighting system
is installed within the premises of the following domains:

1. A systemic monetary institution (e.g. banks): The smart lighting system is
installed within the bank’s premises and can communicate with the Internet
(e.g. via UPnP), the administrators network, but cannot access the bank’s
server farm network directly.

2. A pharmaceutical company: The smart lighting system is installed within the
company’s premises, is isolated from the Internet, but can communicate with
the server sub-network.

3. A government cloud infrastructure: The smart lighting system is installed
within the building, can communicate with the Internet (e.g. via UPnP) and is
indirectly connected to the G-Cloud central network.

4. A smart home environment: The smart lighting system can communicate with
the Internet (e.g. via UPnP) and is installed in the same network with a mobile
workstation that has admin access to G-Cloud infrastructure (remote working
scenario).

5. A sports stadium facility: The smart lighting system can communicate with
the Internet (e.g. via UPnP) and is installed in the same network with an
vulnerable IoT-enabled alerting system.

6. Is a part of the public lighting infrastructure: The smart lighting system is
massively installed to several public areas (streets, parks etc.) and is managed
remotely (via the Internet).

Regarding network interfaces, we consider that all smart lighting systems that
are connected to an internal network have Internet access via UPnP protocol with
the exception of the pharmaceutical company environment. Devices’ characteristics
and network access are defined in Tables 8.1 and 8.2 respectively. Since we aim
in showcasing risks that stem out from smart lighting systems, we only examine
interactions of smart lighting systems and the predefined targets but not among
the devices themselves (as in a full risk assessment scenario), with the exception
where logical access between devices exist (interaction types C2, C3, C5 and C6).
In addition, we consider that the user in the home environment is an administrator
working remotely via VPN service to a government cloud infrastructure (interaction
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Figure 8.2: PoC scenario regarding devices, networks and physical location [262]

Source* Target* IntType** Source Int Target Int Int level
1 Human P2 (Disable) Luminaire Eye 1
1 Human P2 (Flicker) Luminaire Eye/Reciever 1
1 12 C4 WiFi Ethernet 1
12 2 C6 Ethernet Ethernet 1
3 Human P2 (Disable) Luminaire Eye 1
3 Human P2 (Flicker) Luminaire Eye/Reciever 1
3 4 C4 WiFi Ethernet 1
5 Human P2 (Disable) Luminaire Eye 1
5 Human P2 (Flicker) Luminaire Eye/Reciever 1
5 6 C4 WiFi Ethernet 1
7 Human P2 (Disable) Luminaire Eye 1
7 Human P2 (Flicker) Luminaire Eye 1
8 6 C6 WiFi Ethernet 1
9 Human P2 (Disable) Luminaire Eye 1
9 Human P2 (Flicker) Luminaire Eye 1
9 10 P3(Jamming) WiFi WiFi 1
9 10 P3(Jamming) ZigBee WiFi 1
9 10 C1 WiFi WiFi 1
11 Human P2 (Disable) Luminaire Eye 1
11 Human P2 (Flicker) Luminaire Eye 1
1 12 C4 WiFi Ethernet 2
7 8 C1 WiFi WiFi 2

(*):Device ID → Table 8.1, (**): Interaction types → Tables 6.2 and 6.3

Table 8.3: PoC paradigm’s interaction tuples [262]

type C6) similarly to a bank executive officer that administers the financial systems
of the bank (device ID 12).

Based on the above scenarios and the cyber-physical interaction types defined
in [257] (see Tables 6.2 and 6.3), one can now construct all potential interaction
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tuples (source and target devices or interfaces). The whole process utilizes a recursive
algorithm that, in general, first constructs all the ‘direct’ cyber-physical interactions
with the predefined targets and then all the cyber interactions between the devices
in scope themselves. All the applicable interaction tuples are defined in Table 8.3.

8.3.2 Phase 2: Interaction Assessment

As defined in [257] an IntCV SSbase vector represents the initial (base) capabilities
of an adversary for each interaction. More specifically, by assuming that a device x
interacts with a device y based on a cyber (C1-C6), or physical (P1-P3) interaction
type, the corresponding IntCV SSbase capability vector implies the capabilities that
device x (or an adversary controlling x) has on device y, due to their interaction type
(Tables 6.6 and 6.8). In the work [262], IntCV SSbase vectors were constructed based
on the discovered vulnerabilities/security misconfigurations of the smart lighting sys-
tems, in a CVSS-like structure (see Table 8.4). These vectors are properly modified
to depict the minimum required capabilities of an adversary in order for the attack
to be successful. The individual impact metrics CIA have been properly adjusted in
order to depict the impact (severity) of the vulnerability/security misconfiguration
on the device. This in turn, can be used to determine whether an attack may result
in a full or partial compromisation of an IoT device, thus allowing the adversary to
remotely control the device or use it in order to propagate to the actual target.

In order to assess the vulnerability level of an interaction tuple, the existing vulner-
abilities of the target system are firstly utilized to form single (SingleCV SS, AV:N/A)
or combined (chained) vulnerability vectors (ChainedCV SS) - see Equation (6.5).

The available environmental information regarding existing security controls on
network and physical layer, for each installation domain, is then applied to single,
chained as well as IntCV SSbase CVSS vectors as defined in Table 6.7. After the
environmental transformation of all CVSS vectors is complete, the existing single
and chained transformed vulnerability CVSS vectors are utilized in order to form the
CV VInt, which represents the overall vulnerability level of each interaction.

By examining the newly discovered findings in Section 3.8 in the work [262]),
as presented in IntCV SS vectors in Table 8.4, we can infer that various attack
vectors are characterized with Low attack complexity. In addition, for the majority of
attack scenarios the privilege requirements metric is set to None (an unauthenticated
adversary can trigger the vulnerability), and attack vector is set as Network (N) since,
in several vulnerability vectors the attack can be launched from public networks
such as the Internet with substantial damage on the target system. For example,
a firmware downgrade attack can potentially be launched from the Internet since
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Attack type Status
IntCV SSbase

AV AC PR UI S C I A

IoT Control

device

Firmware Extraction Confirmed P L N N C H N N

Firmware Downgrade Plausible N L N N C L-H L-H L-H

Firmware Modification Plausible P H N N C H H H

Device system access Plausible P L N N C H H H

Cloud API

servers

Access sensitive information Confirmed N L N N C H N N

Waterhole attack Plausible N H N N C H H N

API manipulation Plausible A ND N N C L L L

session hijacking Confirmed A L N N C L-H L-H L-H

API exchaustion Confirmed N L-H N N C N N L-H

XSS / SQL injection etc. Plausible N L-H N N C L-H L-H L-H

Server-side Man-in-The-Middle attacks Plausible N L-H N N C L-H L-H N

Device’s

ZigBee

Network

De-Auth attacks Confirmed A L N N C N N H

Passive Sniffing Confirmed A L N N C L-H N N

Replay attacks Confirmed A L N N C L-H L-H N-H

DoS Attacks Confirmed A L N N C N L L

Gain Network Access Confirmed A L N N C L N N

Device’s WiFi

Network

De-Auth attacks Plausible A L N N C N N H

Passive Sniffing Confirmed A L N N C L N N

Replay attacks Plausible A L-H N N C L-H L-H N-H

DoS Attacks Confirmed A L N N C N L L

Gain Network Access Confirmed N L N N C L N N

Device’s

Mobile

Application

Reverse engineering Confirmed N L N N C L-H L-H N

Dynamic analysis Confirmed N L N N C L-H L-H N

Application rights abusal Plausible L L-H L N C L-H L-H N-H

Application modification Confirmed N L N N U L-H L-H N-H

Client-side Man-in-The-Middle attacks Confirmed A L N N U L-H L-H N

to∆AV: P=Physical, L=Logical access, A=Adjacent/Proximity, N= Remote network access

to∆AC/PR/UI/S/CIA: N=None, L=Low, H=High, ND=Not Defined

Table 8.4: IntCV SS vectors representing the required capabilities and impact metrics
for all applicable attack scenarios as defined in [262]
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the cloud server that hosts the firmware files utilizes the HTTP protocol and the
device does not implement any check on the firmware version numbering. In addition,
network infiltration can be executed when the adversary is in network proximity
with the target system [139] and the Internet. The latter is possible since UPnP
protocol, which connects the smart lighting systems to the cloud API servers, is
enabled by default3 4. The majority of the attacks do not require any special tools
and skill-set, thus enabling a diverse group of adversaries, ranging from activists and
disgruntled workers to cybercriminal groups and nation state adversaries to remotely
attack critical systems, services, or even people.

By taking into consideration all the above information, we can compute a sin-
gle Vulnerability CVSS Vector for the specific smart lighting system (Device IDs
1,3,5,7,9,11 in our PoC scenario) that represents a worst-case scenario where an at-
tacker manages to combine several of the aforementioned vulnerabilities - Equation
8.1.

[AV : Network,AC : Low,PR : None,UI : None, S : Unchanged/Changed,C : High, I : High,A : High)] (8.1)

The value S:Changed represents the cases where a smart lighting component’s vul-
nerability directly affects directly another device-target (e.g. a vulnerability on the
device allows to jam the target’s communications). Finally, as described, factors
AV, AC and impact (CIA) metrics can be modified depending on the environmental
information of each installation domain.

In Table 8.5, we present the base vulnerability CVSS vectors for all devices in the
PoC scenario.

Device ID

CVSS Vulnerability Vectors (Base)
Exploitability Impact

AV AC PR UI S C I A
1,3,5,7,9,11 Network Low None None Unchanged High High High

2 Local Low None None Unchanged High High High
4 Network Low None None Unchanged High Low None
6 Adjacent Low None None Unchanged High High None
8 Adjacent Low None None Unchanged High High High
10 Adjacent Low None None Unchanged Low Low Low
12 Network Low None None Unchanged Low Low Low

Table 8.5: Existing CVSS vectors (vulnerabilities) for each device in the PoC scenario
[262]

3
https://www.checkpoint.com/defense/advisories/public/2020/cpai-2019-1605.html/

4
https://nvd.nist.gov/vuln/detail/CVE-2020-12695
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Depending on the installation site, environmental information such as network
security controls and security requirements can alter the individual exploitability
and impact metrics of the IntCV SSbase vector and each vulnerability of the target
device [85]. Table 8.6 depicts the corresponding cyber-physical security level for each
network in scope whereas Table 6.7 display the affect on cyber interactions due to
network security controls. For physical interaction types we consider the physical
security control level as Low on all installation sites.

Layer
Network cyber-physical security control level

1 2 3 4 5 6 7 8 9 10

Cyber L H M M M L M L L L

Physical L L L L L L L L L L

L:Low, M:Moderate, H:High

Table 8.6: Environmental information regarding PoC network/physical layer security
controls [262]

After applying the environmental information, IntCV SSenv and the existing vul-
nerability CVSS vectors can now be combined (chained) appropriately, in order to
form the cumulative vulnerability vector for each interaction (CV Vint - see Table 8.7).

Int. Tuple

CV Vint (Environmental)

Exploitability Impact

AV AC PR UI S C I A

12 → 2 Network High None None Unchanged Low Low Low

3 → 4 Network High None None Unchanged High Low None

5 → 6 Adjacent High None None Unchanged High High None

8 → 6 Network High None None Unchanged High High High

7 → 8 Adjacent Low None None Unchanged Low Low Low

9 → 10 Adjacent Low None None Unchanged Low Low Low

9 → 10* Adjacent Low None None Changed None Low Low

9 → 10** Adjacent Low None None Changed None High High

1 → 12 Network Low None None Unchanged Low Low Low

(*): P3 (Jamming) Zigbee → WiFi, (**): P3 (Jamming) WiFi → WiFi

Table 8.7: The computed CV Vint for each interaction (environmental) [262]
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8.3.3 Phase 3: Attack path construction

In order to calculate all attack paths, all of the assessed (valid) interactions of the pre-
vious phase are fed to a recursive algorithm to produce complex attack vectors. In par-
ticular, Level-1 assessed interaction tuples are considered as Level-1 attack paths.
Then, Level-1 and Level-2 interaction tuples are utilized with all the Level-1 at-
tack paths in order to form two-step (Level-2) attack paths. This process continues
recursively until all the interaction tuples are exhausted. Since we focus on examin-
ing the introduced risks from smart lighting systems, we select the subset of those
attack paths that the smart lighting system is either the target system or acts as an
enabler (point-of-entry device). Tables 8.8 and 8.9 present the applicable Level-1

and Level-2 attack paths respectively.

Level-1 attack paths

Level-1 Int. Tuple Source → Target Interface Interaction Type

1 → human Luminaire → Eye P2 (Disable)

1 → human Luminaire → Eye/Receiver P2 (Flicker)

3 → human Luminaire → Eye P2 (Disable)

3 → human Luminaire → Eye/Receiver P2 (Flicker)

3 → 4 WiFi → Ethernet C4

5 → human Luminaire → Eye P2 (Disable)

5 → human Luminaire → Eye/Receiver P2 (Flicker)

5 → 6 WiFi → Ethernet C4

7 → human Luminaire → Eye P2 (Disable)

7 → human Luminaire → Eye P2 (Flicker)

9 → human Luminaire → Eye P2 (Disable)

9 → human Luminaire → Eye P2 (Flicker)

9 → 10 WiFi → WiFi P3(Jamming)

9 → 10 ZigBee → WiFi P3(Jamming)

9 → 10 WiFi → WiFi C1

11 → human Luminaire → Eye P2 (Disable)

11 → human Luminaire → Eye P2 (Flicker)

Table 8.8: Level-1 attack paths [262]

Level-2 Attack Paths

Level-2 → Level-1 Interaction Tuples Source → Target Interface Interaction Types

1 → 12 → 2 WiFi → Ethernet → Ethernet C4 → C5

7 → 8 → 6 WiFi → WiFi → Ethernet C1 → C6

Table 8.9: Level-2 attack paths [262]
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Calculating the cumulative vulnerability vector of an attack path:

For each attack path CV V
(
AP , AV

)
can now be formed for each possible attack

vector, as follows: For Level-1 attack paths the cumulative vulnerability vector of
the attack path corresponds to the CV Vint as defined in Table 8.7. For Level-n

(n ≥ 2) attack paths, each CV V
(
AP , AV

)
is calculated by utilizing the individual

CV Vintn , that the attack path is comprised of, and by applying Equation (6.8).

Calculating the businesswise impact:

Device Type ID Impact

Interaction type

P2 P3
C1-C6

Disable Flicker Jamming

Smart lights

DevID 1
BI D/I(M) D/I(M), DE D(M) DE,R

LvL M H L H

DevID 3
Impact D/I(M) D/I(M), DE D(M) DE,R

LvL M H L H

DevID 5
BI D/I(M) D/I(M), DE D(M) DE,R

LvL M H L VH

DevID 7
BI D/I D/I D DE,R

LvL VL VL VL VH

DevID 9
BI D/I/F(M) D/I/F(M) D(M) DE,R

LvL VH H M -

DevID 11
BI D/I/F(M) D/I/F(M) D(M) DE,R

LvL H H L -

(M):Multiple, D:Discomfort, I:Injury, F:Fatality, DE:Data Exfiltration, R:Ransomware

-:Not Applicable BI: Businesswise Impact, LvL:Impact Level

VH:Very High, H:High, M:Moderate, L:Low, VL:Very Low

Table 8.10: Businesswise impact of smart lighting systems for each installation domain
[262]

In order to assess the risk for each attack path the businesswise impact must be
identified and calculated. Since, we focus on both cyber and cyber-physical interac-
tions, we consider the impact deriving from cyber interactions (types C1-C6), as well
as impact due to physical proximity (P2/P3). In particular, we consider direct impact
to humans due to disable/flicker the luminaire (discomfort/injury/fatality), as well
as the combined impact on air-gaped systems, due to internal networks connectivity
and functionality features of a smart lighting system, that can create a covert channel
in order to exfiltrate data, as described in [232]. For example, the impact of installing
a smart lighting system in a corporate environment such as a major pharmaceutical
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company, may range from moderate-impact attack scenarios such as the physical in-
teraction with the employees (disable the smart lighting systems of an entire building
to cause injuries/discomfort), up to potential high-impact, data exfiltration scenarios
where vaccine formulas are leaked from otherwise air-gaped corporate servers due to
internal networks connectivity and smart lights vulnerabilities/functionality features.

Furthermore, installing vulnerable smart lighting systems in crowed infrastruc-
tures, such as a sports stadium, may result in catastrophic consequences (multiple
deaths/injuries) especially when the attack is combined with other IoT-enabled sys-
tems such as a remotely managed alerting system (e.g. trigger the alarm and disable
all lights in stadium during the evacuation process). Table 8.10 represents the busi-
nesswise impact, based on worst case scenarios, for each smart lighting system for all
installation domains. For impact scale, we utilize the scale/context as presented in
National Institute of Standards and Technology - NIST [235] Very Low → Very High.

8.3.4 Attack path assessment

In order to assess the risk introduced by each attack path the attack path scenarios
must be first formed. First, the cumulative vulnerability vectors of the point-of-entry
device are calculated for each available attack vector AV = [N |A|L|P ], defined in
Chapter 6, using the existing vulnerabilities. Then, for each possible attack vector of
the examined attack path CV V

(
AP , AV

)
is calculated, using Equation (6.8). Finally,

depending on their capabilities access and resources, the applicable threat agents are
matched with each attack path’s cumulative vulnerability vector CV V

(
AP , AV

)
, for

AV = [N |A|L|P ], to form the corresponding attack path scenarios. Only after the
scenarios are formed the risk assessment phase can begin.

Calculating threat likelihood level:

In Table 8.11, we present a list of common adversary types and their corresponding
characteristics such as capabilities, access, motives and available resources. In addi-
tion, available attack vectors for each adversary type and businesswise threat level
(likelihood of occurrence) per installation domain are presented in Table 8.12. The
latter has been calculated by taking into consideration both generic and/or sector-
specific threat intelligence sources such as threat reports from security organizations
(e.g. ENISA Threat Report [130], NIST) and security companies [99,135], as well as
cyber security incidents found on relative websites.
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Adversaries Capabilities Physical Access Motives Resources

Activist AV:N,A,P/AC:L/PR:N/UI:N External 1,2 Limited

Disgruntled Worker AV:N,A,L,P/AC:L/PR:N,L/UI:N,R Internal 1,2 Limited

Bussiness Competitor AV:N/AC:L/PR:N,L/UI:N External 1,3 Significant

Cyber Criminal Group AV:N/AC:L,H/PR:N,L,H/UI:N,R External 3,4,5 High

Cyber Terrorist AV:N,A,L,P/AC:L,H/PR:N,L,H/UI:N,R External/Internal 1,2,4,5 High

Nation State AV:N,A,L,P/AC:L,H/PR:N,L,H/UI:N,R External/Internal/Protected 1,2,4,5 Very High

Motivation: 1=Harm Reputation, 2=Damage/Disable equipment, 3=Financial Gain,
4=Harm Humans, 5=Extract Information

Table 8.11: Applicable adversary profiles and their corresponding characteristics

Adversary type

Attack Vector (AV)/Likelihood (L)

Bank Pharmaceutical Government Home Stadium Public Lighting

AV L AV L AV L AV L AV L AV L

Activist N Low N Mod N Mod – – N,A VL N,A,P VL

Disgruntled Worker N,A,L,P Low N,A,L,P Low N,A,L,P Low – – N,A,L,P VL – –

Bussiness Competitor N,A Mod N,A Mod – – – – – – – –

Cyber Criminal Group N,A VH N,A High N,A High N Mod N,A Low N,A,P VL

Cyber Terrorist N,A Low N,A Low N,A Mod N,A VL N,A,P Mod N,A,P Mod

Nation State N,A,L,P Mod N,A,L,P High N,A,L,P High N,A,L,P VL N,A,L,P Low N,A,L,P Low

–: Not Applicable, Mod:Moderate, VL:Very Low, VH:Very High

Table 8.12: Businesswise threat level (likelihood of occurrence) and applicable attack
vectors for each installation domain per adversary type [262]
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Calculating Risk level:

By combining the vulnerability, impact (see Section 8.3.3) and threat level as well as
the assessment formula (see Equation 6.3), the risk for each attack path scenario can
be defined for all applicable threat agents. This is essentially computed by using the
risk matrix as presented in Table 6.14. Similar to impact, the context and scale of
risk level is identical with the one described in [235].

8.4 Result analysis

A total of 90, smart light’s enabled, attack path scenarios were created during the
attack path assessment phase, 24 of which were cyber (27%) and 66 cyber-physical
(73%), 38% of which were characterized as very high and as 27% high impact, due to
high-value/criticality of most targets in scope. In addition, medium (18%), low (11%)
and very low (7%) impact attack path scenarios correspond mostly to direct cyber-
physical attack paths on corporate/home environments (e.g. cause discomfort/in-
juries to employees/families). Four typical examples of attack path scenarios with
very high impact are presented in Figure 8.3. Two cyber attack scenarios involving
cyber criminals and nation state adversaries against a bank and a government cloud
infrastructure respectively, and two cyber-physical ones: A terrorist attack against a
crowded stadium and a sophisticated data exfiltration attack against a major phar-
maceutical corporation.

Threat actors’ likelihood profile included a 19% of very low probability and a
39% with low probability of attack path scenarios, which, mainly correspond to
activists and disgruntled workers whereas medium likelihood scenarios were spread
evenly among all threat agents. As expected, threat agents such as cyber criminals
and nation-state were responsible for 16% of the most likely to happen attack path
scenarios (13% high - 3% very high).

As far as Vulnerability level is concerned 93% of all smart light enabled, attack
path scenarios were identified as high (55%) or critical (38%) even in cases were
the environmental network security controls were defined as high (bank’s server farm
internal network) mainly due to the fact of the existing high-severity vulnerabili-
ties/misconfigurations of the smart lights and target systems.

Riskwise, the majority (67%) of assessed scenarios were categorized as of moderate
risk (51% cyber-physical and 16% cyber), 27% as high (16% cyber-physical and 11%
cyber) and a 14% as low (7% cyber-physical and 7% cyber). All of the above are
depicted in Figure 8.4. Further analysis of the results (Figure 8.5) revealed that,
regarding the risk profile of each threat agent for both cyber, as well as cyber-physical
attack path scenarios, cyber criminals are the adversaries with the highest percentage
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Cyber terrorist Internet Stadium Smart lighting
People

Figure 8.3: Examples of Very High impact, cyber and cyber-physical attack path
scenarios [262]

(46%) of the high risk attack scenarios followed by nation-state (29%) and cyber
terrorists (17%). This is mainly due to the fact that their capabilities satisfy most
of exploitability requirements of high-impact attack scenarios and are more likely to
attack (higher probability) than the other threat actors, in most domains in scope.

The fact that disgruntled workers were responsible for 17% of low and 22% of
Medium risk attack path scenarios does not mean, in any case, that these are risks
that can be easily overlooked, since, in most cases, corresponded to high/very high
impact attack scenarios. For example, a disgruntled public servant that works as
an administrator at a government’s central ICT infrastructure can have significant
impact on several mission-critical applications and services (e.g. taxation/COVID19
vaccination applications), especially if no proper security countermeasures exist and
no business continuity plans are in place.

Finally, business competitors and activists were accountable mainly formedium/low
risk and only for a small (4% each) portion of high risk attack path scenarios. On
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Figure 8.4: The distribution of the risk levels for both cyber as well as cyber-physical
attack path scenarios [262]

the other hand, the fact that limited resourced, low-skilled adversaries are capable
of triggering high risk attack path scenarios can be considered an alarming finding
depending on the organization type.

Even though some of the described attack scenarios that are based on network
connectivity are relatively easy to identify, assessing the risk of untested IoT equip-
ment installed within critical environments can be tricky. Intuitively, the isolation
of the organization’s internal networks from the Internet seems to be sufficient to
mitigate the risks that stem out from IoT-enabling technologies. Although this is
indeed a step towards the right direction, it can also give a false sense of security,
since an adversary can exploit both physical proximity (e.g. via wardriving/warfly-
ing techniques) and vulnerabilities found on the smart lighting system to extend the
functionality [232] and ultimately exfiltrate valuable corporate secrets via a newly
created, covert channel. Moreover, recent developments due to the pandemic, has
lead many IT administrators to work from home environments thus introducing new,
high-impact attack scenarios that may include home IoT devices such as smart lights.

Risks from public lighting systems are usually overlooked since, no real, high-
profile attacks exist. But as the deployment of these systems grows, it becomes
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Figure 8.5: Threat agents’ risk profile for both cyber as well as cyber-physical attack
path scenarios [262]

more crucial and therefore more valuable. As modern cities embracing technology
at a rapid pace, smart lighting systems can be expected to become more and more
integrated with other building management systems such as HVAC, alerting systems
and other IoT-enabled infrastructure automation components. Ultimately, this means
that smart lighting systems will be an even more tempting target for a variety of threat
agents in the near future.
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CHAPTER 9
E-HEALTHCARE POC VALIDATION SCENARIO

9.1 Test scenario

To further validate the efficiency and accuracy of the proposed methodology and to
prove its effectiveness across different critical environments, we used as a test case a
realistic scenario from the healthcare sector (see Figure 9.1). In particular, we focused
on critical systems and services such as on-line remote healthcare services and near-
patient infusion pumps. We simulated scenarios where the infusion pump is placed
both in a smart home, as well as within a hospital.

In addition, we included various low-importance IoT devices in both environments
such as smart lamps, thermostats and IP surveillance cameras, as well as traditional
ICT systems such as personal computers, network routers and access points. We
defined logical access rules among the devices (e.g. to allow a doctor to monitor and
reprogram infusion pumps via e-health services). In addition, for each device several
well-known CVEs, or in some cases custom CVEs based on previous research were
assigned (e.g. remote takeover of smart lights as described in [233] → CUS-2016-1).
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Figure 9.1: The simulated scenario - Network diagram, CVEs, cyber and physical
proximity [257]
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In order to be as realistic as possible we included popular medical devices and
ICT equipment. In particular, we utilized two infusion pumps, one by ’BD Alaris’1

(near-patient, home) and another one by ’Medtronic’ (in-hospital)2, as well as a pa-
tient monitor (Carescape B450 by ’GE healthcare’3). In addition, we added IoT
devices such as smart lighting systems (Philips), a smart thermostat, an IP-enabled
surveillance camera with infrared interface as well as windows server(s) running re-
mote medical services, network equipment by Cisco and D-Link and home/hospital
workstations running Windows 10.

For each device specific software version(s) based on the Common Platform Enu-
meration (CPE) standard IDs (CPEIDs - see Table 9.1), vulnerabilities, cyber-physical
interfaces, physical location (hospital/home), each device’s interface network and log-
ical access to other devices were assigned. Moreover, network relations (Table 9.2),
network access rules among devices as well as relevant security controls on network
layer (environmental information) were defined. For each interface type, cyber and
physical interaction types, range and type (internal, external) were also identified.
For example, an infusion pump is physical located at the hospital (physical location
type:internal), has one wireless interface (802.11.x) that is connected to an internal
network ((NetID 1), can interact with other devices with interfaces that operate in
the same band (e.g. Philips hue smart lamps - interaction type P3) and is remotely
managed by e-healthcare software (DevID 5). Except from traditional cyber attack
vectors (AV:N/A/L) we also included non-traditional attack methods such as those
described in [119].

DeviceID CPEID DeviceID CPEID

DevID 1 cpe:2.3:o:gehealthcare:carescape b450 monitor DevID 2 1.56.8 r30456 (Philips)

DevID 3 cpe:2.3:h:reolink:rlc-410w DevID 4 cpe:2.3:o:microsoft:windows 10:1909

DevID 5 cpe:2.3:h:loytec:lgate-902 DevID 6 cpe:2.3:o:microsoft:windows server 2016:1903

DevID 7 cpe:2.3:o:netgear:wnr2000 DevID 8 cpe:2.3:h:medtronic:minimed 508

DevID 9 cpe:2.3:h:bd:alaris gs syringe pump DevID 10 cpe:2.3:o:cisco:asa 5512-x firmware:9.12 \(2.12\)
DevID 11 1.56.8 r30456 (Philips) DevID 12 cpe:2.3:h:philips:hue bridge v2

DevID 13 cpe:2.3:h:philips:hue bridge v2 DevID 14 cpe:2.3:o:microsoft:windows 10:1903

DevID 15 cpe:2.3:o:microsoft:windows 10:1703 DevID 16 cpe:2.3:h:cisco:aironet 1800

Table 9.1: CPEIDs for all devices in PoC scenario [257]

Healthcare is an attractive sector for adversaries such as organized cyber crime,
due to the great value of proprietary research data (e.g. COVID-19 vaccine) as well
as patient’s medical information such as Electronic Health Records (EHR) in the
black market whereas healthcare organizations such as hospitals are considered as
‘profitable business’ of ransomware campaigns. In addition, COVID-19 pandemic

1
https://www.bd.com/en-us/products-and-solutions/products/product-families/bd-alaris-pump-module

2
https://www.medtronic.com/us-en/healthcare-professionals/products/neurological/drug-infusion-systems.html

3
https://www.gehealthcare.com/products/patient-monitoring/patient-monitors/carescape-monitor-b450
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increased the need for telehealth services and therefore the interest in dark Web
mentions increased 144% according to a recent threat report [245]. In our threat
analysis we considered several types of realistic threat agents, ranging from highly
motivated adversaries such as cyber criminals, to internal, moderately motivated
and skilled disgruntled employees. In addition, we defined specific motives known
to be applicable to the healthcare sector. Finally, for each motive, we took into
consideration past and present threat reports ( [87, 221, 222, 245]) including recent
reported incidents regarding the healthcare ecosystem such as the one presented in
[244], in order to define the likelihood of each adversary type. We also applied different
likelihood levels for same adversary types depending on the point-of-entry devices’
environment (home/hospital). To test our methodology, we first identify all the cyber
and physical interactions, using all devices in scope as possible targets. Then, we
calculated the attack paths for the three critical target systems: two medical pumps,
one inside the hospital and the other in the home environment (DevIDs 7, 8) and also
an e-health services Web server (DevID 5). We assess the relevant interactions and
we calculated the risk of the attack paths towards all the three predefined targets.

NetID 1 2 3 4 5 6 7
1 N/A ✓ ✓ ✓
2 ✓ N/A ✓
3 N/A ✓ ✓ ✓
4 ✓ N/A ✓
5 ✓ ✓ N/A
6 N/A
7 N/A

Table 9.2: Network access rules [257]

In the attack path assessment phase, we first computed all applicable CVVs of the
initial node of each attack path and then we went on calculating the CV V

(
AP , AV

)
for each attack path scenario. In order to define the applicable threat agents for each
attack path, we compare their characteristics shown in Table 9.3 with each of the
CV V

(
AP , AV

)
exploitability metrics.

To calculate the impact level for each attack path we utilize the vulnerability
impact metrics of the ’Level-1’ interaction of each attack path and apply the se-
curity requirement weights. In particular we defined the latter as C/I/A:L/M/M and
C/I/A:M/H/H for home and hospital infusion pumps as well as C/I/A:H/H/H for e-
health services. In particular, we consider the impact of exploiting a single infusion
pump placed in a home environment to be significant lower than the one of multiple
infusion pumps installed in a hospital whereas the e-health Web services is considered
as a high impact target.
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Adversaries Capabilities Physical/Network Access Level Motives Resources LH

Rights Activist AV:N/AC:L/PR:N/UI:N External 1 Limited L

Disgruntled Worker AV:N,A,L/AC:L/PR:N,L/UI:N,R Internal (Hospital) 1,2 Limited L

Disgruntled Administrator AV:N,A,L,P/AC:H/PR:N,L,H/UI:N,R Internal/Protected (Hospital) 1,2 Moderate L

Business Competitor AV:N/AC:L/PR:N/UI:N,R External(Internet) 1 Significant M

Cyber Criminals AV:N/AC:L,H/PR:N/UI:N,R External (Internet) 3,4,5 High VH/L

Cyber Terrorist AV:N,A,L,P/AC:L,H/PR:N/UI:N,R External/Internal (Hospital/Home) 1,2,4 High M/L

Nation State AV:N,A,L,P/AC:L,H/PR:N/UI:N,R External/Internal (Hospital/Home) 1,2,4,5 Very High L

Motivation: 1=Harm Reputation, 2=Damage/Disable equipment, 3=Financial Gain, 4=Harm Patient(s), 5=Steal Patients’ Data

LH:Likelihood: Hospital/Home, L:Low, M:Moderate, H:High, VH:Very High

Table 9.3: Adversarial model for healthcare ecosystem [257]

Finally, we utilized Table 6.14 from Section 6.8.4 to define the risk level of each
attack path scenario.

9.2 Results analysis

In order to test the performance of the algorithm we first run the simulation for the
creation of interaction tuples using each node as the target device. Table 9.4 sums up
the required time for computing all possible interactions. Then, we proceeded with
the implementation of all of the methodology phases for the three preselected critical
targets.

Target Device 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 sum averg
Time (sec) 1,71 1,46 0,80 1,02 1,04 1,14 1,34 1,40 1,11 0,70 1,19 0,85 1,39 0,84 1,39 1,01 18,40 1,15
Levels 3 6 4 3 3 4 6 5 3 3 4 4 6 4 6 3 N/A 4,19
Interactions 113 142 109 108 76 118 97 75 113 107 124 112 137 109 140 99 1773 120,06

Table 9.4: Interaction modelling calculation time (per target device/total/average)

Interaction modelling and attack path construction phase

Level 1 Level 2 Level 3 Level 4 Level 5 Level 6
Interactions 23 (9 Phy) 87 87 50 1 0
Assessed Interactions 19 (9 Phy) 65 47 50 1 0
Attack Paths (Cyber) 10 47 154 454 688 478
Attack Paths (Cyber-Physical) 8 24 68 171 1 0
AP Scenarios (Cyber) 46 162 514 1555 2283 1603
AP Scenarios (Cyber-Physical) 16 66 246 682 6 0

Table 9.5: Interactions, attack paths and attack path scenarios per interaction level
for all three targets [257]

From Table 9.5, we can infer that our target-oriented approach reduced the mul-
titude of potential interactions of all devices, networks and interfaces for all three
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targets to 245 cyber-physical interaction tuples in total whereas in the vulnerability
assessment of the interaction tuples phase the overall number was further reduced
by 27% (182). From the latter, 2103 attack paths were formed, of which 272 cyber-
physical, for all three targets. Finally, for all the predefined threat agents, 6163 cyber
and 1016 cyber-physical attack path scenarios (mappings of attack paths to applicable
threat agents) were formed and assessed.

Risk assessment phase

Risk analysis of the formed attack path scenarios resulted in a variety of risk levels
ranging from very low to very high (see Figure 9.2). In particular, 75 (1,2%) of the
assessed cyber threat scenarios were characterized as very high whereas the highest
risk level of cyber-physical was high (4% ).

The adversary risk profiles for the healthcare ecosystem paradigm is depicted
in Figure 9.3. By further analyzing the results we defined the AP scenarios that
each device participated either as an intermediate node in the attack chain or as a
Point-of-Entry. As shown in Table 9.6 the devices with IDs 3, 0 and 13 are the top
three devices that are part of, or act as enablers for an AP scenario. In addition,
the aforementioned devices were also the ones with the highest score concerning AP
scenarios with risk levels very high or high.

75

279

5173

636

41

716

218

41

0 1000 2000 3000 4000 5000 6000

Very High
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Figure 9.2: Cyber and cyber-physical attack paths scenarios per risk level

TargetID 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
AP Scenarios 4857 32 4574 4927 709 2458 122 0 2002 2568 288 3199 101 4742 92 2138
As point-of-entry 315 11 762 1016 0 9 24 0 465 2568 230 423 11 562 24 759

Table 9.6: Multitude of AP scenarios per node for targetIDs 5, 7 and 8
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Figure 9.3: Risk profile of each predefined threat agent [257]

Figure 9.4: High impact, IoT-enabled, stealthy cyber/cyber-physical AP scenarios
paradigms from our test scenario [257]

Besides the analysis and ranking of the attack paths and the relevant scenar-
ios, and beyond the ’expected’ high-risk paths, our methodology may assist the risk
assessor to identify underestimated and/or hidden attack paths. We analyse three
characteristic AP scenarios provided by our tool (see Figure 9.4). We deliberately in-
cluded high impact and low probability scenarios, as those are likely to be overlooked
by typical risk assessment methodologies. The first is a stealthy, cyber-physical AP
Scenario of high risk. A cyber-criminal takes advantage of software vulnerabilities on
the hospital’s main router to gain initial foothold, then exploits vulnerabilities found
on IoMT devices (patient healthcare monitors and smart beds) and causes DoS to
multiple IoT-enabled infusion pumps by exploiting the physical proximity of inter-
faces working in the same band frequency). Such an attack path could be part of a
ransomware campaign.

In the second AP scenario, a remote adversary exploits a critical vulnerability

155



found on an Internet exposed IP surveillance camera; then exploits via lateral move-
ment an IoT-enabled healthcare monitor to ultimately to gain access to hospital’s Web
services and exfiltrate sensitive patient data. Finally, the third AP scenario is consid-
ered as a stealthy, high impact - low likelihood scenario. An highly skilled/resourced
adversary (e.g. nation state) targets a home patient: Via war driving techniques she
manages to initially infiltrate the patient’s home network by exploiting vulnerabili-
ties found in smart light bulbs and their controller; Then, she locates the IoT-enabled
infusion pump and by exploiting the device’s existing vulnerabilities threatens the pa-
tient’s life.
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SECTION V

Mitigation and future work



CHAPTER 10
RISK MITIGATION OF IOT-ENABLED ATTACKS

10.1 Mitigating the risks of IoT-enabled attack scenarios

From the analysis of the attack scenarios presented in Chapter 7, it is shown that var-
ious attack patterns are common to many sectors, while other attacks are specific to
a particular domain. Usually, the IoT devices increase the vulnerability level, while
the lack of physical and logical access controls exposes critical systems to threats.
Their inherent security weaknesses stem from their constrained computing capabili-
ties and their poor security design. These features, combined with their connectivity
and functionality capabilities as well as their non-obvious (indirect, subliminal or
hidden) interaction with other systems, are the main reasons for this radical change.
To be consistent with the risk-based assessment methodology presented in Chapter
5.1, we will examine the security controls according to which risk factors they pri-
marily mitigate. Thus, we present security controls based on whether they mainly
reduce the threat, the vulnerability or the impact level. Note, however, that usually
a security control may reduce at the same time multiple risk factors. Therefore, a
mitigation strategy shall methodologically examine alternative strategies based on
various combinations of controls [264] using cost and benefit analysis.

In Table 10.1, we present a detailed mapping of the proposed security controls with
all the characteristics they positively affect as well as which of the examined attacks
could be mitigated (at least partially) for all attack path scenarios. Likewise, for
each security control, we indicate which actors are usually responsible to implement
the control: The system Owner, the system Administrator, the IoT Manufacturer or
finally a Regulator (standardization or governmental body).

By examining Table 10.1, one can infer that some security controls are usually ne-
glected in specific attack path scenarios, and therefore sectors. For example, avoid/-
controlling direct Internet access with the IoT are high priority controls for direct
attack scenarios. Segmentation of internal networks should be a top priority against
indirect attack path scenarios. For no-connectivity scenarios continuous security test-
ing, key management and identifying IoT dependencies are some of the most promi-
nent controls. Las but not least, some controls such as those related with software
security, seem to be of high priority for all attack path scenarios.

10.1.1 Reducing the threat level

The goal of these controls is to increase the access, capabilities and motivation thresh-
old required by potential adversaries to trigger an attack. Since the threat level usu-
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ally depends on the specific system environment, the implementation of these controls
usually relies on the system operator. In particular:

• Limit physical access to IoT: Avoid installing IoT devices in places that
are physically accessible to unauthorized users. Physical access rules must be
enforced on all internal areas of an organization and proper characterization
of security zones must be applied. In particular, state-of-the-art techniques
in limiting access to areas with critical systems (e.g. data centers) may in-
clude proper control mechanisms via the use of keycard-controlled doors and
biometric identification mechanisms. Additionally, restriction policies regard-
ing the entry and exit of personnel/equipment/media must be in place whereas
physical isolation should extend to include locations of network equipment and
cabling (both power and network), HVAC and any other IoT-enabled systems
(e.g. temperature sensors).

• Monitor physical access to IoT: Physical access to IoT devices should be
monitored (e.g. via closed-circuit television cameras and motion detectors),
especially for critical IoT devices that must be installed in places accessible by
outsiders.

• Avoid direct Internet access: Avoid assigning IoT devices with public IP
addresses directly if this in not an absolute necessity. The use of local IPs and
indirect Internet access through a gateway/firewall should be preferred.

• Enforce proxy-based access: Consider access through proxy systems that
provide advanced authentication and authorization capabilities and security pol-
icy enforcement, to “encapsulate” vulnerable IoT interfaces.

• Secure remote access: Addressing risks due to logical access cyber inter-
action types is a much more daunting task, to begin with. Remote manage-
ment of critical systems, which has been on the rise due to the pandemic of
COVID19 resulted in a unprecedented rise of cyber attacks1. Remote access
to IoT devices should be protected with secure authentication and encryption
mechanisms. Especially for Internet access, strong authentication, encryption
and integrity controls should be applied (e.g. use of SSL/TLS, SSH or VPN
protocols), to drastically increase the difficulty for potential adversaries. In any
case, privileged remote access to IoT devices and services must be thoroughly as-
sessed and be submitted under exhaustive security evaluation. State-of-the-art
security countermeasures may include, among others, Multi-Factor Authentica-
tion (MFA) schemes, constant monitoring via the use of Security Information

1
https://www.swissinfo.ch/eng/jump-in-cyber-attacks-during-covid-19-confinement/45818794
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and Event Management (SIEM) systems, application security (e.g. security-
by-design - secure software development), 3-tier architecture, least privilege
principle enforcement on all layers (application database, Web), strict endpoint
security rules and application vulnerability assessments/penetration testing.

• Apply security extensions for link-layer protocols: IoT devices that are
directly connected to critical systems should be configured with the highest
available security level provided by the data link layer protocol used. For exam-
ple, use of the AES in Galois/Counter Mode (GCM)2, to ensure data encryption
and integrity at the same time (by default IEEE 802.15.4 does not apply any
security mode [227]). Another example is the use of security extensions for ad-
hoc networks, such as those described in [68, 219], to deal with wormhole and
sybil attacks.

• Log and monitor access to IoT: Continuously log and monitor access to/from
IoT devices. When possible, use IDS and/or IPS to monitor access to IoT de-
vices and prevent attacks, especially from the Internet.

• Audit access to IoT: Enforce auditing procedures to trace potential attackers
in a timely manner. The last two controls can increase the counter-motivation
of potential adversaries, since with proper logging and monitoring, adversaries
are more likely to be traced. Therefore, a potential adversary will also consider
the potential consequences (e.g. legal), if traced, and not only the potential
gain from a successful attack.

10.1.2 Reducing the IoT vulnerability level

The goal of these controls is to reduce the available attack surface of the IoT devices.
Since the most of the vulnerabilities are inherent to the devices, usually the manu-
facturers are the actors that can implement such controls. Regulator bodies can also
enforce the implementation of such controls. In some cases a proper configuration of
an IoT device by the administrator, may reduce the vulnerability level. In particular:

• Tamper resistance mechanisms: IoT devices should implement mechanisms
to detect and prevent physical tampering. For example, mechanisms that phys-
ically destroy a critical component or that securely delete an embedded crypto
key, if physical tampering is detected. Additionally, IoT-devices that are placed
unattended, in public areas must be placed into protective cases.

2
https://en.wikipedia.org/wiki/Galois/Counter Mode
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• Secure embedded crypto mechanisms: IoT devices should implement tested
and secure crypto algorithms in the proper mode of operation. For example,
although AES is secure, implementations in CCM mode have been found vul-
nerable to cryptanalysis attacks [233].

• Protection from side-channel attacks: IoT devices, especially those in-
stalled in critical premises, should be implement hardware security controls for
protection from side-channel attacks, such as, protection from power analysis
attacks that may leak sensitive information [233].

• Firmware protection mechanisms: The firmware of IoT devices should be
protected from unauthorized access and modification. Techniques like obfus-
cation, packaging and encryption should be used. In addition, security coun-
termeasures such as trusted execution environments (e.g. via code signing -
secure boot process), embedded code obfuscation and Trusted Platform Mod-
ule (TPM) chips can be also utilized to impede access to sensitive information
of an IoT device (e.g. source code, encryption keys, hardcoded passwords).
Furthermore, the adoption of integrated instead of separate memory chips, in
conjunction with the lack of debugging interfaces, can ensure that attempts
aiming at retrieving sensitive information directly from the board components
will result in damaging the chip thus destroying any data it contains.

• Secure firmware update mechanisms: Mechanisms that prevent updating
a device with a tampered firmware should be in place, for example, by allowing
only digitally signed firmware to be installed (e.g. via X.509 digital certificates) .
Security mechanisms must also be in place to ensure that the firmware installed
is the latest one in order to thwart firmware downgrade attacks. Vendors should
also make sure that IoT appliances do not run on obsolete software and security
updates are delivered timely. Additionally, proper informative signs on the IoT
casing and/or systemic alerts should exist in order to ensure that the customer
is aware of the exact time-period, after which, the IoT device is no longer
supported from the official manufacturer.

• Secure OS architecture: Since updating the operating system of IoT devices
is not always possible, their OS should be based on tested, minimized archi-
tectures that provide the least necessary services, to minimize the exposure to
known and future OS vulnerabilities.

• OS hardening: The OS of IoT devices should be configured based on security
hardening best practices and standards when possible, by enforcing mandatory
access control mechanisms and least privilege access. Vendors should avoid
reusing hardcoded passwords among different devices and platforms.
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• Use of secure APIs: When developing application software for IoT devices,
the developers should use only secure and tested APIs that provide tested soft-
ware development libraries and prevent well-known software vulnerabilities (for
instance buffer overflows and use of non-sanitized input).

• Code auditing of application software: IoT applications should be thor-
oughly tested by security experts, prior to the commercial deployment of the
related IoT devices, using software security best practices. In this way, attacks
related with application-layer vulnerabilities, like command injection, would be
avoided.

• Support for network security protocols: IoT devices should implement
at their network stack, at least as optional, network protocols that support
security extensions for encryption, integrity and authentication for all wireless
interfaces at all layers: At the link layer (e.g. the auxiliary security frame in
IEEE 802.15.4), at the network layer (e.g. IPSec) or at the application layer
(e.g. CoAP). Anti-DoS mechanisms on network equipment must also be in
place (e.g. set custom volumetric thresholds for each network service, apply in-
bound/outbound packet filtering, monitor for abnormal network activity, utilize
outsource available specialized security solutions).

• Secure key management: Devices should not rely on insecure key manage-
ment mechanisms, such as the use of a common key embedded by the manufac-
turer in all devices of the same type, but only on tested secure key management
techniques [231].

• Secure key exchange protocols: If key exchanged is based on symmetric
cryptography, IoT devices should implement a secure key bootstrapping pro-
tocol. Key exchange protocols based on public key cryptography should be
preferred. For example, those based on elliptic curve cryptography may be
efficient for various IoT devices [248].

• Device acquiring criteria: The operators should favor IoT devices and ven-
dors that utilize strong security controls, even if this implies some increase of
device acquiring costs.

• Secure change management: The administrators should implement a pro-
cedure to rapidly integrate and deploy software and firmware updates provided
by the IoT vendors.

• Continuous security testing: The administrators should integrate security
testing of IoT devices in their lifecycle, e.g. vulnerability scanning and pene-
tration testing. In particular, IoT devices must undergo an extensive security
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testing in hardware, networks, I/O interfaces as well as application and cloud
API services prior to installation to any secure environment whereas security
assessments must be repeated at regular intervals.

• Security standards enforcement: The regulators and standardization bod-
ies should enforce the use of IoT devices that comply with high security stan-
dards, at least for critical infrastructures and systems. USA, has declared the
Internet of Things Cybersecurity Improvement Act of 2017 3, based on which
NIST has defined a set of security guidelines for IoT devices purchased by the
federal government [80]. Among others, the act defined minimum security re-
quirements regarding vendors: Support of security patching, rely on industry
standard protocols, prohibit hardcoded passwords or have any known security
vulnerabilities. Recent sector/device specific guides such as the ’Cyber Security
for Lighting Systems ’4, released from US Department of Energy, can evaluate
the cybersecurity risks that are associated with IoT devices including common
types of attacks on such systems. Furthermore, a series of standards (UL 2900)5,
that helps improving the security of IoT devices by providing measurable criteria
for the testing of network-connected devices that send, store, or transmit data,
has been developed from the American National Standard Institute (ANSI)6.
Among its publications ENISA has also published a tool7 as well as a Baseline
security recommendations for IoT in the context of Critical Information Infras-
tructures report [234] that aims in presenting a baseline of security measures
necessary for the secure operation of IoT devices that are installed within criti-
cal infrastructures. It focuses on authorization and authentication mechanisms,
data protection and compliance, cryptography, secure interfaces and network
services, privacy by design as well as Third-Party relationships. In addition,
NISTIR 8259 [79] describes basic recommendations to manufacturers, on how
to establish cybersecurity features including the necessary security services to
customers, for IoT devices that are equipped with at least a transducer (sensor
or actuator) and at least one network interface (e.g. Zigbee, WiFi). Further-
more, in NISTIR 8259A [80] authors specify technical baselines in security areas
regarding Device Identification, Device Configuration, Software Update, Data
Protection, Logical Access to Interfaces and Cybersecurity State Awareness.

3
https://www.congress.gov/bill/115th-congress/senate-bill/1691

4
https://www.energy.gov/sites/prod/files/2018/06/f52/cyber security lighting.pdf

5
https://www.shopulstandards.com/Catalog.aspx?UniqueKey=1&Catalog=1

6
https://ansi.org/

7
https://www.enisa.europa.eu/topics/iot-and-smart-infrastructures/iot/good-practices-for-iot-and-smart-infrastructures-tool/
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10.1.3 Reducing the potential impact of connectivity paths

Since in IoT-enabled attacks the impact is usually related with critical systems that
are connected in some way with the IoT device, we examine security controls that
target to identify and “cut-off” hidden and subliminal attack paths. In particular:

• Identify and document IoT dependencies: The dependencies and inter-
dependencies between IoT devices and critical systems should be identified and
documented. For example, how the devices communicate directly with critical
systems, or indirectly through aggregation points that are used for monitoring
and control.

• Re-examine “Bring-Your-Own-Device” policies: Policies like BYOD should
be re-examined to assure that potential subliminal attack paths against critical
systems are not underestimated by the security policy.

• Avoid unnecessary physical proximity: Avoid installing IoT devices phys-
ically near critical systems, e.g. a smart thermostat inside the data center. If
physical proximity is necessary, assure that the IoT devices do not create indi-
rect and/or hidden attack paths against the critical systems [213]. IoT devices
must be installed out-of-range with critical systems that share cyber-physical
interfaces with common inputs/output types. In particular, critical systems
equipped with wireless network interfaces such as WirelessHART should not
co-exist (in-range) with IoT devices that utilize network interfaces with similar
radio frequencies (e.g. 802.11.x, 802.15.4). Similarly, IoT devices with infrared
outputs and/or IoT-enabled robotic machinery with moving capabilities/parts
that can physically destroy/touch a critical component. In cases where the out-
of-range criterion can not be applied, security controls must be in place (e.g. see
also Table 6.10) as well as TEMPEST8 shielding and even the use of Faraday
cages.

• Segment networks to avoid cascading impact: When IoT devices are
installed, examine the network design to assure proper network segmentation.
For example, passive medical devices within a hospital should not be installed
in the same local network with other IT systems. Proper segmentation of net-
works limits the exposure of mission critical systems, since it prevents threats
like malware from easily spreading to mission critical systems. Moreover, it
allows fine-tuning of access control and improves monitoring processes. Specific
network access rules among different network segments must be defined in order

8Telecommunications Electronics Material Protected from Emanating Spurious Trans-
missions
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to ensure that all unused ports are disabled whereas the adoption of Demilita-
rized Zones (DMZs) inhibits any attackers from create direct connections to the
internal industrial networks.

• Favor technology diversity: Technology unification in hardware (e.g. proces-
sors) and network protocols is a cost efficient policy. However it may also mean
that a single self-spreading worm or a hardware vulnerability is applicable to
multiple IoT devices and networks thus leading to cascading effects. When pos-
sible, operators should consider acquiring diverse (but tested) IoT technologies
to reduce this risk. Additionally, the adoption of transparent, open standards
rather than proprietary technology, guarantees that any potential vulnerabilities
can be identified and addressed on time by the security community.

10.2 Mitigating the risk of IoT-enabled attack paths in e-

healthcare paradigm

After calculating the risk for cyber and cyber-physical AP scenarios in Chapter 9, the
assessor can proceeded to the risk mitigation phase. Here, we are going to demonstrate
how one can utilize our methodology presented in the aforementioned chapter in order
to prioritize mitigation actions in the most effective way. In particular, we are going
to first simulate a typical patch scenario where an organization would most likely
implement in order to mitigate these risks: As the first logical step in a typical threat
remediation process is to address the vulnerabilities found at the critical devices
(targets). Therefore, the next stage is to patch the ICT equipment such as servers,
workstations and crucial network equipment. The last step, which is considered as
the most challenging one, is to address the vulnerabilities found on IoT devices.

As depicted in Figure 10.1, after patching all three critical systems there was a
significant reduction from a total of 7179 to 4984 AP scenarios (31%). Especially
for cyber AP scenarios there was a significant reduction (100% for Very High, 25%
for High, 35% for Moderate and Low) whereas there was no reduction to cyber-
physical ones, since, physical interactions with the target system do not usually rely on
software vulnerabilities. During the next stage (ICT patch process), all AP scenarios
related with high risk level were mitigated, leading to a significant reduction from
4984 to just 95 (just 6 cyber and 95 cyber-physical) AP scenarios. The numbers
of cyber-physical AP scenarios where further reduced to just 10 after IoT devices’
vulnerabilities were addressed. The residual risks after the whole patching process
was completed, where mainly due to insider threats that corresponded to adversary
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types such as the Disgruntled Healthcare Systems’ Administrator that has both logical
and physical access to most hopsital’s devices. All of the above are depicted in Figure
10.1.
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Figure 10.1: Risk level and multitude of attack path scenarios per patch level [260]

In order to further improve the mitigation process we can strategically use the
available information from the risk assessment phase. In particular, from the available
information in Table 9.6, we can classify the devices based on the multitude of AP
scenarios (either as intermediate or entry node). We can then choose the first three
devices with the highest score (in this case IDs 3,0 and 13) and apply all security
patches. We then run the simulation and discover a total reduction of 94% (from
7179 to just 396) for all AP scenarios (97% for cyber and 78,5% for cyber-physical).
This, in turn, makes this approach a far more efficient way to reduce risks in terms
of time and effort and can be used when a quick response is of utmost importance.
In addition, an assessor may apply the available information to prioritize the security
countermeasures against specific types of adversaries and/or specific types of cyber
or physical interactions (e.g. mitigate risks from cyber criminals that are able to
physically interact with near-patient medical devices from the Internet).
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10.3 Research and implementation gap analysis

Based on the analysis of the examined cyber attack scenarios in Chapter 7, we sum-
marize the relative research and implementation gaps, in comparison to the existing
state-of-the-art security controls (also see Table 10.2). The inadequate implementa-
tion of security controls is usually due to the lack of security policy enforcement, the
underestimation of the current threat landscape and budget constraints. Although
the available security controls are not always sufficient to mitigate some of the novel
advanced threats, the majority of the attack vectors could be properly mitigated if
the existing security mechanisms and standards were properly implemented. The lack
of regulation that would enforce critical system operators to use security tested, but
usually more expensive, IoT devices also contributes to the implementation gaps.

IoT security is nowadays considered as one of the most active and evolving re-
search domain. However, despite the recent state-of-the-art advances (e.g. [64, 114,
116, 280, 309, 310]) research gaps can be still identified in all the layers of IoT plat-
forms [194]. For example, sophisticated attacks such as [232] demonstrate that ex-
isting physical proximity testing mechanisms, required for some security sensitive
operations like firmware update, can be bypassed. Remote access and control of IoT
devices, especially via cloud-based services [145], also require novel technologies like
Blockchain [32,128], for distributed monitoring and auditing of IoT access. Hardware
layer security research challenges involve, among others, the protection of IoT devices
from novel side-channel attacks, which have been proven hard to deal with. At the
software layer, trending attacks such as ransomware and botnets demonstrate the
challenge for developing novel and effective protection mechanisms.

The constrained environment of IoT devices still requires the design of lightweight
and protocol-specific network security mechanisms and protocols [108,218], including
the support of efficient public key management, despite the recent advances [248].
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Table 10.2: Gap analysis for IoT security: Research and implementation gaps [261]

Group Security controls State-of-the-art
Ideal state
(Research Gaps)

State of practice
(Implementation Gaps)

Physical ac-
cess

- Limit physical access to IoT

- Monitor physical access to
IoT

- Avoid physical proximity

- Standard physical protection
and monitoring mechanisms
may be applied.

- Physical proximity testing
may be required by IoT devices
for some sensitive operations
(e.g. firmware update).

- Recent attacks against cur-
rent physical proximity testing
mechanisms (e.g. [232] demon-
strate the need for further re-
search in this area.

- Physical access protection and
monitoring is not a common
practice.

Logical ac-
cess

- Avoid direct Internet access

- Enforce proxy-based access

- Secure remote access

- Log and monitor access to IoT

- Audit access to IoT

- Current access control
solutions for IoT include
proximity-based, proxy-based
and biometric solutions,
among others.

- Adoption of Security frame-
works [32, 128] that use
Blockchain technology.

- Further research for remote
access control of IoT devices
in cloud-based services is re-
quired.

- There is a need for further
research in authentication and
access control especially for en-
ergy constrainted IoT devices.

- Thousands of IoT devices
worldwide may be remotely ac-
cessed/administered with de-
fault passwords, due to lack of
user awareness and/or defec-
tive policies and procedures.

- Administration interfaces of
(critical) IoT devices may be
directly accessible through the
Internet (proxy-based access
not enforced).

Hardware

- Tamper resistance mecha-
nisms

- Secure embedded crypto

- Side-channel attack protection

- Trusted platform modules as
well as Physical Unclonable
Functions (PUFs) integrated
into the circuit, can support
embedded hardware-based IoT
authentication capabilities [64,
280,309,310].

- Resilience against side-
channel attacks (e.g. DPA/C-
PA/Photonic) [114,116].

- H/W integrity checks [117]
represent some of the current
active research challenges for
tamper resistance and H/W se-
curity.

- There is a need for novel secu-
rity mechanisms against side-
channel attacks.

- Strong hardware-layer secu-
rity mechanisms are not a com-
mon practice, due to the extra
costs.

Software

- Firmware protection

- Secure FW update

- Secure OS architecture and
hardening

- Secure APIs

- Code auditing

- State of the art mechanisms
include firmware signing, code
obfuscation, protected boot
process, secure coding and
compiling techniques [161] and
cloud services security (e.g.
[145]).

- There is a need for novel cross-
layer SW protection mecha-
nisms of IoT devices (e.g.
against ransomware attacks
[212,296]) and platforms [194].

- Software vulnerabilities, espe-
cially in low cost IoT devices,
are commonly caused by non-
tested development APIs.

- Existent cross-layer vulnera-
bilities affect the software layer
(e.g. weak tamper resistance
may lead to firmware/OS tam-
pering via unprotected debug-
ging ports [31]).

Network

- Link-layer security extensions

- Network-layer security proto-
cols

- Secure key exchange and man-
agement

- Network segmentation and ar-
chitectures

- Existing key management
schemes and public key prim-
itives for IoT can be found
in [231,248].

- Standard end-to-end security
protocols, such as IPSec, may
be applied through header
compression.

- Securing IoT specific proto-
cols at the routing layer (e.g.
RPL) and at the application
layer (e.g. CoAP) are open
challenges [108,218].

- There is a need for further re-
search for lightweight cryptog-
raphy and key management for
IoT devices.

- Novel network architectures
are needed for increased
resilience to cascading IoT-
enabled attacks.

- Network-layer security mech-
anisms are commonly not sup-
ported by the device and/or
not configured by the device
operator.

- Key management may rely on
the use of a common (embed-
ded) key for all the devices of
a certain type, or on default
keys.

Procedures

- Secure change management

- Device acquiring criteria

- Continuous security testing

- Security standards enforce-
ment

- Identify IoT dependencies

- Re-examine BYOD policies

- Favor technology diversity

- Generic IT security manage-
ment standards (such as [38,
235]) can be applied.

- Sector-specific standards are
being developed (e.g. [15]).

- Advanced methods for threat
modeling based on dependency
analysis are required.

- There is a need to develop
targeted security standards for
IoT devices and sectors.

- The lack of standardization
and regulation greatly con-
tribute to the increase the se-
curity implementation gaps.
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CHAPTER 11
CONCLUSIONS, LIMITATIONS AND FUTURE WORK

11.1 Conclusions

The goal of this thesis was to showcase the risks that stem out from the IoT-CI
interactions and to address existing research gaps related with the identification and
assessment of IoT-enabled, cyber-physical attack paths against critical infrastructures
and services. To achieve this, first we identify IoT-enabled attacks by surveying both
the relevant literature and real security incidents, as presented in Chapters 3 and 4.
Then, in order to model the criticality of such attacks, in Chapter 5 we have developed
a high-level security assessment framework, which is applied in the aforementioned
attacks (Chapter 7). From the IoT-enabled attacks examined one can infer that direct
attack scenarios favor SCADA environments and other target devices with interfaces
that have direct Internet access. Indirect attack scenarios are most common in the
transport and healthcare sectors. Additionally, attacks due to physical proximity fall
into the category of ‘direct’ attack scenarios, since, the IoT device interacts directly
with the target. Off-the-shelf smart home devices are usually responsible for all ‘no-
connectivity’ attack scenarios, since they do not require any indirect or direct access
with the target system. All of our assessed attack scenarios were characterized as of
Moderate (39,1 %) and High (60,1 %) critically. The high rating is partly due to the
application the highest possible impact in our analysis, as an attempt to capture the
worst-case scenarios of such attacks.

In order to address the limitations presented in Subsection 2.2, in Chapter 2,
we presented a low-level RA methodology. In particular, the latter takes as inputs
IoT/ICT devices/interfaces, networking, location, physical - logical access and prox-
imity in order to construct interaction lists in an source-driven, target-oriented ap-
proach. Then, in order to reduce both complexity and false positive results it utilizes
existing vulnerabilities and environmental security controls to validate each identified
interaction based on predefined criteria. In order to construct complex, cyber-physical
attack vectors a recursive algorithm is applied to all assessed interaction lists. Finally,
based on the existing vulnerabilities of the initial (point-of-entry) node, the business-
wise impact of the target device and the threat likelihood of the corresponding threat
agents, the overall risk is calculated for all individual attack vectors (AV). Addition-
ally, a tool is developed and used to test the efficacy of the proposed RA methodology
in IoT-enabled, PoC scenarios in healthcare and Smart City environments (Chapters
9 and 8).

From the analysis of the results presented in Section 8.4, it is possible to infer that
the majority (73 %) of the smart-light enabled attacks in the Smart City PoC scenario
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were cyber-physical mainly due to the proximity of wireless, shared-spectrum, net-
work interfaces ( [213]) and functionality attack scenarios presented in [232]. On the
other hand, in the healthcare PoC scenario the percentage of the latter represented
just the 14,2 % of all attack paths, since, targets in the assessment scenario included
and ’conventional’ ICT systems such as EMR/EHR servers. The analysis of attacks
presented in Chapters 3, 4, 8 and 9 showcased, except from cyber attack scenarios,
several stealthy, cyber-physical, high criticality/risk attack paths as well. In partic-
ular, a closer look, revealed attacks in which the adversary could physically interact
with the target system from a remote location (e.g. via the Internet). This is feasible
mainly due to existing vulnerabilities found on the intermediate/initial nodes, the
indirect connectivity among IoT/ICT enabling technologies, the proximity of wireless
of IoT network interfaces that utilize the same spectrum (e.g. WiFi/ZigBee 2.4 GHz)
with critical systems and/or the functionality features of IoT physical interfaces (e.g.
by utilizing the available luminosity levels of a smart light bulb).

Finally, in Chapter 10 we apply the taxonomy presented in Chapter 5 to categorize
proposed security controls in order to reduce the threat, vulnerability and/or impact
level. Additionally, we utilize the results from our PoC scenarios in order to showcase
the benefits of our low-level methodology when developing mitigation strategies.

11.2 Research limitations

During the development of our RA methodology we encountered multiple challenges,
some of which we managed to address whereas several others can still be considered as
open challenges. Limitations of this work may include, among others, the following:

No support of physical interaction types among intermediate nodes: The
methodology does not examine how an adversary can exploit physical proximity in
order to pivot through IoT/ICT devices, since, physical interaction types are only
defined for direct (Level-1) ones with the target system.

No support for logical dependencies among IoT/ICT systems: Logical de-
pendencies among traditional ICT systems and glsIoT devices during the interaction
modelling and assessment phase are not examined.

Lack of software security control assessment: Although environmental infor-
mation is taken into consideration during the evaluation process, it is mainly focused
to network security controls and does not takes into consideration software security
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controls that could limit the amount of damage (impact) each vulnerability delivers
to the corresponding device.

Limited vulnerability chaining: Serial exploitation of existing vulnerabilities is
supported only for a specific set of vulnerabilities.

No support for reverse attack paths: During the construction of attack paths
the recursive algorithm presented in Subsection 6.7 does not calculate the reverse
interaction attack paths(Level n-1 interactions → Level-n attack paths).

11.3 Future work

Future work should include the extension of the methodology in order to include logi-
cal interdependencies among IoT/ICT systems as well as physical interactions during
the intermediate stages (propagation phase) of an attack scenario. Additionally, more
actions must take place in order to further improve the automation of the initial pro-
cess of collecting the required information via the use of software tools, since, even
partially manual construction of the lists of assets and their corresponding interfaces,
software, networks and proximity characteristics can be proved quite challenging in
large, complex corporate environments.

Moreover, research is required in order to further automate the interaction assess-
ment process regarding the identified SW and its corresponding vulnerabilities. To
address this issue, we plan to develop our tool so as to include such feature in the near
future. Regarding the vulnerability assessment, more vulnerability combination and
chaining techniques must also be added to the methodology. For example, to include
more realistic attack techniques, the Adversarial Tactics, Techniques, and Common
Knowledge (ATT&CK) could be used to enrich the attack methods regarding the
simultaneous exploitation of different vulnerability vectors. To address limitations in
threat modelling identification and automation process, we have recently proposed
an ontology that can unify information from an extensive collection of known cyber-
security datasets, semi-structured or unstructured (text) data from public security
reports and environmental security information. The latter is gathered from network
security tools and can be applied to networks and systems under assessment including
information about threat actors and valid users of existing infrastructures [112].
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