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Abstract

Depression, also known as major depressive disorder, is a major mental health disorder
that is affecting ever more lives worldwide. It has a negative impact on the emotional,
physical, and psychological state of a person. For a person to be diagnosed with
depression, a series of tests must be performed while a series of symptoms must be
present for at least 2 continuous weeks. Depression’s most common symptoms include
feelingdown or feelingworthless,lack of interestin daily activities, anxiety, irritability, and
reduced appetite. However, depression is possible to cure, and early detection increases
exponentially the possibility of controlling the condition.

The complexity of the depression recognition process poses challenges for clinicians
regarding both the accuracy of the diagnosis and the timely treatment, given that the
disease can be undiagnosed for many months or years, and the fact that delays in the
recognition and the treatment can be vital on the life of the patient. To that end, machine
learning has been introduced to the medical fieldto provide tools capable of enhancing
the time needed as well as the accuracy and precision of the recognition process, while
minimizing human interference.

For this purpose, this thesis studies the use of machine learning models for Depression
Recognition usingaudio datafrom the widely known database DAIC-WOZ which contains
clinical interviews designed specifically to supportthe diagnosis of psychological distress
conditions. Regarding the audio information, the collaborative voice analysis repository
(COVAREP) features provided by the dataset were used. Classification is performed
using the following models Decision Tree, Random Forest, AdaBoost, Support Vector
Machine, and Multilayer Perceptron. AdaBoost achieved the best results and is
considered a good model for depression prediction.



MepiAnyn

H katdOAiyn, yvwoTh €1miong wg peidwv KAatabAITITIKA diatapayxr, €ival Pia onPavTikn
dlaTapaxr WUXIKNG UYEIQG TToU TTNPEEACEI OAO Kal TTEPIOOOTEPES CWES TTAYKOOUIW G. 'EXEl
apvnTIKO QVTIKTUTTO OTn OuvaioOnuaTIKA, CWHATIK Kal YuxXoAoyIKA KatdoTtaon &vog
arépou. MNava diayvwoTei Eva ATOPOo e KATABAIWN, TTPETTEI va TTPAYMATOTTOINOE Yo og1pd
eCETACEWY, EVW MIO OEIPA CUUTITWHATWY TTPETTEI VA €ival TTapouoa yia TOUAdyIoTov 2
ouvexeic efOouades. Ta MO Kolva CUUTITWPOTA TNG KATABAIwNnG TrepIAauBAVOUV KOKA
0100eon, «aqioBnon ameAmioiag, EANEIPn  EVOIOQEPOVTOG  YIO  TIG  KABNUEPIVEG
dpaoTNPIOTNTEG, AYXOG, EUEPEBIOTOTNTA, KAl NEIWPEVN Opegn. QOoTOOO0, N KATdBAIwn cival
duvaTdv va BepatreuTei Kal n €ykaipn avixveuon aufdvel eKBETIKA Tn duvatoTnTa eAEyXOU
NG KaTdoTAONG.

H 1mToAuttAoKOTNTO TNG dladikaoiag avayvwpiong TG KataBAiyng B€Tel TTPOKAACEIS yia
TOUG KAIVIKOUG 1aTPOUG OO0V apopd TOOO TNV akpifeia TG didyvwaong 600 Kal TNV £yKaipn
Bepartreia, dedopévou OTI N acBéveia pTTopei va gival adidyvwaoTn yia TTOANOUG Jrveg A
aKOPN Kal Xpovia, Kabwg Kal To yeyovog 0TI Ol KABUOTEPAOEIC OTNV avayvwPICT Kal T
BepaTreia utTopEi va gival wTIKAG onuaciag yia Tn {wr) Tou aoBevoug. Na To OKOTTO auTo,
N JMNXaviki JAnon €xel eicaxbei oTov 1aTpIKO TOUEA YIa VO TTaPEXEl EpyaAEia IKava va
BeATILWOOUV TOV QTTAITOUPEVO XPOVO KaBWG Kal Tnv akpiBeia ¢ dladikaoiag
avayvwpiong, EAaxIoToTToIVTAG TTAPAAANAa TIG avBpWTTIVES TTAPENPOAEG.

lNa 10 okoTrd auTd, N TTAPOUCA TITUXIAKN EPYOCia JEAETA Tn XPAON MOVTEAWYV PNXAVIKAG
MGBNOoNG yia TNV avayvwpion TG KAatabAIyng XpnoIPOTToIWVTAG NXNTIKA dedopEva atTd
v yvwoTh Bdon dedopévwy DAIC-WOZ, n otroia TrepIEXel KAIVIKEG OUVEVTEUEEIG TTOU
éxouv oxediaoTei €10IK& yia va uttooTnpi¢ouv TN dIdyvwon KaTaoTACEWY WUXOAOYIKNAG
duopopiag. Ooov agopd TIG NXNTIKEG TTANPOYOPIES, XPNOIUOTTOINBNKav o1 duvaTdTNTEG
TOU ouvepyatikou atroBetnpiou avaluong ewvrig (COVAREP) tmou trapéxovtal atrd 1o
dataset. H Tagivounon TTPAyMOTOTIOIEITAI XPNOIMOTIOIWVTAG TA TTOPAKATW MOVTEAQ
Decision Tree, Random Forest, AdaBoost, Support Vector Machine and Multilayer
Perceptron . To povtéAo AdaBoost TTETuxe Ta KOAUTEPA aTTOoTEAEOUATA KAl BewpEiTal Eva
KOAG PovTEAO yia TNV TTPORAEWN TNG KOTABAIWNG.
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1. Introduction

1.1. Motivation

Depression is a serious mental health disorder that affects the way people think and
behave. According to the latest information provided by WHO, it is estimated that 5% of
the world’s population is affected by depression. Some of the most common symptoms
of depression can be the loss of interest in everyday activities, feelings of
worthlessness, sadness, sleeping and eating disorders, or even thoughts of suicide, as
stated by WHO. In worst cases, depression can lead to suicide. More than 700,000
suicide deaths are reported each year due to depression, while itis one of the leading
causes of death among people between the ages of 15 to 29. [WHO-Depression]

Depression recognition is the problem of identifying signs of depression in individuals.
Depression can be detected in people’s speech, their use of language, or even their
facial expressions. Naturally, the process of diagnosing depression is a difficultand
complicated task, given that depression can affect each person in differentways. Both
the symptoms as well as their severity and duration can vary from person to person. For
instance, some people might experience mood changes and get angry and anxious,
while others mightbe unable to make decisions. This process is thus subjective to some
extent and the need to develop intelligent systems to help decision-making when it
comes to depression is considered of great importance.

Given the growing amountof online available data, the prospects to perform data-driven
analyses and developing complex algorithms to assist specialists in psychology, study
depression and improve clinical methods and protocols are very promising. Depression
diagnosisis a time-consuming process as specialists must consider patients’ symptoms
and medical history, similar disorders, and possible treatment all at once in order to
provide an established diagnosis. Al systems, on the other hand, can process an
enormous amountof data in a short time, meaning that provided the therapy sessions,
an algorithm will be able to provide faster a recommendation on the diagnosis, that
doctors will then evaluate and eventually use. It comes with no saying that the
recognition of depression will be more accurate when the models can leverage both the
linguistic information as well as the vocal cues and facial expressions, which have a
major contribution to the recognition procedure.

Developing systems that are able to understand the behavioral functioning of individuals
and predict their depression status, is a challenging task with a lot to offerto the medical
society. Thisthesis focuses on the use of well established machine learning methods
and provides them with audio data so as to train the models to recognize depression.
The machine learning models used are Support Vector Machine, Decision Tree,
Random Forest, AdaptiveBoosting and Multilayer Perceptron.



1.2. Structure

The structure of the thesis consists of five chapters, where each one contributes to a
better understanding of the final results. The remainder of this thesis is organized as
follows:

Chapter 2 starts by introducing machine learning methodologies, followed by an
extensive overview of depression and all the differenttypes of depression that a person
can suffer. Additionally, some statistics are listed to emphasize the importance of thistype
of mental health condition. Following that, information about the Patient Health
Questionnaireis provided along with a sample of the questionsandthe score calculation.
After introducing depression, the nextmajor characteristic this thesis is based on, sound
is presented. While basicknowledge of sound and speech is described, most of the sound
attributes and audio features that contribute to the necessary steps for the recognition
process are extensively analyzed and depicted so as to give a better understanding of
the fundamentals. Concluding this chapter, some of the existing studies thatfocus on the
recognition of depression from data that derives by any means are presented.

In Chapter 3 the general machine learning methodology is presented along with some of
the most common techniques followed. An overview of machine learning models that fall
underthe supervised machine learning method is provided along with some of the most
common metrics used to evaluate the ML models.

In Chapter 4 the dataset is introduced along with some statistics that help to understand
it better. Subsequently, an extensive analysis of the depression recognition methodology
followed in this thesis is presented. More specifically, given that the dataset that will be
usedin thisthesisis created under a specific protocol the most important step in the pre-
processing phase includes the removal of the speech segments where Ellie, the virtual
interviewer is talking. Finally, the optimal parameters for the following models are
presented: Decision Tree, Random Forest, AdaBoost, LinearSVC and MLP.

Chapter 5 includes the results of the depression recognition along with detailed
comments on the evaluation metrics of each algorithmthat was performed.

Finally,in Chapter 6 a summary of the findingsis presented, as well as suggestions for
furtherinvestigation on the recognition of depression through the medium of sound.



2. Background and related work

2.1.Machine learning

The subfieldthataccountsforthe vast majority of achievementsin thefieldin recentyears
is Machine Learning (ML). That is also the reason why most people confuse Al with
Machine Learning. While Alis described as giving machines human like intelligence, ML
is focused on giving them the ability to learn withoutany human intervention.

The roots of ML can be found during WWII, when Alan Turing worked on cracking the
German Enigma machine. The Turing Test, a test proposed by Alan Turing setting the
gquestion “Can Machines Think?”, states that in order for a machine to be considered
intelligentit has to be indistinguishable from human intelligence, as in, the human would
not be able to understand if he interacts with another human or a machine. [43] Later,
Arthur Samuel, a pioneer of the field, who in 1959 developed one of the world's first self-
learning systems, coined the term “machine learning”[62] where he states that

“A computer can be programmed so that it will learn to play a better game of checkers
than can be played by the person who wrote the program.”

as well as

“Programming computers to learn from experience should eventually
eliminate the need for much of this detailed programming effort.”

Given the availability of large datasets as well as the improvement of computational
techniques, Machine learning has now come to adapt in almost every sector imaginable.

Machine learning uses programmed algorithm which analyses the inputdata in order to
learn and give accurate predictions. Depending on the way the algorithmlearns, they can
be categorized in four types: supervised, semi-supervised, unsupervised and
reinforcement

2.1.1. Supervisedlearning

The most common type of machinelearningissupervisedtraining.In supervisedlearning
the algorithm s trained by example, meaningitis given a known dataset with labeled data
which includes the inputs and outputs. Even though the data are already known, the
algorithm has to identify on its own the patterns, learn from the observations and fin ally
reach to the most accurate prediction. To do so, it is going through a training process



which includes a small part of the original dataset, the training dataset. When the training
data are fed to the algorithm it adjusts the weights and tries to predict the output data.
The weights are then updated as part of the cross-validation process to ensure that the
model will avoid overfitting or underfitting. This process is repeated until the algorithm
achievesthe highestlevel of accuracy. Atthe end of the training process the algorithmis
tested on the rest of the dataset and as so it continues to learn discovering new patterns
from new data.

There are two main algorithms usedin supervisedlearning: Classificationand Regression
algorithms. Both are used for prediction but the difference between themisin the outputs,
classification problems have classes or categories as outputs while regression problems
have real numbers as outputs, whether positive or negative.

In a classification model the task is to approximate a mapping function from input
variables to discrete outputvariables. The model trains itself using the training dataset
and tries to find the best pattern to classify the inputdata to the specific class labels. To
have the best possible accuracy, the training data must include a sufficient amount of
data for all given labels, as well as cover all possible scenarios. Once the model has been
trained, it is of major importance to evaluate the classification by analyzing its accuracy
and efficiency. The evaluation of the classification prediction model can be estimated in
many ways, but one of the most common ones is to evaluate the model based on the
predicted classes with classification accuracy. Accuracy is the ratio of correctly predicted
observations to the total observations of the dataset.

Some of the most common algorithms used in supervised learning are Logistic
Regression, Support Vector Machines, Random forests, Naive Bays, Decision trees and
Neural Networks.

On the other hand,regression attempts to determine the correlations between dependent
and independentvariables. The goal of a regression model is to approximate a mapping
function frominputvariablesto a continuous outputvariable. Followingthetraining, some
of the most common metrics that are used to evaluate the prediction are:

Mean Squared Error (MSE), which calculates the deviation between the predicted and
the actual value.

N
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Root Mean Squared Error (RMSE), an extension of MSE.
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Mean Absolute Error (MAE) that calculatesthe absolute difference between the predicted
and actual values. As in RMSE, in MAE the units of the score are also in the same unit
as the output variable.

N
1
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Some of the most common algorithms used in regression are Linear Regression,
Polynomial Regression and Support Vector Regression.

2.1.2. Unsupervised learning

Unsupervised learning is a machine learning technique which implements a totally
different approach where the machine is made to learn by itself without any human
intervention. The model uses unlabeled data to learn by detecting patterns and analyzing
the given data in order to obtain the correlations and relationships amongthem so they
can be properly clustered or arranged in a more organized way. Unsupervised leaming
Is a perfect fit when dealing with customer segmentations, exploratory data analysis, and
image recognition. One of the most important unsupervised learning methods is
clustering.

Clustering is referring to the technique in which unlabeled data are grouped together
(clustered) based on their similarities or differences. The most common as well as the
most used clustering algorithm is k-means clustering as it is known to return more
accurate results in a short period of time compared to other clustering algorithms. In k-
means, there can be several variations, but the principal remains the same for all
algorithms: n observations are grouped intok clusters based on their distance. Each data
pointis assignedin one of the k groups. The clustering is based on feature similarity so
the distance between each data point to the k cendroids is calculated using Euclidian
distance and the data points are later re-assigned to the nearest cluster. The process
repeats until there is no re-assignmentrequired.

Unsupervised learning can be utilized also for association and dimensionality reduction.

2.1.3. Semi-supervised learning



As machinelearningbecomesa necessity andis nowadays of great helpin many sectors,
the disadvantages of supervised learning are causing a significant problem. The lack of
large amounts of labeled data, as well as the valuable time needed to label data, whether
that's from human hands or machines, are leading to an increased use of semi-

supervised learning.

Semi-supervised learning is a technique which takes advance of the benefits of the two
machine learning models mentioned above. During the training process, the algorithm is
trained using a combination of a small amount of labeled data (supervised learning) and
a larger amountof unlabeled data (unsupervised learning). When given the labeled data
the algorithm trains itself and thus creates a partially trained model. The new model will
later label all the unlabeled data that were given resultingin a new set of “pseudo-labeled”
data. The two datasets are linked and trained resulting in reduced errors and improved
accuracy of the model.

Semi-supervised learning can be used both in classification and clustering algorithms.

2.1.4. Reinforcementlearning

Inspired by the field of behaviorist psychology, reinforcement learning is a learning model
where the algorithm gets trained based on a system of rewards and punishment. While
in supervised learning the model is trained on labeled data, in reinforcementlearning the
model is bound to learn by itself using trial and error to reach optimal results. The
algorithm enables an agent that gets trained by exploring different paths to solve a
problem using constantfeedback for its actions. The agentis given either a reward or a
punishment depending on its actions forcing it to continuous learning. This way, even
though the model was originally given limited information ends up with superhuman skills
achievingthe optimal solution. The goal of the agentin this process, is to increase its total
cumulative rewards, so as be able to compile sophisticated tactics in any environment,
no matter how uncertain or complex.

2.2. Depression

Depression, also known as Major depressive disorder (MDD), is a mental health disorder
that negatively affects the everyday life of the individual suffering from it. Itis a common
but serious disorder that impacts the individual emotionally, physically as well as
psychologically. People suffering from depression usually experience feelings of
sadness, anxiety, loss of pleasure or interestin normally enjoyable activities and reduced
self-esteem. They are prone to sleep disturbances as they might find it difficultto sleep



or wake up and have pessimistic views of the future. They may suffer from suicidal
thoughts and develop slowed thinking, speaking or body movements [29] [55]. Even
thought,those symptoms can also be associated with sadnessor grief, depression differs
in many ways from the grieving process one goes through when dealing with the death
of aloved one or the loss of a job. [55]

While Major Depressive Disorder is one of the most common disorders, there are various
kinds of depression. The Diagnostic and Statistical Manual for Mental Disorders (DSM-5-
TR) divides depression into two basic categories: Bipolar Disorder and Unipolar
Depression.

Although bipolar disorder differs from depression, it is includedin this listas those who
sufferfrom it can have depressive episodes. Bipolar disorder causes mood and energy
shiftsfrom overly elated and elevated mood, also known as manicepisode, to depressive
lows. Sometimes manicanddepressive symptoms may be experienced at the same time,
which iscalled a mixed episode. Given the mood changes,the disorder can be separated
in three forms: [20] [76]

1. Bipolar | disorder, where at least one manic episode that lasted at least seven
days has occurred, or caused the need for hospitalization

2. Bipolar Il disorder, where a combination of a depression episode and a
hypomanic period occurs.

3. Cyclothymic Disorder (also called Cyclothymia), where there are periods of
hypomanic along with periods of depression that last for at least 2 years.

Unipolar Depression also known as Major Depressive Disorder is mainly focused on
the “lows”, the negative emotions a person is experiencing. According to the DSM-5 the
diagnostic criteria for major depressive disorder require five or more symptoms to be
present during the same 2-week period, most of the day, nearly every day while at least
one of the symptoms must be depressed mood or loss of interest/pleasure. The
symptoms of MDD that are in the diagnostic criteria include: [75] [40] [31]

depressed mood (or irritability in children and adolescents)
decreased interest or pleasure in daily activities
weightloss or gain or a noticeable change in appetite
difficulty sleeping or sleeping more than usual

noticeable changes in physical movements

fatigue or loss of energy

feeling worthless orinappropriately guilty

difficulty thinking and concentrating

thoughts of death or suicide

©OoNOOGOR~WOWNE



MDD is also divided into subtypes — called specifiers, depending on the duration of the
diagnosis and the defining characteristics of each one. Some of those are mentioned
bellow:

1. Persistent depressive disorder, also called dysthymia.
This type refers to a depressed mood that lasts for at least two years however it
does notreach the intensity of MDD and thus might also be referred to as “high-
functioning” depression. [70] The patientis able to function day to day but finds it
difficultto feel happy even on joyful occasions. Some other symptoms are low self-
esteem, hopelessness, low energy, poor concentration or difficulty making
decisions or sleep changes. [75] [52] [76]

2. Seasonal affective disorder (SAD)
Depression symptoms occur seasonally, and usually during autumn or winter
months, when there is less sunlight. For a patient to be diagnosed with SAD,
symptoms must be presentfor 2 consecutive years during a specific season and
a full remission (or a shiftto mania/hypomania) must happen at a characteristic
time of the year. [70] [75] [52] [76]

3. Postpartum depression
Although women are at higherrisk for general depression, they are also at risk for
postpartum depression, also called perinatal depression, which is influenced by
reproductive hormones. Women during pregnancy or in the first 12 months after
delivery sufferfrom major or minordepression episodes. Symptoms include feeling
depressed most of the days, feeling distant from family and friends, loss of
interests, feelingtired or irritated and having feelings of anxiety or panic attacks.
[70] [52].

4. Psychotic depression
This type of depression can be developed when a person has severe depression
episodes in addition to some form of psychosis, like delusions or hallucinations.
[52].

Depression can affectanyone, atany age, butit often begins atadulthood [52]. In the US,
roughly 21.0 million people experienced atleast one episode of depression in 2020 Figure
1. [46] It can be triggered by a single factor or a combination of genetics, biological,
biochemistry, environmental, and psychological factor. For some people, major life
changes or traumatic events, like a bereavement or giving birth, can be the cause, while
for others low self-esteem or the exposure to violence, neglector abuse can make them
more vulnerable to depression. Furthermore, depression can run in the family, butit can
also be caused by differencesin certain chemicals in ones’ brain due to illness or even
medications. [21] [55]



Even though depression is a disorder thatis hard to endure, itis among the most treatable
disorders. With an estimation of an 80% to 90% of the people will depression eventually
responding to the treatment, even the most severe cases can be treated. Depending on
how severe the disorder is, there will be a differentapproach to treatment. Certainly, the
earlier the treatment begins, the more effective it is. Treatment usually involves
psychotherapy, medication, or a combination of the two. Psychotherapy also known as
“talk therapy” includes methods such as cognitive behavioral therapy (CBT) and
interpersonal therapy (IPT) while antidepressants mightbe prescribed as to improve the
way the brain used certain chemicals to control mood or stress. For the most severe
cases, that do not respond to other treatment, brain stimulation therapies such as
electroconvulsive therapy (ECT) can be reserved. [52] In addition to the above suggested
methods, small changesin the lifestyle and the mindset such as exercising and setting
realistic goals, can contribute to the treatment process.

Depression affects about 1 in 15 adults and 1 in 6 people will experience depression at
some time in their life. [32]

However, it has to be mentioned that there are some studies indicating thatthe DSM is
leading to misdiagnosis. [48]

Past Year Prevalence of Major Depressive Episode Among
U.S. Adults (2020)

Data Courtesy of SAMHSA
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Covid-19 has definitely affected the mental health of people across the globe. A recent
study [54] has concluded that duringthe COVID outbreak, depression prevalence was
approximately 7 times higherthan in 2017, which is the last global estimated prevalence
of depression. However, they highlightthe need interpretation with the results. WHO has
also published a brief regarding the impact of the COVID-19 pandemic in mental health
which comes to the conclusion that “Evidence suggests the pandemic and associated
PHSMs have ledto a worldwide increase in mental health problems, including widespread
depression and anxiety”. [25]

22.1. PHQ-8

Given the need to measure the severity of depression, many scales/methods have been
developed. The eight-item Patient Health Questionnaire depression scale (PHQ- 8) is
established as a valid diagnostic and severity measure for depressive disorders in large
clinical studies. Patient Health Questionnaire is a test that determines if somebody is
depressed based on a series of questions and it corresponds to the DSM-IV major
depressive disorder criteria. In the dataset used in this thesis, instead of the PHQ-9, the
PHQ-8 is used. The PHQ-8 is identical to the PHQ-9, but with the suicidal ideation
guestion removed for ethical reasons.

The respondent of PHQ-8 is asked specific question in which he has to reply giving the
number of days in the past two weeks he/she has experienced particular depressive
symptoms. The responses are separated into three categories, 0 to 1 day="not at all”, 2
to 6 days="several days”, 7 to 11 days="more than halfthe days”, and 12 to 14 days="

nearly every day,”, each one assigned with a point (0-3). The questions are the following:

1. Little interest or pleasure in doing things

Feeling down, depressed, or hopeless

Trouble falling or staying asleep, or sleeping too much

Feelingtired or having little energy

Poor appetite or overeating

Feeling bad about yourself — or that you are a failure or have let yourself or your

family down

7. Trouble concentrating on things, such as reading the newspaper or watching
television

8. Moving or speaking so slowly that other people could not have noticed. Or the
opposite — being fidgety or restless that you have been moving around a lot more
than usual

o0k wnN



The total score, which can be between 0 and 24 points, is determined by adding together
the scores of each item as presented in Figure 2. A total score of 0 to 4 represents no
significant depressive symptoms, a total score of 5 to 9 represents mild depressive
symptoms, a score of 10 to 14, moderate, 15 to 19 represent moderately severe and 20
to 24 represent severe depression symptoms. [68] However, as mentioned before, there
are two ways for a person to be diagnosed with depression, 1. the first or second item
must be present for “more than half the days” and at least 5 of the total symptoms must
be present “more than half the days”, 2. Get a total PHQ-8 score of 210.

Table 2. Distribution of PH&-% Scores According to
Depression Diagnostic Status®

Major Other No
Depressive Depressive Depressive
Disorder Disorder Disorder
Level of DEpI‘GSSiOI‘I (N=41) (N = 65) (N = 474)
Severity, PHQ-9 Score n (%) n (%) n (%)
Minimal, 0-4 1(2.4) 81(12.3) 348 (73.4)
Mild, 5-9 4 [9.8) 23 [35.4) 93 (19.6)
Moderate, 10-14 8(19.5) 17 (26.1) 23 (4.9)
Moderately severe,
15-19 14 (34.1) 14 (21.5) 811.7)
Severe, 20-27 14 (34.1) 3 (4.6) 2(0.4)

* Depression diagnostic status was determined in 580 primary care
patients by having a mental health professional who was blinded to
the PHQ-9 score administer a structured psychiatric interview.

Figure 2 Distribution of PHQ-9 Scores

2.3. Sound

Sound is produced by vibrating objects. Sound sources, like tuning forks, the strings on
a guitar, the larynx etc. vibrate and those vibrations cause particles in the surrounding
medium to oscillate and push on the particles near them. This disturbance changesthe
state of the mediums pressure in the local region creating a sound wave.

Soundwaves can be categorized into three categories: longitudinal waves, mechanical
waves, and pressure waves. In a longitudinal wave, the particles are moving in a parallel
direction to the wave movement A mechanical wave is a wave that depends on the
oscillation of matter, meaning that it transfers energy through a medium to propagate. A
pressure wave, or compression wave, has a regular pattern of high-and low-pressure
regions. A region of increased pressure on a sound wave is called a compression or



condensation while a region of decreased pressure on a sound wave is called a
rarefaction or dilation. [79] [65]

So, sound can be defined as a vibration that typically propagates as an audible
longitudinal wave of pressure through a transmission medium such as a gas, liquid or
solid. Energetically, soundis a mechanical wave with the required medium to travel being
air.[53] [19] It can also be considered as a pressure wave since sound waves consist of
compressions and rarefactions meaning their regions fluctuate between low and high-
pressure patterns.

2.3.1. Speech

A key element on how people produce speech is the vocal tract. The vocal tract is a
complex system that includes among others the tongue, the teeth, the nasal cavity and
the throat (Figure 3). Depending on how a person is shaping his vocal tract, produces
differentsounds/linguistic phonemes. It basically acts as a filter.

Speech generation requires a series of events. Initially, it all starts with a glottal pulse, a
noisy high-pitched signal that gets generated by the vocal cords. That signal passes
through the vocal tracts which act as a filter on the glottal pulse and thus creating the
speech signal. Dependingon how the vocal tract is shaped, a differentspeech signalis
generated by the glottal pulse. The intuition is that the glottal pulse procures in formation
about pitch while the vocal tract caries information aboutthe timbre.

tooth ridge
tip of soft palate
tonguef hard palate

nasal
cavity

back of tongue

front teeth

vocal cords

Figure 3 Representation of the vocal tract



2.3.2. Sound attributes

Frequency

Frequency is connected with the idea of period. While a period is the time required
to produce a complete cycle, frequency is the number of cycles completed in a
particularamountof time. There is an inverserelation between awave’s frequency

and its period:
1

=7
The relationship between frequency and sound is that the higherthe frequency,
the higher the sound that is perceived. Human hearing mechanisms is only
capable of perceiving a frequency range of 20 cycles per second up to 20,000
cycles per second.[19]
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Figure 4 Frequencies of sound and average range of hearing

. Amplitude

The amplitude of a sound wave determines its relative loudness and can be
observed as the high orlow perturbation in air pressure. So, in a sense, amplitude
is the distance from rest to crest. Sound is perceived as louder if the amplitude
increases, and softer if the amplitude decrease.

Pitch

Perceiving frequency is extremely subjective. However, the way frequency is
perceived through pitch differs from the way frequency is perceived itself as pitch
has a logarithmic perception of frequency.

. Sound Power

Sound power is the rate at which sound energy is emitted from a source per unit
time.

. Sound Intensity
Intensity is defined as the average rate of energy transmission per unit area
perpendicular to the direction of propagation of the wave. The greater the



amplitude of vibrations of the particles of the medium, the greater the rate at which
energy is transported through it,and the more intense thatthe sound wave is.

6. Threshold of Hearing (TOH) — Threshold of Pain (TOP)
The minimum amplitude of pressure variation that can be sensed by the human
ear, also known as the threshold of hearing (TOH) is 0 dB, which corresponds to

an intensity of 1*10-12W/m2, while the pressure amplitude atthe threshold of pain
Is 130dB — intensity of 1*101 W/m2.

Source Intensity | Intensity level | x TOH
Threshold of hearing (TOH) 10-12 0dB 1
Whisper 10-10 20dB 102
Pianissimo 10 40 dB 104
Normal conversation 106 60 dB 106
Fortissimo 102 100 dB 1010
Threshold of pain 10 130 dB 1013
Jet take-off 102 140 dB 1014
Instant perforation of eardrum 104 160 dB 1016

Figure 5 Intensity levels

7. Loudness
Loudnessis a subjective perception of sound intensity, and it depends on the
duration and frequency of a sound. Each individual perceives differently the

loudness of a sound and one of the reasons behind this lies in the age of the
person.

8. Timbre

Eventoughtimbre hasbeen studies by researchers fora longtime, they still have to come
up with a comprehensive definition. Timbre can be defined as the “color of sound”. It can
be considering as the diff between two sounds which have same intensity, frequency and
duration. It's what allows humans to quickly identify sounds (e.g. a piano note, running
water, the sound of a friend’s voice).



2.3.3. Audiofeatures

In order to train any Machine Learning model, some of the most useful features mustbe
first extracted from the audio signals. Audio feature extraction is as important as it is
necessary given that any ML model needs robust and discriminatory features to leam
faster and more accurate.

An audio signal is a representation of sound which encodes all the information needed to
reproduce the sound once again - to reconstructit.

Audio features are descriptors of sound. Different audio features will provide different
aspects of sound.

There are a few strategies that can be used for audio feature categorization:

e Level of abstraction
Mainly covers music signals. Can be divided in 3 levels:

o

High-level: Abstract features that tent to map to musical constructs that are
perceived by humans. Features include key, chords, melody, lyrics, genre
etc.

Mid-level: Features that make sense from a perceptual perspective. Those
featuresinclude pitch and beatrelated descriptors, MFCCs etc.

Low level: Features that make sense to machines but not so much to
humans. Statistical features that get extracted directly from audio such as
amplitude envelope, energy, spectral centroid, zero-crossing rate etc. [50]

e Temporal scope
Appliesto any type of sound and can be divided to 3 categories:

o

Instantaneous: As the name suggests there are audio features that give
instantaneous information about the audio signal. They are usually very
short chunks of signal ~50-100ms. It should be noted that the minimal
temporal resolution thatpeople are capable of appreciatingis approximately
10ms.

Segment-level: Audio features that can be calculated in segments of the
audio signal in the range of seconds, from 2-15seconds.

Global: Provides features about the whole sound aggregating the results
from instantaneous and segmentlevel.

e Music aspect
This strategy is clearly focused only on music. Related to beat, timbre, pitch,
harmony etc.

e Signaldomain



Signal domain is one of the most important strategies for categorizing audio
features as it consists of the most descriptive features for audio.

o Time domain: Features extracted from waveforms of the raw audio. Some
of those features are Amplitude envelope, Root-mean square energy, Zero
crossing rate.

The amplitude envelope (AE) of a signal consists of the maximum amplitude
value of all samples in each frame. With this feature a rough idea of
loudness is given however, it is really sensitive to outliers.

AE, = max{" ) s (k)
Root-mean square energy (RMS) is based on all samples in a frame. RMS
is also an indicator of loudness butin regard to amplitude envelope, it is
less sensitive to outliers, as it gets information from all the samples and not
a single sample value from a frame.

(t—1)-k-1

LS

k=tk

RMS, =

Zero-crossing rate (ZCR) provides information aboutthe number of times a
signal crosses the horizontal time axis. ZCR is extensively usedin speech
recognition. It can be used in recognition of percussive vs pitched sounds
(percussive sounds tend to have random ZCR while pitch tends to be more
stable. It can also be used as a monophonic pitch estimator and can

distinguish signals which contain voice.
1 (t+1) k-1
ZCR, = > Z |sgn(s(k)) — sgn(s(k + 1)|
k=t-k

o Frequency domain: Those features focus on the frequency components of
the audio signal. The signal of the time domain representation of the raw
audioistranslated from the time domain to the frequency domain using the
Fourier Transform. When Fourier Transform is applied to the time domain
representation, it returns a spectrum. Some of the frequency domain
features are Band energy ratio, Spectral Centroid, Spectral flux etc.

o Time-Frequencyrepresentation: These features combine information about
both time and frequency. In order to obtain the time-frequency
representation, Short Time Fourier Transform is applied to the time-domain
representation of the signal, resulting to a spectrogram. Some of the Time-



Frequency domain features are Spectrogram, Mel-Spectrogram and
Constant-Q transform
e ML approach

o Tradition machinelearningconsidersall possible audiofeatures, both inthe
time domain and the frequency domain by handpicking the ones that fit
better to the model performance. Some of the most used features are
Amplitude envelope, Root-mean square energy, Zero crossing rate, Band
energy ratio, Spectral centroid, Spectral flux etc. The chosen features are
extracted from the audio files and then fed to the traditional ML algorithm
Band Energy Ratio (BER) provides information aboutthe relation between
the energy in the lower and the higherfrequency bands. It can be seen as
a measure of how dominant Ilow  frequencies are.

fl;i‘mt(n)z

BER, =
‘ n=r M¢(n)?

The Spectral Centroid (SC) provides the center of gravity of the magnitude
spectrum, meaningthat it provides the frequency below band where most
of the energy is concentrated. As depicted bellow, spectral centroid is the
weighted mean of the frequencies.

sc, = Zﬁl\’:lmt(n)z
Zn=1mt(n)

Bandwidth or Spectral Spread is related to the spectral centroid. It can be
perceived as the spectral range thatis aroundthe centroid. It is the variance
from the spectral centroid and has a direct relation with the perceived
timbre. Mathematically, it is the weighted mean of the distances of
frequency bands from SC

_ Zyaln = SCl-m, ()

BW,
‘ Ym=1m ()

o In Deep learning unstructured audio representations like the spectrogram,
MFCCs and Mel-spectrogram are used.
A Spectrogram is a visualization of an audio signal. It includes both the time
and frequency aspects of the signal and is obtained by applying the Short-
Time Fourier Transform (STFT) on the signal.



The frequency representation of a normal spectrogram is linear and uses
Hz, which isproblematic as humans perceive frequencylogarithmically. Mel
scale, alogarithmic scale based on the principlethatequal distanceson the
scale have the same perceptual distance, solves that problem. So, a Mel-
spectrogram is nothing more than a spectrogram where the frequenciesare
converted to the mel scale.

f
=2595:log1+ —
m og +500

The Mel-Frequency Cepstral Coefficients (MFCC) are the coefficients that
make up the mel-frequency cepstrum. More specifically, cepstrum is a
wordplay of spectrum. It is a spectrum of the log of the spectrum of the time
signalandsinceitis neitherin thetime domain norin the frequency domain,
it was named the quefrency domain. The cepstrum conveys the different
valuesthatconstructthe formants (a characteristic componentof the quality
of a speech sound) and timbre of a sound. MFCCs are able to describe the
large structures of the spectrum while ignoring fine spectral structures and
thus are useful for speech and music processing. However, they are not
robust to noise.

C(x()) = F*[log F[x(t)]]

2.4, Previous studies

Over the last few years, manyresearch studiesin Computer Science have been proposed
to deal with mental health disorders. Even more, recently, numerous related papers use
spectral and prosodic features extracted from raw audio signals to proceed with the
recognition of emotions and mental health conditions.

In a study proposed by [35] various methods were used to identify depression using data
from differentsocial media platforms (Twitter and Facebook). This study focused on using
text data from two of the largest social networks. The findings ofthe review are presented
in Figure 6, includingthetype of the models used, the performance of each of the models,
and of course the source of the data.

One of the findings ofthis study is the distinction between diagnosing depression through
a survey and being self-declared with depression. It was remarkable that the machine



learning modelswere able to identify depression more accurately when the user was self-
identifying the condition, as opposed to being diagnosed via a survey.

Ref. | Year| Dataset Features (predictors)
H -
E - = Mental Tllness | « H a - Qutcome ’ )
g E Cases (conditions; base rate |3 Criteria E g E % 'n'; s Type HEa B FERAI
= = |E(o|%
| (BR) 558 8
- . - survey Social . PCA, SVM w/
[8] | 2013 | Twitter 476|Depression = 171 (BR = 36%) |A (CESD + BDD) Y [|¥ Y Network Binary REF Kemel Accuracy B 4
Post-partum Depression = 28 survey User Activity, |.,. Logistic nab
[13] | 2014 |Faccbook] 165 (BR = 17%) A (PHQ-9) Y| Y Y Social Capital Binary Regression pseudo-R2 36
[14]| 2014 |Facebook| 28,749|(continous Depression score)  |A ;;:’:;’na_ y |YlY| Y Continuous E:dg‘ og |Comelation 38
1 witter ession = = A |survey J] ser Activity [Binary Accuracy 4
[12]] 2015 | Twi 209|Depressi 81 (BR = 39%) (CESD) |Y|Y | Y Y |Y U ivity [Bi SVM 69
. (Depression = 105 (BR = 28%) survey Time-Serics, " Random Depression = 87
[111) 2016 | Twitter 378 b TSD = 63 (BR = 17%) A |cEsDy YIY] Y LabMmr B2 rorests — PISD = .89
wilier A = - sell~declare nary ot reporte: not report
40]| 2014 | Twi 5,972|PTSD = 244 (BR = 4%) B (selideclared YiY Bi (i d) |ROC (AUC ed)
Depression = 48
- 11,866 (across 4 Conditions, s x . Log linear s Bipolar = .64
[42]| 2014 | Twitter 21,866 BR = 54%) B |self-declared YIY|Y Y |User Activity |Binary classifier Precision PTSD = .67
SAD = .42
] Depression = 483 (BR = 25%) . Age, Gender, |. Logistic Depression = 85
(71201 [Twiter | 1957lprsp =30 @R=100) [0 el | YIY | YIY| Ipersonaliy  [P°™7  |[Regression  [MoC PISD - 91
Depression = 48
, 2,013 (acrass 10 Conditions, " f— Bipolar = .63
[21] | 2015 | Twitter 4,026 BR = 50%) B [self-declared Y Y Binary (not reported) |Precision® Anxiety = 85
Eating Dis. = .76
(41| 2016 Twitter | 250 ?;‘;)‘1" Auempt =125 BR=p | o gectared | Y| | Y| |V [UserActivity [Binary  |(not reported) [Precision® 70
[43]| 2016 | Twitter 900|Depression = 326 (BR = 36%) |B |self-declared b § Binary Naive Bayes |AUC .70
Depression = .76
x 4820 (across & Conditions, BR : MNeural Bipolar = .75
[19]| 2017 | Twitter 9,611 =50‘}«§1) B |self-declared Y Gender Multi-Task Natwark AUC Depression = 76
Suicide Attempt = .83

AUC: Area Under the Receiver Operating Characteristic (ROC) Curve; Precision: fraction of cases ruled positive that are truly positive; Accuracy:
fraction of cases that are correctly labeled by the model; SVM: Support Vector Machines; PCA: Principal Component Analysis; RBF — Radial Basis
Function.

*Precision with 10% False Alarms.

BWithin-sample (not cross-validated).

“Using the Depression facet of the Neuroticism factor measured by the International Personality ltem Pool (IPIP) proxy to the NEQ-PI-R Personality

Inventory [38].
Studies highlighted in green report AUCs; AUCs are not base rate dependent and can be compared across studies.

Figure 6 Representation of first study results

Another study on depression recognition using voice and text data is presented by [38]
using data from the DAIC database. It includes three different experiments conducted
using text and voice data both independently as well as together. The model that
performed better than the rest approacheswas the LSTM model using both text and audio
data, indicating that not only did a combination of modalities provide additional
discriminative power, but that they contained complementary information.



Model Features F1 Prec. Rec. MAE RMSE

Baseline Approaches
Baseline [20] (Ensemble) .50 60 A3 6.62 5.52
Williamson er al. [6] (Audio) .50 / / 5.36 6.74
Ma er al. [15] (Audio) 52 35 1.00 ! /
Gong et al. [9] (Ensemble) .70 / / 277 354
Williamson ef al. [6] (Text) 76 / / ! !
TWilliamson et al. [6] (Text) .84 / / 334 4.46

Our Approach
Contexi-lmee Audio) .50 71 38 5.31 6.94
Context-free (Text) .59 N 50 7.02 943
Weighted (Audio) 67 100 50 7.60 10.03
Weighted (Text) 44 1.00 29 7.32 8.85
Sequence (Audio) 63 71 56 5.13 6.50
Sequence (Text) .67 57 .80 5.18 6.38
Multi-modal (Audio+Text) .77 N 83 5.10 6.37
TMulti-modal (Audio+Text) .43 43 43 4.97 6.27

"Fusion scoring.

Figure 7 Representation of second study results

In the AVEC depression sub-challenges throughout the years, many papers have
presented satisfactory results. [27] conducted contentanalysis of transcripts to manually
select depression related questions. They constructed a decision tree based on the
selected questions to predict the patients’ depressive conditions achieving F1 s-center of
0.857 for class depressed and 0.964 for not depressed. Despite the overfitting in training,
the classification plotstill got fulfilling execution on the test dataset. [41] presented a deep
learning approach, using CNN on audio and resNet of 50 layers on visual data, in
assessing emotion as well as the depression state of a person.



3. Overall Methodology

3.1. Introduction

This thesis aims to recognize whether a person is depressed or not, and for that, a
classification task is performed to predict who the depressed person is. The Daic-Woz
dataset provides the binary classification of an individual’s depression (depressed / not
depressed) based on the severity of depression, measured using the Patients Health
Questionnaire (PHQ-8) which was introduced in Section 2.2.1.

The predictions are performed underthe assumption that there are some similarities in
the speech signals extracted from different people suffering from depression. For
example, diminished, prosodic and monotonous speech is often strongly correlated with
depression [11]. Given thatthe problemin thisthesis is a supervised binary classification,
the following algorithms are to be implemented.

1. SVC

Logistic Regression
Decision tree
Random Forest
AdaBoost

o bk own

The Daic-Woz dataset is dealing with imbalanced data, which as mentioned before will
probably cause problems given that most algorithms willtend to predict the majority class
for every instance. To get the best evaluation of the classification result, it was decided
to calculate the following values: Precision, Recall, Accuracy as well as the f1 score to
have a better understanding of the precision and recall scores.

A brief overview of the study workflow is presented in Figure 8. First, the audio is
preprocessed to obtain a more accurate representation of the participants’ speech. Next,
audio features are properly extracted using the Covarep toolbox. Finally, implemented in
a list of machine learning models is implemented while the results of each models’
predictions are compared and analyzed. Overall, the goal within this thesis isto compare
Machine Learning method performances across different models’ experimentation.
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Figure 8 Study workflow

This study is implemented in python using known and effective python open-source
libraries including numpy, scipy, matplotlib, sklearn.

3.2. Data Balance

Whileitis optimal for any classification problemto have balanced data, real word datasets
are rarely perfectly balanced. An imbalanced dataset can compromise the model’s
effectiveness as the algorithm receives considerably more instanced from one class,
causingitto be biased towards that one particular class. It is also a very important issue
as the minority class is often the one that it is of the most interest in the classification.
Some of the most common approaches that handle the imbalanced data, include random
resampling, synthetic minority oversampling, and class weight.

e Random Sampling: The random resampling method refers to oversampling or
undersampling the minority or majority class respectively, Figure 9. Both
oversampling and undersampling involve the introduction of a bias that will result
in more samples; however, this is considered to be a naive technique because it
assumes nothing of the given data when it is been performed. More specifically,
oversamplingisan approach thatexpandsthe dataset through randomduplication.
It duplicates random samples from the minority class until the instances of both
class match. With this method, loosing information is avoided butthere is a risk of
overfitting the model. The second resampling technique reduces the instances of
the major class through random selection by eliminating as many instances
needed to match the number of samples of the majority class. Compared with
oversampling, one advantage is that undersampling generatesa smaller balanced
training samplethereby reducingthetrainingtime [60]. Yet, the main disadvantage
with the undersampling method is that there is a possibility that relevant
information mightbe lost.
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e SMOTE: Synthetic Minority Oversampling Technique, commonly known as
SMOTE, is an advanced version of oversampling where instead of simply adding
duplicates, new instances are synthesized from the existing data. The minority
class is oversampled by taking each minority class sample and introducing
synthetic examples along the line segments joining any/all of the k minority class
nearest neighbors. [23]

e Another common method to address the class imbalance is class weight. Class
weighting directly adjusts the cost function of the model by penalize the
misclassification of an instance from the minority class greater than the
misclassification of an instance from the majority class. By doing so, the class
distribution is rebalanced, and the accuracy improved.

3.3. Feature Extraction

Audio features were already extracted and included in the DAIC-Woz dataset. The
COVAREP toolbox for speech analysis was utilized to extract specific features through
well validated and tested feature extraction methods that aim to capture prosodic
characteristics of the speaker as well as voice quality and spectral features. More
specifically the extracted prosodic features include the Fundamental frequency (FO) and
the voicing boundaries (VUV). The Normalized amplitude quotient (NAQ), quasi open
guotient (QOQ), the difference in amplitude of the firsttwo harmonics of the differentiated
glottal source spectrum (H1H2), the parabolic spectral parameter (PSP), the maxima
dispersion quotient (MDQ), the spectral tilt/slope of wavelet responses (peakslope), as
well as the shape parameter of the Liljencrants-Fantmodel of the glottal pulse dynamics
(Rd) are features that correspond to the voice quality. Lastly, Spectral featuresinclude 25



Mel cepstral coefficients (MCEPO- 24), Harmonic model and Phase distortion mean
(HMPDMO0-24) and Harmonic model and Phase distortion deviations (HMPDDO0-12)

3.4. Classifiers

In machine learning, classification refers to the process of the categorization of a given
set of data into classes. The basic process involves the prediction of the class of each
instance in a given dataset. The algorithms implementing classifications are known as
classifiers. Regarding modeling classification tasks, various classification algorithms can
be deployed. Yet notall classifiers can be successfully applied to all tasks and vice
versa. It is generally recommended to conduct experiments and discover which method
results in the best performance for each task.

3.4.1. Support Vector Machine (SVM)

Support Vector Machines (SVM) are machine learning models that perform supervised
learning for both classification and regression tasks, however, they are mostly used in
classification problems.

The main goal of an SVM model is to find a hyperplane in an N-Dimensional hyperplane
that distinctively categorizes the data points of each class. Of course, there can be many
differenthyperplanesthatdo separate the two classes of a given dataset. The objective
is to find a plane that has the maximum margin between the instances of each class,
meaning that it must have the maximum distance from the nearest data point of each
side. Maximizing the margin offers the probability that future data points can be classified
with more certainty in the correct class.

Given a dataset with M number of samples x4, x; ..., xy andy, corresponding labels. The
goal is to find a hyperplane f(x) = 0 that classifies the given dataset

fX)=wlx+b

where w is a M-dimensional vector and b is a scalar, and they are used to define the
hyperplane.

This equation can be either f(x;) > 0 or f(x;) < 0 for x; belonging to the first and second
class respectively. Given thisis a 2-dimentional example, the aim is to find the hyperplane
for which the minimum distance between the two classes is the widest possible. In order



to maximize the margin, the norm llwll must be minimized. Ideally, the value y,(wx; + b)
would be > 1 for all samples, indicating a perfect prediction, but, as it is expected,
problems are usually not perfectly separable with a hyperplane.

A hyperplane isthe optimal decision boundary that helps classify the data points. Given
the numberoffeatures, the hyperplane can beeithera singleline ora 2-dimentional plane
for 2 and 3 features respectively. It becomes difficult to imagine when the number of
features exceeds 3.

Support vectors are the coordinates of individual instances. These are the data point
closest to the hyperplane that are the most difficult to classify and thus influence the
position and orientation of the hyperplane. Those supportvectors are used to maximize
the margin of the classifier,any change in these support vectors will lead to a change of
the hyperplane.

Marginal distance significance: The marginal distance is the distance created by two
parallel lines with respect to the nearest positive and nearest negative point. When
separating with respect to the positive and negative, any point above and below the
hyperplanesis easily classified to the corresponding class. So, been that in order to get
better accuracy using any kind of data, the model needs to be generalized, the margin
distance between the instances of each data point needs to be maximum.

@A Maximum
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Figure 10 Representation of SVM

SVM can be used for linearly separable data, meaning the dataset can be classified into
two classes just by using asingle line. Furthermore, it can be also used for non-linearly
separated data, meaning thatthe data can not be classifies with the use of a straight
line Figure 11.
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Figure 11 Representation of Linear and Nonlinear Problem

The example presented previously represents a linear problem. In order to solve non-
linear classification tasks, kernel functions are applied to the model. By applying kernel
functions, the inputvectors are mapped to a higher-dimensional feature space, in which
linear classification is possible. This mapping is implemented using a kernel function
k(x,y), which mustsatisfy the Mercer’s conditions, k(x,y) mustequal to k(y, x). Some of

the most common kernel functions are:
Linear: k(x,y) =xT-y
Polynomial: k(x,y) = (x-y + 1)¢, whered is the polynomial degree

Gaussian RBF: k(x,y) = exp (—yllx — y||?) fory > 0

3.4.2. Decision Tree

Decision Tree is a supervised machine learning technique that can be used for both
classification and regression problems, however, it is usually preferred in cases of
classification. A decision tree is a hierarchical model composed of discriminantfunctions,
or decision rules, that are applied recursively to partition the feature space of a dataset
into pure, single class subspaces [10]. More specifically, their representation resembles
somehow a flow chart with a tree structure, wherein instances are classified according to
their feature values. In this technique, data are continuously splitinto smaller parts until
all data points are isolated and assigned to each class. The main components of a
decision tree model, as illustrated in Figure 12, are one root node, several decision and
leaf nodes, and branches.
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Figure 12 Decision Tree

Allin all, there are three types of nodes. The first node, called root node, of a decision
tree represents the entire dataset that will later be divided into two or mode sets. This is
the only type of node that doesn’thave any incoming branches. All the other nodes have
exactly one incoming edge. The nodes that do not have any outgoing branches are the
leaf nodes, while all the other nodes are referred to as decision nodes.

A decision tree classifiesthe instances by sorting them down the tree starting from the
root and ending at specific leaf nodes, depending on the outcome of the tests occurring
in the meantime. Each node in the tree behaves as a test case for an attribute while each
branch descending fromthat node corresponds to one of the possible outputs to that test
case. Given that, the process of such a model starts from the root node while each branch
that corresponds to the value of the attribute creates a new node. Each node afterward
splits the instance space into two or mode sub-trees according to the value of the result
of the test. Movingto the sub-tree, created by the last branch, the whole process is then
repeated. All instances are classified when there are no more outgoing edges, meaning
allinstances are associated with a leaf node that represents the class labels.

When building a model, one of the most important tasks is to identify the important input
variables that will determine the best way to split the records. This is achieved with the
help of characteristics that are related to the degree of purity, such as information gain,
Giniindex, Gain ration, entropy and Chi-square. [28] [26]

3.4.3. Random Forest

As the nameimplies, RandomForest is a machinelearningalgorithmthatis based on the
concept of ensemble learning, meaning that it combines multiple classifiers, in this case
decision trees, in order to solve a complex problem and to improve the model’s
performance.



There are two types of ensemble method:

Bagging, also known as bootstrap aggregation, which chooses a random set by selecting
with replacement from the training dataset and after independently training each model,
leads to the final outputwhich is the majority of those predictions.

Boosting which combines weak learners into strong learners by generating sequental
models so that the final model has the highestaccuracy.

Random forestis a bagging-type ensemble of decision trees that creates an uncorrelated
forest of decision trees, trains them in parallel and establishes the outcome of the model
based on the majority decision of the trees. This process is also the reason why random
forest eradicates one of the most usual issues of decision tree models, which is the
problem of overfitting that often occurs.

3.4.4. Adaboost

AdaBoost, short for Adaptive Boosting, is an ensemble method technique in machine
learning suited for imbalanced datasets. As mentioned before, there are two basic types
of ensemble learning. The one that is mainly used to decrease bias (Bagging) and a
second one that is used for variance decrease (Boosting). Random Forest is a bagging
techniguethatgenerates models in parallel, exploiting the independence between models
by averaging out the mistakes. AdaBoost on the other hand is a boosting algorithm that
works on the principle of sequentially growing learners. It basically combines multiple
weak classifiersinto a single strong classifier
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Figure 13 Adaboost iterations

Boostingis an ensemble modelingtechnique thatattempts to build a strong classifierfrom
the mistakes of several weak ones. Initially, the algorithm builds a model on the training
data and assigns equal weights to each data point. After the first model is created, the
wrongly classified data points are identified, and higherweights are assigned to them so
that the subsequent model will focus on correctly classifying the previously misclassified
data. Based on the accuracy, weights are also assigned to the classifier after every



training. More accurate classifiers will be assigned higher weights in order to have more
impact on the final outcome. The previous steps are then repeated until all data points
are correctly classified.

weakness weakness weakness

Weight n

Figure 14 Ensemble modeling technique

The most common algorithms that is used with AdaBoost is one node Decision Trees,
meaning they only have one split, and are called Decision Stumps.

3.4.5. MLP

A specific type of Neural Network that is very common and was one of the first neural
networks that were engineered is called the Multilayer Perceptron (MLP). MLP is a feed-
forward artificial neural network, meaning thatthe data flows in the forward direction from
inputto outputand does not revisit nodes that have been encountered before.

MLPs are composed of neurons called perceptions. A perceptron, as shown in Figure 15,
receives n featuresas inputand each of these featuresis associated with a weight. Those
inputfeatures are fed to an inputfunction h that computes its weighted sum.

n
h = Z W, X;
i=1
The resultof this sum is then passed on to an activation function f, that will generate the
output of the perceptron.
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Figure 15 Representation of a perceptron

MLP consists of one inputlayer, one or more hidden layers and one outputlayer. Figure
66 represents an MLP with 4 inputs and thus 4 inputnodes and one hidden layer with 3
nodes. The outputlayer gives one output, so naturally, there is one node.

Input layer

Hidden layer

Qutput layer

Figure 16 Representation of a Multilayer Perceptron

Each of these units forms a weighted sum of its inputs which passes throu gh a non-linear
function, called activation function. Activation functions are responsible for calculating the
sum of the variousweightsto determine the final outputvalue for the currenthidden layer,
which will be the inputfor the next layer. Some of the most common activation functions
are the logistic function, also known as the sigmoid function, the hyperbolic tangent
activation function (tanh), and ReLU or rectified linear unit activation function. The
representation of those activation functionsis presented in Figure 67

Sigmoid Tanh ReLU

D Ve

Figure 17 Activation functions




The Sigmoid activation function, one of the most widely used activation functions,
transforms any real value to the range of 0 to 1. The mathematical definition of the
sigmoid function alongside with its derivative are shown in Equation 1 and

Equation 2 accordingly, while their representation is presented in Figure 18.

_ 1 1 _ a(x)
o(x) = 1+e~x o' (x) = (1-0(x))

e

Figure 18 Sigmoid activation function

Sigmoid is continuously differentiable monotonic function, most used in prediction
and probability models. The gradientis steep around zero and flattens as it moves
farther away on either side. However, converting large numberin the range O to 1
can rises the problem of vanishing gradients which adds to the fact that the output
of the function is not symmetrical around zero leading to a more difficult and
unstable training of the neural network. Thisissue can be improved by scaling the
sigmoid function. [5] [8]

The Tanh activation function is very similar to the sigmoid function with the
difference that Tanh is symmetrical around the origin. It is continuous and
differentiable with values ranging from -1 to 1. Even though the derivative of Tanh
iIs steeper in comparison to the sigmoid function, the output values are still
bounded so the gradient still tends to vanish. [5] [8]. The definition of the Tanh
function and its derivative are expressed as

_ (e —e™) ’ — 1 _ 2
tanh(x) = v tanh'(x) = 1 — tanh” (x)
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Figure 19 Tanh Activation Function

e To address the issue of vanishing gradients RelLU activation function was
proposed and is nowadays perhaps the most used one.
The ReLU activation function is differentiable at all points except point 0. For
values greater than 0, the max of the function is considered. This can be
interpreted as follows.

ReLU(x) = max{0, x}

Figure 20 Relu activation function

The RelLU function retains only positive values and discards all negative values by
setting the corresponding activations to 0. Shifting all negative values to zero folds
the feature space and in result it enforces nonlinearity. Moreover, when working
with a large network, deactivating a number of neurons brings sparsity in the
system resultingin a more efficientand less computationally expensive system.

The downside of ReLU can be found in the negative regions of the activations,
where the gradientis 0 leading to the weights not being updated during training.
This creates a problem calledthe dying ReLU problem, wherethe neurons affected
stop responding. [51] [2]

The complexity of such a model means that the weight-update procedure gets more
complicated as well. MLP used Backpropagation as the learning mechanismto iteratively
update all the weights in the network, with the condition of minimizing the output error



using the method of gradient descent. The gradient of the loss function is computed for
each pair with respect to each weightindividually, using the chain rule. However, for this
to hold, the activation functions mustbe continuous and differentiable.

3.5. Evaluation Measures

The effectiveness of a model’s predictions is evaluated using evaluation metrics. Using
different metrics to evaluate a model’s performance can improve its overall predictive
power.

Confusion Matrix

One of the most common evaluation metrics is confusion matrix. As the name suggests,
the values are presented in the form of a matrix, where the Y-axis depicts the actual
classes, and the X-axis depicts the predicted classes.

Table 1 Confusion matrix

Predicted Values
Negative | Positive
Actual Negative | TN FP
values Positive | FN TP

The predicted values are labelled as “positive” and “negative” depending on the actual
value that was predicted by the model. The output “TP” stands for true positive and
indicates the number of correctly identified positive examples. “TN” stands for true
negative; it displays the number of correctly identified negative cases. “FP” is for false
positive, depicting the number of actual negative examples classified as positive, and
“‘FN” stands for false negative, which is the number of actual positive examples classified
as negative. In this thesis, the negative would present the label for the non-depressed
participants while the label for the actual depressed participants would be positive.

After obtaining the confusion matrix of the model, there are also some other rates that
can be computed.



Accuracy

Accuracy is the ratio of correct predictions to the total predictions made. It is a metric that
can possibly hide details of the model’s performance and thus is usually not a good
indicator of its efficiency. Mathematically, it is the sum of True Positives (TP) and True
Negatives (TN) divides by the sum of the total — True Positive (TP), True Negative (TN),
False Positive (FP), False Negative (FN). Accuracy, as well, is insufficientwhen dealing
with imbalanced classes.

TP+TN
TP+TN+FP+FN

Accuracy =

Precision

Precision measures the level of error caused by False Positives (FP). It indicates how
many of the prediction of the positive class instanceswhere correct. This is anothermetric
thatis unreliable to use when measuring the performance of imbalanced data

TP

Precision = ————
TP+ FP

Recall

Recall, also referred as Sensitivity, is the opposite of precision as it presents the extent
of error caused by False Negatives (FNs). It measures the instancesoutof all the positive
instances that were indeed classified as positive.

TP

Recall = m

F1 Score

F1 score can be interpreted as the harmonic mean of precision and recall. It reaches its
best value at 1 — perfect precision and recall, and worst score at 0. The purpose of F1
score is to obtain an equal balance between precision and recall, which is extremely
useful in cases when performing with imbalanced datasets.

precision X recall
precision + recall

F1:2X



The reason F1 score uses hormonic mean is because it punishes extreme values more.
Meaning that harmonic mean discourages hugely unequal values as well as extremely

low values.

Macro Fl-score

The macro-averaged F1 score (macro-F1), is an arithmetic mean of the per-class F1-
scores. The macro-average will first compute the metric independently for each class
and then take the average, hence it treats all classes equally regardless of their support
values.



4. Depression Recognition Methodology
4.1. Dataset

The Daic-Woz depression dataset, which stands for Distress Analysis Corpus — Wizard
of Oz, is part of a larger corpus, the Distress Analysis Interview Corpus (DAIC) [64]. It
containsclinical interviews designed specifically to supportthe diagnosis of psychological
distress conditions such as anxiety, depression, and post-traumatic stress disorder.
These interviews were collected as part of a larger effort to create a computer agent that
interviews people and identifies verbal and nonverbal indicators of mental iliness [61]. In
this subset of the dataset, a virtual interviewer named Ellie, controlled by a human
interviewer in another room, is conducting the interviews with the participants, hence the
name Wizard of Oz.

The participants of those interviews were recruited through online ads posted on
Craigslist.org while the interviews took place at the USC Institute for Creative
Technologies (ICT) in Los Angeles, California. All participants were fluent English
speakers, and the interviews were conducted in English ranging from approximately 5 to
20 minutes. Each participanthas completed the Patient Health Questionnaire alone on a
computer and then wenton with the interview. The questions asked started off as simple
guestions to make the participant as comfortable as possible and then progressed to
more specific ones, focusing on symptoms and events related to depression and PTSD,
while they concluded with more simpler questions once again to ensure that the
participantwould notleave in a distressed state of mind. [64]

The dataset containsthe audio of 189 interviews, their associated transcripts and facial
data, as well as the PHQ-8 score based on answers to the PHQ-8 questionnaire
answered by each participant. More specifically, the audio file of the interviews consists
of raw .wav files and can be represented as shown in figure 21.
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Figure 21 Soundwave of one data sample



* Participant were recorded by a camera, high quality close-talking microphone, and
Kinect. Audio has been recorded with the use of head-mounted microphone (Sennheiser
HSP 4---EW---3) at 16kHz.

The transcript file contains the sentences spoken by the participantand the virtual
assistant Ellie. Each row consists of the start time -the time at which the speaker starts
speaking, the stop time - the time at which the speaker stops speaking, the speaker,
denoting whetherthe speaker is Ellie or the participant, and the value - the exact
sentence spoken by the speaker. An example is represented in Figure 22.

165.854 166.324 Ellie vyeah3 (yeah)

Figure 22 Sample of time representation in transcript

The COVAREP and Formant feature files of each interview. Those features were
extracted using the COVAREP framework. The COVAREP and formant feature files
contains various features from both the participantand the virtual interviewers’ voice.

The dataset also has provided the training, development, and test split files. On the
training and development splitfiles the following are presented: participantID, PHQ-8
Binary label, PHQ-8 score, Participantgender, and the responses to every question of
the PHQ-8 questionnaire. The test split file contains the participants ID and the
participants’ gender.

Table 2 Train Development Test set Attributes

Train | Development| Test

Participant_ID
Gender
PHQ8_Binary lebels
PHQ8 Score

PHQ8 Nolnterest
PHQ8 Depressed
PHQ8 Sleep
PHQ8_Tired

PHQ8 Appetite
PHQ8_ Failure
PHQ8_ Concentrating
PHQ8 Moving

NSA AR R AR AR ERR
NSA AR R AR AR ARR




As mentioned before, the dataset contains the audio of 189 interviews. The train, test
and dev sets are given, and each set contains 107, 35 and 47 audios respectively, the
percentage of each set can be seen in Figure 23.

Tain

Figure 23 Dataset split representation

The distribution of depressed and non-depressed samplesin the train and the
developmentsubset are presented bellow in Figure 24:
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Figure 24 Dataset distribution



4.2. Preprocess

The quality of data is always one major factor that impacts the outcome of almost any mi
model. In the Daic-Woz dataset in order to provide the best possible data a very specific
protocol was followed, resulting to a clean dataset in regard to noise and disruptions. Of
course, no data can be perfect and having in mind that the interviews took place with a
virtual interviewer it was expected that there might be some technical issues. The
documentation of the dataset provides specific information about interviews with
interruptions. Those interviews, 7 in total, were removed.

The original audio recordings consist of the speech segments of both the interviewer,
Ellie,and the participants. Since the interviewers’ voice does not relate to the severity of
the participants’ depression, her speech segments would only add noise to the audios. In
order to resolve that issue, the transcript provided by the dataset is used. The dataset
includes the transcripts of all audio recording in comma-separated (csv) files, that
distinguish the speech segments of each speaker with a time frame as presented in
Figure 25. Therefore, based on the time frames given in the transcript the speech
segments of the participant are easily obtained.

start_time stop_time speaker value
36.588 39.668 Ellie hi 'm ellie thanks for coming in today
39.888 43.378 Ellie i was created to talk to people in a safe and secure environment
43.728 48498 Ellie think of me as a friend i don't judge i can't 'm a computer
49.188 52.388 Ellie i'm here to learn about people and would love to learn about you
52.658 58.958 Ellie [ll ask a few questions to get us started and please feel free to tell me anything your answers are totally confidential
60.028 61.378 Ellie how are you doing today
62.328 63.178 Participant good
63.798 64.738 Ellie that's good
65.858 67.528 Ellie where are you from originally
66.975 70.288 Participant |atlanta georgia
70.978 71.868 Ellie really
72.738 74.198 Ellie why'd you move to |_a
75.028 78.128 Participant 'um my parents are from here um

Figure 25 Transcript sample

4.3. Model Training

Followingthe documentation of the dataset, the train-test-evaluation method was followed
with respect to the model training and evaluation. This is a method that can evaluate the
performance of a machine learning algorithm and can be used in both classification and
regression tasks. For this thesis, the dataset is split into 57%-18%-25% for training -
evaluation-testdatasets respectively. The splitwas performed and given from the dataset.



Thistechnique separates the dataset intothree subgroups, train, validation, and test. The
training set is the first subset and is the largest section of the dataset reserved for the
training of the model. A smaller section is separated from the whole dataset and is used
duringthetraining phaseto evaluate how wellthe modelis training. The remaining section
of the dataset is the test set. After the training experiments have concluded the model
predicts values usingthe train set and compares them with the knowledge provided by
the test set.

However the recommendation, the final decision was to concatenate the train and
validation sets. So, the final train-test set was 57% - 43%.

4.4. Parameter tuning

In the section below, the optimal parameters, for the models mentioned before, are
represented. For some of the model, the parameters were determined with the use of grid
search, however, due to the fact that it was computational expensive, most of the
parameters were set out of random (small experimentation or general knowledge).

Decision tree

As mentioned in section 3.3 most machine learning algorithms are very sensitive to
biased class data. One solution to this kind of problem is the modification of the training
algorithm in order to considerthe skew distribution of classes. This can be achieved by
assigning different weights to the minority and majority class. In training, the weight
difference will affect the classification, since the algorithm will provide higher or lower
punishmentto the respected class, giving the algorithm the attention needed to reduce
the error of the minority class. Decision tree model, as most sklearn classifier modeling
libraries, has a built-in parameter called class_weight that can be set to balance or given
a custom dictionary to declare how to rank the importance of imbalanced data. It was
decided to set class_weightas “balance” to automatically adjust the weights.

Random Forest

With respect to parameter tuning and in order to improve the classification of Random
Forest, a few of the model’s parameters have been modified. More specifically, as in the
decision tree model, the parameter class_weight is again set to “balance” in order to
resolve the imbalanced class problem that the dataset is facing.



AdaBoost

One of the most important parameters of the Adaboost is n_estimators, as in many
cases, by changing the number of weak learners the accuracy of the model is also
adjusted. A higher number of trees means more weak learners which leads to better
performance. However, the right value must be chosen as the higher the number the
slower the algorithm will get. After experimentation with number of estimators set to 10,
20, 30, 50, 70 and 100, the results presented in table 3 were achieved. Based on those
results, the n_estimators parameter, is set to 50. As for the base estimator of the
Adaboost the default DecisionTreeClassifier was used.

Table 3 n-estimator experimentation results

N_estimators Testset accuracy F1score Macro F1
10 0.6 0.6 0.49
20 0.6 0.6 0.46
30 0.6 0.1 0.42
50 0.71 0.71 0.62
70 0.73 0.45 0.63
100 0.62 0.19 0.47
Linear SVC

Regarding the Support Vector Machine model, it was decided that instead of using SVC
with kernel = ‘linear’, the best approach would be to use LinearSVC (Linear Support
Vector Classification). Even though the two are analogous, their distinction lies in the fact
that the underlying estimators in LinearSVC are liblinear, while SVC uses libsvm. That is
also the reason that LinearSVC is faster and scales a lot better than SVC with kernel set
as linear.

LinearSVC is one of the models that hasthe class_weight parameter built-in, so in this
model the parameter is set to “balance” as well. Another parameter that is modified is tol
which issetto 1le-5.

MLP

For the Multi-layer Perceptron model, the parameters that were modified were the
following. The hidden_layer_size was set to (8,4,2) meaning that the model consists of
3 hidden layers with 8, 4 and 2 units respectively. The strength of the L2 regularization
represented by the parameter alpha is set to 0.00001 and the solver parameter is set to
“Ibfgs”.



5. Depression Recognition Binary Classification

In the present thesis, as mentioned in the previous chapters, five machine learning
models were developed. These models were chosen with the aim to produce enough
evaluation measures to compare and observe how the DAIC-WOZ dataset performs in
each of them. The results of those models are presented in the sections bellow.

5.1 Parameter tuning summary

After the parameter tuning thatwas described in the previous chapter, a summary of the
parameters chosen for each algorithm are presentedin Table 34

Table 4 Parameters summary

Models Parameter tuning

Decision Tree random_state=0, class_weight='balanced’

Random Forest | max_depth=4, random_state=0,class_weight="balanced'

AdaBoost n_estimators=50, random_state=0
Linear SVC random_state=0, tol=1e-5, class_weight='balanced’
MLP solver='lbfgs’, alpha=1e-5, hidden_layer_sizes=(8,4,2),

random_state=1

5.2. Results

The results of the modeling phase of each algorithm are presented in Table 5.
Furthermore, the precision, recall, accuracy and f1 score are presented for each one of
the 5 classification algorithms thatwere performed. Additionally, the macro f1-score was
calculated and presented for a better evaluation of the results obtained by each model.



Table 5 Model performance summary

Model Precision Recall Accuracy F1 Macro F1
Decision 0.31 0.29 0.58 0.30 0.50
Tree
Random 0.00 0.00 0.69 0.00 0.41
Forest
Adaboost 0.30 0.21 0.71 0.71 0.62
LinearSVC 0.36 0.36 0.60 0.36 0.53
MLP 0.33 0.57 0.51 0.42 0.50

As can be observed from the results presented above, Random Forest seems to obtain
better results with respect to accuracy. However, given that the classes of the dataset
were imbalanced, the accuracy is no longer a valid metric as can be observed from the
precision and recall of the same model, where their values are both 0, meaningthat the
algorithmfailed to distinguish the two categories and thus giving a macro f1 score of 0.41
that derives from the data of the one class.

Decision Tree has the lowest performance with an F1 score of 0.3 and 0.7 for the not
depressed and depressed class respectively, and macro f1 score of 0.5. The LinearSVC
model performed slightly better than the previous one, as it obtained F1 score of 0.36 for
the not depressed class, 0.71 forthe depressed class and macro F1 score of 0.53. all the
above models reaching f1 score of 0.36 and macro f1 score 0.53. The impact of the
imbalance of the two classes can be seen once again in the results of the Multilayer
Perceptron as it has an accuracy of 0.51, which isthe lowest of all the models, while the
f1 score of the minority class (0.42) is the highest of the 3 models that have been
described so far.

Given that the dataset is highly imbalanced, the AdaBoost algorithm was expected to
perform better than the rest models, having in mind that it is one of the most suitable
algorithms for this type of problems. In fact, Adaboost achieved an accuracy of 0.71 and
an F1 score of 0.71 as well, for the not depressed class which is the minority. Provided
that the chosen metric for the final evaluation of the ML models is F1 score, it is safe to
say that Adaboost is the model that had the best performance.



6. Conclusions and future proposals

The thesis investigated methods that tackle the task of depression detection, from
provided audio of clinical interviews. The valuable insights of the patients’ audio features
that can be provided through the speech during the interview time were explored and
from that the task of audio-based classification was performed.

Audiodata have been properly pre-processed and audio features provided by the dataset
were extracted by thetoolbox COVAREP. The final dataset was usedto train five machine
learning algorithms. Given the imbalance of the classes in the dataset, it comes with no
surprise that the AdaBoost model performed overall better than the rest of the models,
obtaining F1 score of 0.71 and accuracy of 0.71 as well.

Overall, the implemented machine learning models have proven to be able to detect
depression using audio. This, relatively new, methodology opens new opportunities for
patients suffering from depression to be accurately and in time diagnosed and treated for
depression.

It is clear that in furtherresearch, the dataset can be additionally processed to achieve
better results regarding the accuracy of the recognition of depression fromthe audio files
provided by the DAIC-WOZ dataset. Furthermore, the imbalance of the classes in the
dataset could be resolved usingthe oversampling method and the results of each method
could be compared in order to have a clear perspective. In addition, with respect to
parameter tuning, all models could be tested with modified parameters to achieve better
evaluation measures, or given that it is computationally possible, it would be even more
helpful to utilize useful tools to fine tune the parameters.
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