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Abstract

Personal data is any information that can be used to identify a person.
These data can take different forms such as a ϐield in a database, a unique
number, a photograph or a network packet. Personal data about individ-
uals is collected andmanage from organizations in private and public sec-
tor. Businesses and the scientiϐic community are both hungry for data.
With the advanced algorithms of data mining original knowledge can be
revealed from this data. Therefore, these data cannot be disseminated
carelessly because the danger of breaching individuals’ privacy is always
present. A scientiϐic area of data anonymisation was emerged to protect
the privacy and several methods have been proposed to guarantee data
privacy in published datasets. There is a trade-off to apply anonymisation
algorithms. The anonymisation process should balance between the pro-
tection of the privacy of the individuals and the usefulness of the released
dataset. These anonymisation technics are analyzed and their strong and
weak points are highlighted. The contribution of this thesis on data pub-
lishing scentiϐic ϐield is twofold. First, the introduction of a new attack on
anonymised data, called inference ofQIs attack, which shows that an au-
tomated anonymisation solution, especially formedical records, is difϐicult
without taking into account the semantics of the data andwithout consult-
ing experts in this ϐield. Second, the development of an algorithm which
implements thekm-anonymisationby taking into account theproperties of
continuous attributes and without giving a generalisation hierarchy. We
conduct experiments which show that our algorithm preserves more in-
formation in the published dataset in comparison to other anonymisation
algorithms that use generalisation hierarchy trees.
Multimedia is another type of personal data that also examined in this re-
search. Frommultimedia that is shared on Online Social Networks derives
multiple privacy risks. An analytic survey of these risks is presented and
a solution based on digital watermarking has been proposed towards to
elimination of many of these risks.



Smartphones increasing compute capabilities arepairedwith sensors, such
as GPS, offering new opportunities to develop mobile applications with
new potentials. To demonstrate how the privacy of a user can be breached
we focused on a privacy-sensitive domain of apps, the dating apps. The re-
search is based on the transmitted network packets and the results are
worrying.
Keywords: Data Anonymisation, Privacy-Preserving Data Publishing, k-
anonymity, InferenceofQIsAttack, km-anonymity,MultimediaPrivacy,Wa-
termarking , Mobile Application Security



Abstract

Προσωπικαʆ δεδομεʆνα ειʆναι οποιαδηʆποτε πληροφοριʆα μπορειʆ να
χρησιμοποιηθειʆ για την αναγνωʆ ριση ενοʆ ς ατοʆ μου. Αυταʆ τα δεδομεʆνα
μπορουʆ ν να λαʆ βουν διαʆφορες μορφεʆς, οʆ πως εʆνα πεδιʆο σε μια βαʆ ση
δεδομεʆνων, εʆναν μοναδικοʆ αριθμοʆ , μια φωτογραφιʆα ηʆ εʆνα πακεʆτο
δικτυʆ ου. Τα προσωπικαʆ δεδομεʆνα σχετικαʆ με τα αʆ τομα συλλεʆγονται και
διαχειριʆζονται αποʆ οργανισμουʆ ς στον ιδιωτικοʆ και δημοʆσιο τομεʆα. Οι
επιχειρηʆ σεις και η επιστημονικηʆ κοινοʆ τητα εʆχουν μια ακοʆ ρεστη διʆψα
για δεδομεʆνα. Με τους προηγμεʆνους αλγοʆ ριθμους εξοʆ ρυξης δεδομεʆνων
νεʆα γνωʆ ση μπορειʆ να αποκαλυφθειʆ αποʆ αυταʆ τα δεδομεʆνα. Πρεʆπει να
σημειωθειʆ οʆ τι αυταʆ τα δεδομεʆνα δεν μπορουʆ ν να δημοσιευθουʆ ν χωριʆς
την δεʆουσα προσοχηʆ αφουʆ υπαʆ ρχει παʆ ντα ο κιʆνδυνος παραβιʆασης της
ιδιωτικηʆ ς ζωηʆ ς των ατοʆ μων. Ένας επιστημονικοʆ ς τομεʆας αναδειʆχθηκε,
αυτοʆ ς της ανωνυμοποιʆησης δεδομεʆνων, για να καλυʆψει την αναʆ γκη
της προστασιʆας της ιδιωτικοʆ τητας σε δεδομεʆνα που δημοσιευʆ ονται.
Η διαδικασιʆα της ανωνυμοποιʆησης θα πρεʆπει να εξισορροπηʆσει την
προστασιʆα της ιδιωτικοʆ τητας των ατοʆ μων με τη χρησιμοʆ τητα του
δημοσιευμεʆνου συνοʆ λου δεδομεʆνων. Αυτεʆς οι τεχνικεʆς ανωνυμοποιʆησης
αναλυʆ ονται και παρουσιαʆ ζονται τα πλεονεκτηʆ ματα και μειονεκτηʆ ματα
τους. Η συμβοληʆ αυτηʆ ς της διατριβηʆ ς στο επιστημονικοʆ πεδιʆο της
δημοσιʆευσης δεδομεʆνων ειʆναι διττηʆ . Πρωʆ τον, την εισαγωγηʆ μιας νεʆας
επιʆθεσης σε ανωʆ νυμοποιημεʆνα δεδομεʆνα, που ονομαʆ ζεται επιʆθεση
συμπερασμουʆ των οιονειʆ αναγνωριστικωʆ ν, inference of QIs at-
tack, που δειʆχνει οʆ τι μια αυτοματοποιημεʆνη λυʆ ση ανωνυμοποιʆησης,
ειδικαʆ για ιατρικαʆ δεδομεʆνα, ειʆναι δυʆ σκολο να επιτευχθειʆ χωριʆς να
ληφθειʆ υποʆψη η σημασιολογιʆα των δεδομεʆνων και χωριʆς την συμβοληʆ
των εμπειρογνωμοʆ νων του τομεʆα. Δευʆ τερον, η αναʆ πτυξη ενοʆ ς νεʆου
αλγοριʆθμου που υλοποιειʆ km-anonymisation λαμβαʆ νοντας υποʆψη τις
ιδιοʆ τητες των συνεχωʆ ν χαρακτηριστικωʆ ν και χωριʆς να προαπαιτειʆ μια
ιεραρχιʆα γενιʆκευσης. Μεταʆ απο διεξαγωγηʆ πειραμαʆ των φαιʆνεται οʆ τι ο
νεος αλγοʆ ριθμοʆ ς διατηρειʆ περισσοʆ τερες πληροφοριʆες στο δημοσιευμεʆνο



συʆ νολο δεδομεʆνωνσεσυʆ γκριση με αʆ λλους αλγοʆ ριθμους ανωνυμοποιʆησης
που χρησιμοποιουʆ ν ιεραρχιʆες γενιʆκευσης.
Τα πολυμεʆσα ειʆναι εʆνας αʆ λλος τυʆ πος προσωπικωʆ ν δεδομεʆνων που
επιʆσης εξεταʆ στηκε σε αυτηʆ την εʆρευνα. Συγκεκριμεʆνα απο τα πολυμεʆσα
που διαμοιραʆ ζονται στα Online Κοινωνικαʆ Διʆκτυα προκυʆ πτουν πολλοιʆ
κιʆνδυνοι ιδιωτικοʆ τητας. Παρουσιαʆ ζεται μια αναλυτικηʆ εʆρευνα για τους
κινδυʆ νους αυτουʆ ς και προτειʆνεται μια λυʆ ση με βαʆ ση την ψηφιακηʆ
υδατογραʆφηση για την εξαʆ λειψη πολλωʆ ν αποʆ αυτουʆ ς τους κινδυʆ νους.
Τα εʆξυπνα τηλεʆφωνα με την συνεχως αυξανομενη υπολογιστικη δυναμη
συνδυαʆ ζονται με αισθητηʆ ρες, οʆ πως το GPS, προσφεʆροντας νεʆες ευκαιριʆες
για αναʆ πτυξη κινητωʆ ν εφαρμογωʆ ν με νεʆες δυνατοʆ τητες. Για να δειʆξουμε
πωʆ ς μπορειʆ να παραβιαστειʆ το αποʆ ρρητο ενοʆ ς χρηʆ στη, επικεντρωʆ σαμε
την προσοχηʆ μας σε εʆναν τομεʆα ευαιʆσθητο στην ιδιωτικοʆ τητα
των εφαρμογωʆ ν, των εφαρμογωʆ ν που χρονολογουʆ νται. Η εʆρευνα
βασιʆζεται στα μεταδιδοʆ μενα πακεʆτα δικτυʆ ου και τα αποτελεʆσματα ειʆναι
ανησυχητικαʆ .
Λεξεις κλειδια: Ανωνυμοποιʆηση Δεδομεʆνων, k-ανωνυμιʆα, Επιʆθεση
Συμπερασμουʆ Οιονειʆ Αναγνωριστικωʆ ν, km-ανωνυμιʆα , Ιδιωτικοʆ τητα
Πολυμεʆσων, Υδατογραʆφηση, Ασφαʆ λεια Εφαρμογωʆ ν Κινητωʆ ν
Τηλεφωʆ νων
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Chapter 1

Introduction

This thesis examinesprivacy implicationsof Content-based InformationRetrieval. Content-
based Information Retrieval has a different meaning and must not be confused with
CBIR (Content-Based Image Retrieval). It refers to the content itself that can lead to
privacy breaches. For example, this can be a data string that reveals sensitive informa-
tion about a person or a small detail on an image that can pinpoint his exact location
or even a network packet that carries more information than it shows on the screen.
Under the newGeneral Data Protection Regulation (GDPR) 1 the deϐinition of personal
data is the following:

“Personal data”means any information relating to an identiϐiedor iden-
tiϐiable natural person (“data subject”); an identiϐiable natural person is
one who can be identiϐied, directly or indirectly, in particular by reference
to an identiϐier such as a name, an identiϐication number, location data, an
online identiϐier or to one or more factors speciϐic to the physical, physio-
logical, genetic, mental, economic, cultural or social identity of that natural
person;

This deϐinition does not leave any space for false interpretations of what personal
data are. Any information that can be used on its own or combined with other in-
formation to identify, contact, or locate an individual. Hence, in the EU, any location
information or any device ID which uniquely bind a place or a device respectively to
an individual fall under the personal data category.

The GDPR is a legislation to protect the personal information from misuse and to
allow citizens have better control of their data e.g. by allowing them the Right to be

1http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679&from=
EN
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Forgotten [198]. GDPR concerns the E.U. citizens, but it is reshaping the privacy do-
main worldwide since any company doing business with EU citizens has to comply.
Due to its scope, GDPR has many implications to numerous sectors, spanning from
all private to all public sector applications, and disrupting common application and
implementation workϐlow [199].

Due to the ever increasing amount of information that is produced in daily basis
[110], a huge amount of data is hiding knowledge waiting to be discovered. Health-
care organizations are a good example of this kind of data which can be utilized for the
better treatment of the patient, medical diagnosis, and other health-related discover-
ies. Apparently, this kind of data should not be published or shared without proper
anonymisation. The current state of art in Privacy-Preserving Data Publishing offers
a lot of different approaches with each one having its advantages and disadvantages
which are going to be analysed in this thesis.

Another alarmingexampleofmisuseof personal data is the recent Facebook–Cambridge
Analytica data scandal 2. Cambridge Analytica by developing a Facebook personality
quiz app, which called “thisisyourdigitallife”, collected data from 270.000 app users
and all their friends in their friend list. The affected proϐiles estimated to 50 million
users. The users of the app had given implied consent to the collection of their per-
sonal data but their friends had almost certainly not. As is apparent Online Social Net-
work holding a lot of personal data and therefore the security and privacy of them is
examined by many researchers [98, 290, 88, 118, 294, 25, 80, 207, 129]. This thesis
examines the security and privacy risks which arise from the sharing of multimedia
on online social networks as the previous studies did not gave the proper attention on
multimedia.

1.1 Thesis structure

This thesis startswith an analytic introduction to anonymisationof tabular data. Chap-
ter 2 provides the fundamentals of privacy-preserving data publication. In Chapter 3
demonstrates how theproperties of thedata or their semantics could allowanattacker
to invade the privacy of the record owners in an anonymised dataset. A newmodiϐied
algorithm which offers km-anonymity without the need of generalisation hierarchy is
introduced in 4.

2https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-
influence-us-election
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Multimedia is a key component in themajority of Online Social Networks. In Chap-
ter 5 we discuss the privacy breaches that could be made from uploaded multimedia
data in Online Social Networks. All possible attacks are recorded and analysed and
subsequently in Chapter 6 a watermarking scheme is proposed to solve some of the
aforementioned problems. This scheme can be used inside one social network or in a
distributedway onmultiple social networks to enforce privacy settings onmultimedia
across collaborating Online Social Networks.

Chapter 7 examines the security and privacy of mobile applications. To demon-
strate a real life scenario on how the privacy is violated in mobile applications this
thesis analyses the results of a thorough study of mobile dating applications, which
due to their nature can be considered as a social network where users exchange very
sensitive personal data.

Chapter 8 presents the open research questions which need further investigation
and ϐinally, Chapter 9 contains the conclusions of the dissertation.

The thesis ends with the full bibliography of the publications and books used as in
this thesis.

1.2 Research Projects

Duringmy thesis, I participated in several EU and national funded R&D projects which
have signiϐicantly affected the conducted research. These projects are the following:

• OPERANDOOnlinePrivacyEnforcement, RightsAssurance&Optimizationoperando.
eu. Supportedby theEuropeanCommissionunder theHorizon2020Programme
(H2020), as part of the OPERANDO project (GA no. 653704).

• IDEA-C http://idea-c.weebly.com/Co-fundedby theEurope for Citizens Pro-
gram of the European Union.

• GEOSTREAM: Exploiting User-Generated Geospatial Content Streams http://
geocontentstream.eu. GEOSTREAM is partially supported by the FP7 - Re-
search for SMEs programme of the European Commission under contract num-
ber FP7-SME-2012-315631.

• THALES: Methodological expansions of Data Envelopment Analysis and appli-
cation in the evaluation of Greek Universities - Operational Program ”Education
and Lifelong Learning” of the National Strategic Reference Framework (NSRF),
2012-2015

5

operando.eu
operando.eu
http://idea-c.weebly.com/
http://geocontentstream.eu
http://geocontentstream.eu


1.3 List of publications

Part of the ϐindings during my research for this thesis have been published in peer
reviewed journals and conferences. More precisely, the following publications were
made in JCR indexed journals:

• Constantinos Patsakis, Athanasios Zigomitros, Achilleas Papageorgiou, and
Agusti Solanas. Privacy and security for multimedia content shared on osns:
Issues and countermeasures. Comput. J., 58(4):518–535, 2015

• Constantinos Patsakis, Athanasios Zigomitros, Achilleas Papageorgiou, and
Edgar Galván López. Distributing privacy policies over multimedia content
across multiple online social networks. Computer Networks, 75:531–543, 2014

Moreover, the following publications have been made in peer reviewed international
conferences:

• Athanasios Zigomitros, Achilleas Papageorgiou, and Constantinos Patsakis. A
practical k-anonymous recommender system. In Information, Intelligence, Sys-
tems&Applications (IISA), 2016 7th International Conference on, pages 1–4. IEEE,
2016

• A. Papageorgiou, A. Zigomitros, and C. Patsakis. Personalising and crowdsourc-
ing stress management in urban environments via s-health. In 2015 6th Inter-
national Conference on Information, Intelligence, Systems and Applications (IISA),
pages 1–4, July 2015

• Constantinos Patsakis, Athanasios Zigomitros, and Agusti Solanas. Privacy-
aware genomemining: Server-assisted protocols for private set intersection and
pattern matching. In Caetano Traina Jr., Pedro Pereira Rodrigues, Bridget Kane,
Paulo Mazzoncini de Azevedo Marques, and Agma Juci Machado Traina, editors,
28th IEEE International Symposium on Computer-Based Medical Systems, CBMS
2015, Sao Carlos, Brazil, June 22-25, 2015, pages 276–279. IEEE, 2015

• Constantinos Patsakis, Athanasios Zigomitros, and Agusti Solanas. Analysis
of privacy and security exposure in mobile dating applications. In Selma
Boumerdassi, Samia Bouzefrane, and EƵ ric Renault, editors, Mobile, Secure, and
Programmable Networking - First International Conference, MSPN 2015, Paris,
France, June 15-17, 2015, Selected Papers, volume 9395 of Lecture Notes in Com-
puter Science, pages 151–162. Springer, 2015
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• Constantinos Patsakis, Michael Clear, Paul Laird, Athanasios Zigomitros, and
Mélanie Bouroche. Privacy-aware large-scale virological and epidemiological
datamonitoring. In 2014 IEEE 27th International Symposiumon Computer-Based
Medical Systems, New York, NY, USA, May 27-29, 2014 [4], pages 78–81

• Athanasios Zigomitros, Agusti Solanas, and Constantinos Patsakis. The role of
inference in the anonymization of medical records. In 2014 IEEE 27th Interna-
tional Symposium on Computer-Based Medical Systems, New York, NY, USA, May
27-29, 2014 [4], pages 88–93

• Olga Gkountouna, Sotiris Angeli, Athanasios Zigomitros, Manolis Terrovitis, and
Yannis Vassiliou. km-anonymity for continuous data using dynamic hierarchies.
In Josep Domingo-Ferrer, editor, Privacy in Statistical Databases, volume 8744 of
Lecture Notes in Computer Science, pages 156–169. Springer International Pub-
lishing, 2014

• Athanasios Zigomitros and Constantinos Patsakis. Storingmetadata as QR codes
in multimedia streams. In Emmanouel Garoufallou and Jane Greenberg, editors,
Metadata and Semantics Research - 7th Research Conference, MTSR 2013, Thes-
saloniki, Greece, November 19-22, 2013. Proceedings, volume 390 of Communica-
tions in Computer and Information Science, pages 152–162. Springer, 2013

• Athanasios Zigomitros, Achilleas Papageorgiou, and Constantinos Patsakis. So-
cial network content management through watermarking. In Geyong Min, Yulei
Wu, Lei (Chris) Liu, Xiaolong Jin, Stephen A. Jarvis, and Ahmed Yassin Al-Dubai,
editors, 11th IEEE International Conference onTrust, Security and Privacy in Com-
puting and Communications, TrustCom 2012, Liverpool, United Kingdom, June 25-
27, 2012, pages 1381–1386. IEEE Computer Society, 2012

• Athanasios Zigomitros and Constantinos Patsakis. Cross format embedding of
metadata in images using qr codes. In Intelligent Interactive Multimedia Systems
and Services, volume 11 of Smart Innovation, Systems and Technologies, pages
113–121. Springer, 2011
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Chapter 2

Introduction to Data Anonymisation

Knowledge discovery is a key element to innovation. Researchers analyse data and
comeupwith newdiscoveries. The patterns of humanbehaviour are explored by com-
panies in order to deliver better products and services to their customers. Nowdays,
in the age of Big Data , the huge amount of knowledge is hidden in the electronic traces
of human activity. Aside from the positive side, many concerns have been raised re-
garding the privacy of people, as the combination of available information can recover
sensitive attributes. An adversary may abuse this knowledge, attempting to acquire
sensitive data about people, and information thatwouldnot be accessible to himunder
other conditions, consequently invading the privacy of people [17]. A naıv̈eway to deal
with this problem is to erase the ϐields which are explicit identiϐiers to a person, for
example Name, SSN etc. Nevertheless, this method has been proven to be inefϐicient.
A person of interest for the adversary can uniquely identiϐied even when the explicit
identiϐiers have been removed as shown in the successful attack of Sweeney [238].
In this attack the ϐirst dataset contained the voters registration list while the second
one was a dataset of patients which was provided by the Group Insurance Commis-
sion (GIC). Sweeney using three common ϐields Sex, Zip code and the date of birth, as
depicted in Figure 2.1, linked those to two datasets. Based on the 1990 census data of
US population [236] Sweeney showed that the 87% of the population can be uniquely
identiϐied through these three ϐields. A later work [95] on the 2000 census data de-
creased the percentage of the US population that is uniquely identiϐiable by the same
ϐields to 63%. More studies [128, 65] conclude to similar results for other countries.

From a legal point of view, the personally identiϐiable information has several in-
terpretations. For instance, the California Senate Bill 1386, deϐines personal identiϐi-
able information as Social Security numbers (SSN), driver’s license numbers, ϐinancial
accounts, excluding licence plates, credit card number, email addresses or telephone
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numbers. On the other hand, in 1995 the European Union gave a broader meaning to
personally identiϐiable information as:

“Any information relating to an identiϐied or identiϐiable natural person...;
an identiϐiable person is one who can be identiϐied, directly or indirectly,
in particular by reference to an identiϐication number or to one or more
factors speciϐic to his physical, physiological, mental, economic, cultural
or social identity.
...account should be taken of all the means likely reasonably to be used
either by the controller or by any other person to identify the said person.”
[72]

The Data Protection Directive is superseded by the General Data Protection Regu-
lation (GDPR), which was adopted by the European Parliament and European Council
in April 2016 and is enforceable since May 2018. The deϐinition of GDPR for personal
data already mentioned in Introduction 1.

Nonetheless, as Narayanan and Shmatikov [168] point out:

“Any information that distinguishes one person from another can be used
for re-identifying anonymous data.”

Figure 2.1: Sweeney’s Example of Re-identiϐication

The publication of any type of raw data without taking into account the implica-
tions of possible data correlations can lead to serious privacy violations from data
leakages. Therefore, data publishers should apply efϐicient data anonymisation meth-
ods with proper guarantees in order to protect the privacy of the individuals. In this
regard, this chapter focuses on the anonymisation of relational data since relational
data are the most common type of published datasets.

12



2.1 Related work

A related ϐield is Privacy-Preserving Data Mining (PPDM) which focus on performing
the data mining tasks in a privacy-preserving waywhile Privacy-Preserving Data Pub-
lishing (PPDP) cares for the usefulness of the data even if they are examined on record
level and before undergo any analysis. Therefore in PPDP the truthfulness on record
level is usually a requirement, which is not the case in PPDM. The data publisher usu-
ally does not have the expertise to apply the optimal data minings algorithms and in
some case the selection of the best algorithm depends on the application scenario.
Moreover, when the datamining process is known beforehand then the data publisher
can do that “in-house” and publish only the results. PPDP does not make any assump-
tion regarding the type of analysis that the anonymised dataset will undergo.

To simply put the main difference between PPDM and PPDP is where the query is
performed. In PPDM, the query is performed within a controlled environment, there-
fore, it is easier to have the necessary “watchdogs” to control the information ϐlow
and preserve the privacy of individuals. However, in the case of PPDP, the released
dataset is available to the adversary to perform any query he wishes to. Therefore,
PPDP needs to providemethods prior to release, whereas PPDM can bemore dynamic
and introduce control on the ϐly. For more on PPDM, the interested reader may refer
to [254, 8, 155, 282].

2.2 Organisation of this Chapter

The rest of this Chapter is organised as follows. The next section introduces the reader
to the basic concepts of PPDP, deϐining the actors and their roles in the procedure
as well as the publication process. Section 2.4 presents the core data transformation
methods, the building blocks which are used to anonymise datasets. The use of these
methods implies some information loss, as in the processed data we need to remove
the identiϐiable information of individuals. To quantify the amount of lost informa-
tion, we detail in Section 2.5 several well-known information loss metrics. Section 2.6
presents the state of the art in anonymisation attacks and countermeasures. The goal
of this section is twofold. First it shows with practical examples the different attack
scenarios that an adversary would try to exploit in order to de-anonymise, even par-
tially, the published dataset. The goal here is to highlight the possible data leakages
and what is the exposure of individuals in each case. Second, based on these attacks,
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we present, where possible, efϐicient countermeasures. Nonetheless, the attack sur-
face is bigger, therefore, in Section 2.7 we present other attacks which target the pro-
cedure per se, focusing also on the case of continuous data publishing.

2.3 FundamentalsofPrivacy-PreservingDataPublish-
ing

The goal of Privacy-Preserving Data Publishing (PPDP), as the name indicates, is to
publish useful information while respecting the privacy of the people in the dataset.
Therefore, the transformation of the data is essential so that an adversary can not link
records of the dataset with speciϐic individuals. The risk of privacy breaches is high
when the data are carelessly disseminate. Table 2.1 is an extended version of the at-
tacks published in the paper of El Emam et al. [67] summarising the known attacks,
made mainly by researchers, on real datasets and their efϐiciency. It is apparent that
the low number of these attacks is hard to justify the research in the ϐield. Never-
theless, as Sweeney points out [239], such works face many problems in publication
procedure, in the fear of legal measures. Moreover, one can assume that these attacks
are only the tip of the iceberg since is safe to assume that majority of the attacks made
by adversaries have never surfaced. Contrary to popular belief, the attack does not
have to be launched from a “hacker”. For instance, an attack can be launched from an
ad service provider to re-identify some individuals and provide them with targeted
advertisements, without the victim being aware of the attack or trace the source of the
leakage. Another more malicious example is the re-identiϐication of some individuals
from an adversary which can cause attacks on individuals, e.g. ransom, whomight not
disclose this as they cannot trace back the origin of data leakage. The attack on Ash-
ley Madison1, even if it does not fall in the category of the attack on published data,
clearly demonstrate howmalicious people can use disclosed data to extort individuals.
Nonetheless, the attacks of Table 2.1 clearly shows that there is a trade-off between the
privacy and the introduced distortion on the dataset. PPDP tries to balance between
privacy and utility of the anonymised dataset.

Now follows the basic concepts and deϐinitions of Privacy-Preserving Data Pub-
lishing and several attackswhich highlight the necessity for the introduction of special
anonymisation algorithms.

1http://www.reuters.com/article/us-ashleymadison-cybersecurity-
idUSKCN0QN2BN20150819
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2.3.1 Attributes

Assume a tabular dataset T , consist of records t, where each record corresponds to a
different entity. The classiϐication of the attributes of each record fall into four main
categories:

• Explicit Identiϐiers are attributes that can identify uniquely a person. For ex-
ample the Social Security Number.

• Quasi-Identiϐiers are publicly known characteristics of individuals. A Quasi-
Identiϐier QI cannot be used to uniquely identify a person by itself but when
combined with other quasi-identiϐiers it can lead to re-identiϐication of a per-
son. Either by narrowing down the possible identities to a small subset and this
improves the conϐidence of an adversary regarding the possible real identity be-
hind an anonymised record or in the worst case to pinpoint to a speciϐic record.
Examples ofQI attributes are Gender, Zip Code, and Date of Birth.

• Sensitive Attributes - SA are the ϐields that an adversary wishes to know. Ex-
amples of SA can be the Disease or the Salary of a person in a medical or ϐinan-
cial dataset respectively. Usually, there is only one SA in the table, but that is
not always the case [141, 286, 276, 144, 154].

• Non-Sensitive Attributes Any attributes that does not fall in any the previous
mentioned categories

An example of a table with Explicit Identiϐiers, Quasi-Identiϐiers and Sensitive At-
tributes is illustrated in Table 3.1.

EI QI SA
SSN Gender Age Zip Code Disease

987-65-4329 M 30 13000 Flu
987-65-4320 M 34 13500 HIV
987-65-4326 F 36 13500 Cancer
987-65-4322 F 38 16400 HIV

Table 2.2: Attribute Classiϐication - Example.
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2.3.2 Actors

A typical anonymisation scenario involves the following actors, as depicted in Figure
2.2 :

• The Data Holder/Publisher: The person or the organisation that wish to re-
lease a dataset with strong privacy guarantees. Usually, the data holder is also
and the data publisher. In the case when the data holder cannot perform the
anonymisation process because of lack of knowledge and/or limited resources
then the role of data holder and data publisher are distinct.

• The Record Owners: Every entity which participates in the released dataset
with one or more records

• The Data Recipient: Anyone with access to the published anonymous dataset.

• TheAdversary: Amalicious attacker or a nosy data recipient thatwishes to gain
additional knowledge about the SA of Record Owners.

Figure 2.2: Roles in Data Collection/Publishing.

2.3.3 Single and Multiple-release publishing

The different data recipients may have different requirements on the published data.
There are three main publishing scenarios and categorised as follows:
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2.3.3.1 Publishing a Single release

The ϐirst and most common scenario assumes that the Data Publisher based on the
privacy guarantees he desires, release the anonymous dataset only once. The original
table T , or any subset of it, has never published previously and no further publication
of T ,or any subset of it, is going to be published after this T ∗ anonymised dataset.

2.3.3.2 Publishing releases in parallel

In the Parallel releases [285, 16, 124] scenario the original dataset T is released in
a number of different T ∗

i anonymised datasets. Depending on the different require-
ments of the data recipients, eachT ∗

i could consist of a subset of the original attributes.
The goal of parallel releases is to reduce the information loss of the anonymous dataset
that caused by the curse of dimensionality. Data Recipients may not have any use
for speciϐic QIs while requires other QIs to have the least possible changes in the
anonymisation process. The Data Publisher should take into consideration that is pos-
sible the Data Recipients collude and try to combine the all the T ∗

i available to them to
gain more information of the Record Holders.

2.3.3.3 Publishing releases in sequence

Sequential publishing [263, 279, 30, 194, 33, 32, 18, 244, 260, 219, 218] refers to the
incremental publication of anonymised dataset. Assume that a company periodically
release anonymised data about its customers. The data on T are expected to change
over time, usually with the addition of new records and alteration or deletion of ex-
isting records. The Data Publisher should not ignore the already published datasets,
as the anonymity of a record owner is at risk when an adversary is cross-examining
multiple releases.

2.3.4 Centralised vs decentralised data publishing

The main focus in literature is on the centralised data publishing where a data pub-
lisher who possess the entire dataset from one or multiple data holders. For example,
all of the countryś hospitals can send their datasets to the countryś ministry of health.
A hospital does not have to anonymise their dataset and trust the ministry of health
performs the anonymisation process in the entire collection of datasets. The case of
decentralised publishing iswhen the data are distributed amongmultiple data holders
who do not trust each other, but the data recipients wish to analyse the union of their
datasets. However, due to legal or commercial constraints, the data holders do not
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wish to give access to raw data to anyone else[264, 96, 163, 223]. In this context, data
might bepartitionedamongvariousparties indifferentways [197, 105, 119, 283, 284]:

• Vertical partitioning (VP): data holders have disjoint sets of attributes but with
the same individuals.

• Horizontal partitioning (HP): data holders have disjoint sets of individuals but
with the same attributes.

• Arbitrary partitioning (AP): it is an intermix between VP andHP. This is themost
realistic scheme in which datasets may contain an undetermined number of co-
incident attributes and individuals.

In the case of multiple data holders who want to publish their data in a common
anonymised tableT ∗ there is two different approaches, as illustrated in Figure 2.3, and
they are the following:

• Anonymise-and-Aggregate: Eachdataholder anonymise thedata independently
and then aggregate all their anonymous tables to one and release it to data re-
cipients [222]. While in this approach the cost is relatively manageable and the
solution is very fast, it has the disadvantage to introduce unnecessary degrada-
tion of the data utility.

(a) Anonymise and Aggregate. (b) Aggregate and Anonymise.

Figure 2.3: Collaborative data publishing methods.

• Aggregate-and-Anonymise: The second approach is more appropriate as it
succeeds less data distortion for the same privacy guarantees as the ϐirst one.
The process starts with the data holders aggregating all their original data and

19



afterwards applying the anonymisation process. Since legal issues may prohibit
the sharing of plain datawith othersmore complex solutions as the introduction
of a semi-trusted third party or SecureMulti-party Computation [126, 122] pro-
tocols can be used. This does not come without cost since a signiϐicant compu-
tational overhead is added for ensuring the encrypted communication without
leakages.

2.4 Data Transformation Techniques

Theprocedure of transforming the original datasetT toT ∗, see Figure2.2, with respect
to the privacy requirements of the data holder is called anonymisation. The original
dataset T undergo various data transformation to achieve the desired properties in
the anonymous dataset T ∗. Inwhat follows, the basic data transformations techniques
that are employed in anonymisation methods are introduced.

2.4.1 Generalisation

The transformation of generalisation is the replacement of a value of aQI with a dif-
ferent one, which is an abstraction of the original. This can be achieved through the
Domain GeneralisationHierarchy (DGH),which is a lattice or a graph that represent the
solution space for the anonymisation problem. Every node in the lattice is a different
combination of generalisation levels of the QIs. Nevertheless, in quantitative data is
possible the DGH to be dynamically deϐined by the anonymisation algorithm as shown
in [94]. The values of the QIs are usually replaced based on predeϐined generalisa-
tion hierarchies, which dictates how each value of the original domain is replaced by
a more generic one. An example of a hierarchy is depicted in Figure 2.4.

Example 2.4.1. In Figure 2.4 the attribute Age when it is not generalised, at level 0,
has six distinct values. Moving up to level 1, the ϐirst two values 12 and 24 aremapped
to (<25), the values 34 and 48 falls within the range (25<...<60) and ϐinally the values
65 and 88 mapped to (>60). At level 2 the three different values of level 1 is now
mapped to a more general value which now includes all the domain of attribute Age
and represented by *. The attribute Gender, since only have two distinct values, at
level 1 the values Male and Female should be generalised to a more general value e.g.
human, or *. The DGH is now constructed with the three levels of generalisation of
attribute Age and the two of the attribute Gender as illustrated in Figure 4.1.

Thegeneralisation transformations canbedistinguished into twomajor categories:
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Figure 2.4: Taxonomy Tree.

Figure 2.5: Domain Generalisation Hierarchy of attributes Age and Gender.

1. Global recoding refers to the global substitution of an attribute value with a
more generic one. For example, if a value a1 is replaced by value A, then all the
instances of a1 in T , will be replaced by A. There are three approaches to per-
forming global recoding.

• Full domain generalisation: All attribute values are generalised to the
same generalisation hierarchy level [132, 211, 237, 238, 235, 125, 66]. This
methodhas the advantage topresent the anonymousdatasetT ∗ at the same
granularity level for all its data,making it easier for the human eye to group,
read and understand.On the other hand, original values might be unneces-
sarily generalised.

• Subtree generalisation: In this case, all sibling nodes are required to be
generalised to the same value. The nodes of the other subtrees are inde-
pendently generalised if that it is necessary [19, 112, 85, 86, 37].

21



• Sibling generalisation: In this approach, some of the sibling nodes are
generalised, while others remain intact. This provides greater ϐlexibility to
anonymisation algorithm to reduce the information loss with fewer gen-
eralisations. However, the computational cost is increased [132] since the
solution’s search space is expanded.

(a) Original hierarchy. (b) Full Domain Generalisation.

(c) Subtree Generalisation. (d) Sibling Generalisation.

Figure 2.6: Global Recoding Subcategories.

Example 2.4.2. In full domain generalisation,as seen in Figure 2.6b, if a1,a2 and
a3 are generalised to A, then equivalently, b1,b2 and b3 are also generalised to B.
In the case of subtree generalisation, Figure 2.6c, when a1 generalised toA, then
a2 and a3 also have to generalised to A, but b1, b2 and b3 can remain unchanged
in T ∗. As depicted in Figure 2.6d, the sibling generalisation, the values a1 and a2

can be generalised toAwithout requiring a3 to be similarly generalised.

2. Local recoding: Local recoding allows only some appearances of a value to be
generalised. ThismeansQIs values can be generalised to different levels across
the anonymised dataset.

• Cell generalisation: The Cell generalisation allows the generalisation of
an instance of the value while the other instances are not affected by this
operation. For example, the value 13500 of the attribute Zip Code can be
generalised to 135** while another instance of the same value to gener-
alised to 13*** in order to provide the privacy guarantees.
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• Multidimensional generalisation: Amultidimensional generalisation can
be obtained by applying a single function to a relation, which has several
QIs and their taxonomy trees, by generalising QI = (v1, ..., vn) to QI∗ =

(u1, ..., un) in a way that vi = ui or vi to be a descendant node of ui in the
taxonomy of attribute i [133, 89]. It is the same operator as the cell gener-
alisation with the difference that it takes into account multiple dimensions
of the records.

Example 2.4.3. From the Table 2.3a and for the QIs Age and Zipcode a single
dimensional cut occurs at the Zipcode dimension at 10711. As is depicted in
Figure 2.7(b), after this cut there are no more possible cuts from side to side
since any cut on the Age axis would create areas with only one member which
means thismember’s privacy is breached. Multidimensional partitioning, Figure
2.7(c), would allowonemore cut inside the left region at the value36onAge axis.
All regions now have more than one member.
In the case of Single dimensional partitioning two groups are formed

(a) [35− 38], [10710− 10711]

(b) [35− 38], [10712]

InMultidimensional partitioning, there are three groups formed. Thedata utility
is increased when smaller and more precise groups are formed. These groups
are:

(a) [35− 37], [10712]

(b) [35− 36], [10710− 10711]

(c) [37− 38], [10710− 10711]

When the Data Publisher have to make a decision on the generalisation operator
there are two factors he must have in his mind. The ϐirst is the quality of the general-
isation; the more ϐlexible an operator is, the smaller the information loss will be. The
second factor is the computational cost of the algorithm. The trade-off here is that
more ϐlexible operators offer a greater solution space whichmakes the computational
cost to rise.
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Age Gender Zipcode Disease

35 Male 10711 Flu
35 Female 10712 Viral Infection
36 Male 10711 Heart Disease
37 Male 10710 HIV
36 Female 10712 Mastitis
38 Male 10711 Prostate Cancer

(a) Original Table.
Age Gender Zipcode Disease

35-38 Male 10710 - 10711 Flu
35-38 Female 10712 Viral Infection
35-38 Male 10710 - 10711 Heart Disease
35-38 Male 10710 - 10711 HIV
35-38 Female 10712 Mastitis
35-38 Male 10710 - 10711 Prostate Cancer

(b) Single-dimensional anonymisation.
Age Gender Zipcode Disease

35-36 Male 10711 Flu
35-37 Female 10712 Viral Infection
35-36 Male 10711 Heart Disease
37-38 Male 10710 - 10711 HIV
35-37 Female 10712 Mastitis
37-38 Male 10710 - 10711 Prostate Cancer

(c) Multidimensional anonymisation.

Table 2.3: Single vs Multidimensional anonymisation.
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(a) Patients table. (b) Single-dimensional parti-
tioning.

(c) Strict multidimensional
partitioning.

Figure 2.7: Single-dimensional vs Multidimensional - Spatial representation for QIs
Zipcode and Age.

2.4.2 Suppression

The removal of certain recordsor values fromtheoriginal dataset in order to anonymise
it is called Suppression. The are three categories of suppression. The Tuple or Record
Suppression [237, 19], where the entire record is suppressed. The Value Suppression
[266]with the suppression of a given value throughout the entire table. Finally, the
Cell suppression [160] suppresses only some instances of a value in the table.

Example 2.4.4. In this example, a slightlymodiϐied version of the Table 2.3a is used to
show how each suppression method works, resulting tables with no distinct records.

• Record Suppression On the Table 2.4a the third record has been deleted and
now there is no need for further suppression or generalisation since the remain-
ing records form two groups with the sameQIs.

• Value Suppression Both valuesM and F of theQI Gender has been suppressed
from the Table 2.4b

• Cell Suppression In the Table 2.4c the value of a single cell has been suppressed.
The suppressed value works like a wildcard that in this example could either
“hide” value 10710 to match the ϐirst record, or value 10711, to match the ϐifth
record.

2.4.3 Bucketisation

When data recipients demand the original values ofQIs then the data publisher may
use the transformation of bucketisation, often referred to as Anatomisation [277], to
break the association betweenQIs and theSA. This can be done simply bypublishing
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Age Gender Zipcode Disease

35 Male 10711 Flu
36 Female 10712 Viral Infection
58 Male 15711 Heart Disease
36 Female 10712 Mastitis
35 Male 10711 Prostate Cancer

(a) Record Suppression.
Age Gender Zipcode Disease

35 * 10711 Flu
36 * 10712 Viral Infection
35 * 10712 Heart Disease
36 * 10712 Mastitis
35 * 10711 Prostate Cancer

(b) Value Suppression.
Age Gender Zipcode Disease

35 Male 10710 Flu
36 Female 10712 Viral Infection
35 Male * Heart Disease
36 Female 10712 Mastitis
35 Male 10711 Prostate Cancer

(c) Cell Suppression.

Table 2.4: Suppression example.
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them in separate tables. The published tables share a common attribute, the group−
id. Now from the SA table, any SA value with group − id = i can be linked to any
individualwith group−id = i at theQIs table. By publishing these tables individually,
the connection betweenQIs and theSA is broken andwithout the need for generalise
or suppress any QIs value. Compared to the generalisation approach, this approach
introduces a different type of information loss and gives more accurate answers to
aggregation queries that involveQIs since the original values remain intact.

Example 2.4.5. By splitting the Table 2.5a in two fragments with the bucketisation
method, the result is theQI Table 2.5b and the SA Table 3.8. An adversary, with the
original QIs values on his hands may be able to ϐind his target on the Table 2.5b but
he cannot link that individual to a certain disease. The non-malicious data recipient
with the originalQIs values have the advantage to be able to analyse the data inmore
detail.

There is a drawback to the bucketisation method. The adversary could infer the
participation or not of his target in a released dataset. Sometimes only the participa-
tion in a table could be considered sensitive. For example, if an adversary could infer
the participation of his target in a released table with Sexually Transmitted Diseases,
even without knowing the exact disease this is a serious privacy breach.

2.4.3.1 Slicing

The basic idea behind Slicing [140] is the breaking of associations across columns
while preserving associationswithin each column. Columns canbe formedwith oneor
moreQIs, SA or both. The utility of the dataset is preserved by forming groups with
highly correlated attributes, while the breaking of the associations between uncorre-
latedattributes enhances theprivacyprotection. Note that theBucketisation/Anatomi-
sation transformation can be considered as a special case of Slicing, with only two
columns, the ϐirst containing all theQIs and the other only the SA.

2.4.3.2 Disassociation

Disassociation is an anonymisation transformation proposed by Terrovitis et al. [247].
This technique provides protection against identity disclosure on sparse multidimen-
sional datawithout suppressing or generalising the original terms. Disassociationpar-
titions the original records into smaller and disassociated subrecords. The goal is to
hide infrequent term combinations in the original records by scattering terms in dis-
associated sub-records, as shown in Figure 2.8.
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Age Gender ZipCode Disease (sensitive)
40 Male 50100 Hepatitis
40 Male 50100 Hepatitis
40 Male 50200 HIV
42 Male 50200 Hepatitis
42 Male 50200 HIV
44 Male 50300 HIV
46 Female 50400 Flu
48 Female 50300 Flu
48 Female 50300 Cancer
48 Female 50400 Cancer

(a) Original Data.
Age Gender ZipCode GrouplD
40 Male 50100 1
40 Male 50100 1
40 Male 50200 1
42 Male 50200 1
42 Male 50200 1
44 Male 50300 1
46 Female 50400 2
48 Female 50300 2
48 Female 50300 2
48 Female 50400 2

(b) QI Table.

GroupID Disease (sensitive) Count
1 Hepatitis 3
1 HIV 3
2 Flu 2
2 Cancer 2

(c) Sensitive data Table.

Table 2.5: Bucketisation Example.

Age , Gender ZipCode, Disease
( 40 , Male) (50100 , Hepatitis)
( 40 , Male) (50100 , Hepatitis)
( 40 , Male) (50200 , HIV)
( 42 , Male) (50200 , Hepatitis)
( 42 , Male) (50200 , HIV)
( 44 , Male) (50300 , HIV)
( 46 , Female) (50400 , Flu)
( 48 , Female) (50300 , Flu)
( 48 , Female) (50300 , Cancer)
( 48 , Female) (50400 , Cancer)

Table 2.6: Slicing.
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ID Records
r1 itunes, ϐlu, madonna, ikea, ruby
r2 madonna, ϐlu, viagra, ruby, audi a4, sony tv
r3 itunes, madonna, audi a4, ikea, sony tv
r4 itunes, ϐlu, viagra
r5 itunes, ϐlu, madonna, audi a4, sony tv
r6 madonna, digital camera, panic disorder, playboy
r7 iphone sdk, madonna, ikea, ruby
r8 iphone sdk, digital camera, madonna, playboy
r9 iphone sdk, digital camera, panic disorder
r10 iphone sdk, digital camera, madonna, ikea, ruby

(a) Original Dataset.
Record chunks Term

chunk
C1 C2 Cr

r1 itunes,
ϐlu,
madonna

r2 ϐlu,
madonna

audi a4,
sony tv

ikea,viagra

r3 itunes,
madonna

audi a4,
sony tv

ruby

r4 itunes,
ϐlu,

r5 itunes,
ϐlu,
madonna

audi a4,
sony tv

(b) Cluster P1, |P1| = 5.

Record chunk Term
chunk

C1 Cr

r6 madonna, digital
camera

r7 iphone sdk,
madonna

panic
disorder

r8 iphone sdk, digital
camera, madonna

playboy,
ikea ruby

r9 iphone sdk, digital
camera

r10 iphone sdk, digital
camera, madonna

(c) Cluster P2, |P2| = 5.

Figure 2.8: Anonymisation by Disassociation.

2.4.4 Permutation

Based on the concept of anatomisation Zhang et al. [291] introduced the permutation
method. This method aims to anonymise tables with numerical SA. The ϐirst step is
to group the data records based on theirQI and then in each group to shufϐle the SA
values. Aggregate queries can be answered more accurate with the permutation than
suppression and/or generalisation-based techniques.

Example 2.4.6. Anaive example of permutation is presentedwith the dataset of Table
2.7a and the permuted version of it, the Table 2.7b.

Assuming that the query “What is the average salary of people younger than 42
years old ?” needs to be answered, on the original Table 2.7a the answer is equal to
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48250. On a generalisation-based approach a truthful hypothesis could be that the
intervals ofQI Age are [30-40] and [41-50].In this case, the result of the same query
would include the average of all the records and would be equal to 53000. However,
using permutation the result to the query in this instance would be 50750, which is
more accurate since the average would be computed based only on the 4 records that
match the query.

Name Age ZipCode Gender Salary
Achilleas 30 50110 M 45000

Bill 38 50120 M 46000
Carlos 40 50130 M 47000
Debby 41 50220 F 55000
Emily 43 50260 F 65000
Fred 50 50240 M 60000

(a) Original Table.
Group Age ZipCode Gender Salary

1 40 50130 M 45000
1 38 50120 M 46000
1 30 50110 M 47000
2 50 50240 M 55000
2 41 50220 F 65000
2 43 50260 F 60000

(b) Permuted Table.

Table 2.7: Permutation Example.

Permutation may seem like an efϐicient method but randomly permuting SA val-
ues may lead to privacy breaches because logical links exist between the different at-
tributes.

Example 2.4.7. This weakness of permutation is illustrated in Table 2.8 where the
random permutation of data is problematic. The adversary can infer that the CEO is
more likely to have the highest income while the Unemployed the lowest one, there-
fore, exposing their SA values.

2.4.5 Perturbation

The original dataset is replaced by a synthetic one in order to keep the distortion of
statistical information values to acceptable levels. Since the records donot correspond
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Age Gender Job Income (permuted)
44 M Engineer 70000
44 M CEO 5000
44 M Unemployed 43000
35 M Engineer 100000
35 M Manager 45000

Table 2.8: A Problematic Permuted Table.

to their original values after the perturbation, the adversary cannot successfully link a
record to an individual. Perturbation methods can be further categorised as follows:

• Noise addition On a table T and in a numerical SAwith the value vi, Noise ad-
dition T adds a random number r that follows a distribution. The anonymised
value is the vi + r. [26]

Age Gender Salary α r = [−5000, 5000] Salary α + r

35 M 45000 4325 49325
37 M 50000 -2751 47249
25 F 38000 -4198 33802
33 M 40000 -3706 36294
40 F 36000 2136 38136
26 M 67000 2524 69524
60 F 78000 -4616 73384
45 F 80000 -1614 78386

Sum 434000 426100
Mean 54250 53262,5

Standard deviation 18100,90763 17918,94265
Variance 327642857,1 321088505,7

Table 2.9: Noise Addition

Example 2.4.8. This example illustrates how noise addition works on attribute
Salary on Table 2.9. In the released table the attribute Salary will be replaced
with the last column of Table 2.9. This column is the sum of the original yearly
salarywith a randomvalue v ∈ [−5000, 5000]. At the bottomof the table, speciϐic
aggregate functions are shown, such as the sum and standard deviation, which
can efϐiciently be computed with inconsiderable errors in the reported values.
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Age Gender Zipcode Disease

35 Male 10711 Flu
36 Female 10712 Viral Infection
58 Male 15711 Heart Disease
46 Female 10712 Mastitis
25 Male 10711 Prostate Cancer

(a) Original Data.
Age Gender Zipcode Disease

35 Male 10711 Viral Infection
36 Female 10712 Mastitis
58 Male 15711 Prostate Cancer
46 Female 10712 Heart Disease
25 Male 10711 Flu

(b) Data Swapping .

Table 2.10: Data Swapping Example

• Data swapping Data swapping is used for both numerical and categorical SA.
The exchange of SA values among the records anonymises the table [73, 255,
174].

Example 2.4.9. The values of the SA in Table 2.10a are swapped randomly to
Table 2.10b while theQIs remains intact.

This result can be considered satisfactory but that is not always the case. The
SA valuesmay have interdependencies which can lead to inconsistencies on the
released table as in the case of gender-speciϐic diseases. For instance in a med-
ical dataset, assigning Prostate cancer to a Female or Mastitis to a Male are
impossible combinations, nonetheless, this can happen with random swaps.

• Synthetic data generation Based on the original data, Synthetic data genera-
tion builds a mathematical model and uses it to generate the anonymised table
with synthetic records in such manner that basic statistical measures or rela-
tionships are preserved [208, 157, 5, 12]. The major drawback in this approach
is that these data are no longer useful for analysis on random subdomains. To re-
duce the impact of this problem two approaches emerged, the Partially synthetic
[204] and the Hybrid data [57, 165, 178]
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Data Transformation Data Privacy Utility
Bucketisation Low High
Generalisation Average Average
Permutation Average Average
Perturbation High Low
Suppression High Low

Table 2.11: Data Transformation: Data Privacy vs Utility.

• Microaggregation is a perturbation method of aggregating values of attributes
to reduce re-identiϐication risk. This method this method has two steps, the ϐirst
is the data partitioning and the second is the partition aggregation [58]. The
data partitioning breaks the dataset T in subsets Ts1 , Ts2 , ...Tsn in such way that
for i ̸= j, Tsi∩Tsj = ∅ andTs1∪Ts2∪....∪Tsn = T . Then on the partition aggrega-
tion step, a representative value for each cluster is selected, which is usually the
median or the mean value. The original values on the clusters are replaced with
the corresponding representative value. A parameter k is deϐined to control the
minimum size of each cluster.
The data publisher should be aware for dependencies among the attributes. For
example in a hypothetical table that contains the attributes “Hours paid for” ,
“Wage Rate” and “Wage Sum”. The multiplication of the ϐirst two should result
the “Wage Sum”. While the mathematics is valid in the original data, in the mi-
croaggregated version the function is no longer valid. To avoid this problems,
some solutions have been proposed [251, 34] that inserts constraints whichmi-
croaggregation algorithms should not violate. Originally, microaggregation was
focused on numerical attributes, it was later extended to cover categorical at-
tributes as well [250].

The trade-off between privacy and utility is crucial [27, 139, 213] to data anonymi-
sation. Very strong privacy guarantees usually lead to an anonymised table with no
practical use while minimizing the information loss make the adversary more threat-
ening. The Table 2.11 it is an overview of the impact of each data transformation on
privacy and utility.
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2.5 Information Metrics

As previously mentioned the information loss plays a signiϐicant role in the anonymi-
sation process. The major concern of data publisher and data recipient is to ϐind the
best possible balance between privacy and data utility. To measure the data utility of
an anonymised table T ∗ various information metrics have been proposed and can be
categorised according to their purpose into three major categories, namely: general,
special and trade-off purpose. More precisely:

• General Purpose: Since the data publisher does not know the analysis that the
data will undergo by data recipient, he wants the released dataset T ∗ to be as
similar as possible to the original table T . To this end, the principle of minimal
distortion (MD)was introduced in [211, 235, 238]which simply issues apenalty
for every QI value that is generalised. This metric does not take into account
the importance of each QI attribute neither the size of the generalisation hier-
archy. Xiao and Tao [278] proposed a slightly more complicated metric called
ILoss. ILoss assigns to each cell on the table a number between 0 and 1, which
is proportional to the size of the hierarchy and the position of that value in the
hierarchy. Zero is attributed to cells that with no generalisation, and one when
there is total generalisation or suppression. Moreover, the data publisher could
set weights to the attributes to reϐlect their importance.
MD and ILoss charge a penalty nomatter which record is generalised and does
not take into consideration the other values in the table T ∗. In some cases that
could be problematic as shown in the next example.

Example 2.5.1. In Figure 2.6 if there is 9 values of a1 and only 1 value of a2,
by generalising both a1 and a2 values to A this would charge a penalty equal to
10 values for being generalised. The same happens if the a1 has 5 values and
the a2 also 5 values. Both cases have the same penalty but there is a difference.
Obviously, in the ϐirst case the 9 records were already indistinguishable, while
in the second case only 5 records were indistinguishable. This means that in the
second case more originally distinguishable records became indistinguishable.

Skowron and Rauszer [221], introduce the discernibility metric (DM) in which
the charged penalty for each value depends on other values in the release.When
a record belongs to a group of size s, the penalty for being indistinguishable from
other records will be equal to s if it is generalised.
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TheAmbiguityMetric (AM) [170]wasdesigned fork-anonymity framework,which
will be discussed later on. For every record r in the anonymised table T ∗, AM
calculates the number of records in T that could be have been generalised as r.
This number is the ambiguity of r. The AM for the T ∗ is deϐined as the average
ambiguity of all records in T ∗. A drawback of the AM metric is that it counts
also combinations of attribute values that do not appear in the original table.

• Speciϐic Purpose:

In the rare occasion when it is known in advance the analysis that the data re-
cipients wish to perform on the anonymised dataset, then this information can
be taken into consideration during the anonymisation process by the data pub-
lisher. Some may argue that if the analysis is known then the data publisher
could perform the data mining process and provide only the results without re-
leasing an anonymised table. This is impractical for a non-expert data publisher
and undesirable for the data recipient.
Generalisation and suppression can inϐluence the process of data mining either
in a positive or a negative way. For example, generalisation in some cases could
help thedatamining algorithm toperformbetterwith the generalisation of over-
specialised attributes. The classiϔication metric (CM) introduced by Iyengar
[112] to measure the classiϐication error on the training data. When a record
is suppressed or generalised to a group in which the record’s class is not the
majority class then the CM metric charges a penalty.
The intuition is that a recordhaving a non-majority class in a groupwill be classi-
ϐied as themajority class, which is an error because it disagreeswith the recordś
original class.
As adatametric though,CM doesnot address theproblemof over-specialisation
of values efϐiciently.

• Trade-off Purpose: As the name indicates the trade-off metrics try to balance
the privacy and the information requirements, at every anonymisation opera-
tion of the anonymisation algorithm.
For example, an anonymisationprocess that iteratively specialises a general value
into child values, in each specialisation s will gain in terms of information, de-
noted as IG(s) and lose in terms of privacy, PL(s). The metric proposed by
Fung et al. [85] prefers the specialisation s that maximises the information gain
for each loss of privacy:
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IGPL(s) =
IG(s)

PL(s) + 1

This is a generic model and the choice of IG(s) and PL(s) depends on the infor-
mation metric and the privacy model.

• KL-Divergence: All the aforementioned metrics fails to take into considera-
tion the distribution of the attribute values. For example, if the values of QI

Age is uniformly distributed and independent from other QI then replacing it
with a range of values would have a little effect since the data analyst, based on
the principle of maximum entropy can assume a uniform distributionwithin the
range. However, when the Age distribution is skewed the uniformity assump-
tion could lead the analyst to false results. The Kullback-Leibler divergenhe ce or
commonly known asKL-divergence can be used to overcome this problem. In the
anonymasation scenario, the original table T and the anonymous T ∗ are treated
as probabilities of distribution p1 and p2. The KL-divergence between these is
deϐined as:

KL =
∑
t

p1(t) log
p1(t)

p2(t)

Similar toKL-divergence thatmeasure thedistancebetweenoriginal and theproba-
bility distribution reconstructed fromtheanonymousdata are theLp-Norm [9],Hellinger
Distance. For more details, see [40].

2.6 Attacks and countermeasures

2.6.1 Attacks On Anonymised Publications

On the anonymisation domain, there are various attack scenarios which include ad-
versaries with different strengths and goals. The goals of an adversary vary from the
complete identiϐication of the record holders to simply learn if the record of his target
is included or not to a published dataset. The different scenarios can be classiϐied into
the following categories:
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2.6.1.1 Record Linkage:

The goal of record linkage is to link successfully a record of the anonymised database
to an individual. Using his background knowledge of theQIs an adversary could link a
small group of records or a unique record to an individual. In addition to the Sweeny’s
[238] attack that mentioned earlier, the example that follows will illustrate that a re-
identiϐication technique can be as simple as a database “JOIN”.

Example 2.6.1. In this example it is assumed that there are two datasets, the ϐirst one,
denoted as Dataset1, does not have any SA attribute in it, therefore and anyone can
access it and there is no need to anonymise it. Such dataset is the voters list where
the explicit identiϐiers and someQIs aremade available to the adversary. The second
is an anonymised dataset, denoted as Dataset2, e.g. medical records without explicit
identiϐiers, but with the SA values and QIs. The adversary can perform a matching
on QIs from both datasets and he expects to get as result a unique re-identiϐication
or a small group of possible matches. When an adversary targets one or some speciϐic
individuals and a dataset like Dataset1 is not available to him, then he can use his
background knowledge about the QIs of his victims to perform the attack. In Table
2.12, if the adversary knows the QIs values of Cher, he can easily infer that she has
HIV since is the only one with thatQIs values.

Name Age Gender Zipcode
Achilleas 23 Male 11527
Brooke 44 Female 11045
Cher 22 Female 15345
David 33 Male 50100
Eve 54 Female 50102

(a) Dataset1.

Age Gender Zipcode Disease
54 Female 50102 Mastitis
44 Female 11045 Uterine Cancer
33 Male 50100 Prostate Cancer
22 Female 15345 HIV
81 Female 11530 Alzheimer
23 Male 11527 Flu
29 Male 50100 HIV
40 Female 11000 Uterine Cancer

(b) Dataset2.

Table 2.12: Record linkage.

2.6.1.2 Attribute Linkage

The attribute linkage attack refers to the scenario when it is not possible for an ad-
versary to link a speciϐic record to his target but he is able to link a speciϐic SA value.
For example, in Table 2.12b the adversary may know that his victim Brooke, a female
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around 40 to 45 years old which lives in an area where the Zip Codes starts with 110.
While he cannot conclude which record is linked to his victim, nevertheless he can
infer which SA value she has, in our example “Uterine Cancer”. It becomes apparent
that the lack of enoughdiversity on the sensitive values of each groupmakes this attack
successful.

When groups are formatted based onQIs, the adversary could infer the sensitive
value of a person even if he cannot point which record belongs to that person.

2.6.1.3 Table Linkage Attack:

On the two aforementioned attacks, Record and Attribute linkage, it is assumed that
the adversary alreadyknows that his target record is on the releasedanonymousdataset
table. However, that is not always the case. Sometimes the presence or the absence of
an individual from an anonymous dataset reveals sensitive information about him. If
an adversary can conϐidently infer the presence or absence of a victim in that dataset,
then he has successfully carried a table linkage attack [171, 172].

2.6.2 Countermeasures to Record Linkage

Inwhat follows themostwell-known countermeasures against record linkage are pre-
sented. Of speciϐic interest is k-anonymity, one of the ϐirst and most used methods in
the ϐield and its variations.

2.6.2.1 k-anonymity

Samarati and Sweeney [212, 238] introduced the notion of k-anonymity as a counter-
measure to record linkage. A dataset is called k-anonymous when it returns at least k
records for any set of QIs values. The set of records with the same QIs is called an
equivalence class (EC). From the adversary’s perspective, when he knows theQI of a
target individual, the probability to successfully link his target record is never greater
than 1

k
. This probability takes into consideration that the adversary knows that his

target is in the dataset and also knows all the possible values ofQIs of the target.
A formal deϐinition of k-anonymity is the following:

Deϐinition 1 (k-anonymity). A table T is k-anonymous if for every record t ∈ T there
exist k − 1 other records ti1 , ti2 , ..., tik−1

∈ T such that t[C] = ti1 [C] = ti2 [C] = ... =

tik−1
[C], ∀C ∈ QI
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Example 2.6.2. The original table T1 in Table 2.13a, is transformed into T ∗
1 , see Table

2.13b, with the generalisation of the QI Age and Zip Code, and with generalisation
to the maximum level of Nationality, which is basically the suppression of thisQI at-
tribute. Clearly, the anonymised table is 4-anonymous, since for every record there
are at least three others with the sameQI values.

Non-Sensitive Sensitive
Zip Code Age Nationality Condition
13053 28 Russian Heart Disease
13068 29 American Heart Disease
13068 21 Japanese Viral Infection
13053 23 American Viral Infection
14853 50 Indian Cancer
14853 55 Russian Heart Disease
14850 47 American Viral Infection
14840 49 American Viral Infection
13053 31 American Cancer
13053 37 Indian Cancer
13068 36 Japanese Cancer
13068 35 American Cancer

(a) T1

Non-Sensitive Sensitive
Zip Code Age Nationality Condition
130** < 30 * Heart Disease
130** < 30 * Heart Disease
130** < 30 * Viral Infection
130** < 30 * Viral Infection
148** > 40 * Cancer
148** > 40 * Heart Disease
148** > 40 * Viral Infection
148** > 40 * Viral Infection
130** 30-40 * Cancer
130** 30-40 * Cancer
130** 30-40 * Cancer
130** 30-40 * Cancer

(b) T ∗
1 4-anonymous

Table 2.13: 4-anonymous

AsAggarwal [7] shown theCurse of dimensionalityplays a crucial role in the anonymi-
sation procedure. When the number ofQIs becomes large it becomes more difϐicult
to anonymise the dataset without an unacceptably high amount of information loss.
Therefore, high-dimensional datasets suffer the most from the curse of dimensional-
ity. To decrease the information loss, practitioners often anonymise high-dimensional
datasets by using only a subset of the QIs depending on the data sharing purpose,
and also have multiple parallel releases of the table with different subsets ofQIs.

Note that the data publisher may have different preference on the QIs [52] that
are going to be generalised or suppressed, for example, in a medical datasetQIs such
as age and profession may be more signiϐicant than the Zip code of the underlying
patient.

k-anonymity thoughmicroaggregation Microaggregation to satisfy thek-anonymity
property was ϐirst studied in [60, 59, 53]. The classic approach of microaggregation
is the univariate microaggregation, which processes independently each numeric at-
tribute and does not guarantee the k-anonymity property. The multivariate microag-
gregation refers in the casewhen the clustering process takes into account all theQIs
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and microaggregates these attributes together so the k-anonymity property is satis-
ϐied. Nonetheless, this approach suffers larger information loss when compared to
univariate microaggregation.

k-map Sweeney [238] proposed the k-map property. Assume that Tid is an identi-
ϐication database which is k-anonymised to produce T ∗

id. The data publisher wish to
release a dataset T ∗ from the original T . To comply with k-map property each record
in the disclosed k-map dataset T ∗ must be related to at least k records in T ∗

id. The
difference with k-anonymity is that k-anonymity takes into consideration the original
dataset T when the algorithm forms the equivalence classes while the k-map the k-
anonymous identiϐication database T ∗

id. This method can offer the same guarantees
as k-anonymity and simultaneously reduces the information loss. However, a major
drawbackofk-map is that combining all the available external datawith thedatawhich
the data holder wishes to release is a difϐicult task and not always feasible, rendering
k-map unusable in real life scenarios.

(X,Y)-Anonymity One of the assumptions of k-anonymity is that each record holder
has only one record in the dataset. However there are cases where this assumption
does not hold. For example datasets ofmedical records can havemore than one record
per individual. Assume that there is a dataset with a set of QIs Age, Gender and Zip
Code, with SA Disease and explicit identiϐier the Social Security Number (SSN). An
individual can have more that one disease, therefore, more than one records. The SSN
as an explicit identiϐier is removed and the k-anonymous released dataset may have at
least k records per each EC but there is no guarantee that contains at least k distinct
individuals. In the extreme case that a record holder has k records, then an EC could
contain only records fromone individual. To tackle this problemWang and Fung [263]
introduced the notion of (X,Y)-Anonymity. To satisfy (X,Y)-Anonymity each value onX

must be linked to at least k distinct values on Y . In this example Y ={SSN} andX={Age,
Gender, Zip Code}. Note thatY could also be theSAdisease so each group is associated
with a diverse set of SA values, making it even more difϐicult to infer a SA value.

2.6.2.2 (1,k)-anonymisation , (k,1)-anonymisation, (k,k)-anonymisation

Arelaxation of k-anonymity proposedbyGionis et al [92]. They introduced thenotions
of (1,k)-anonymity and (k,1)-anonymity.

(1,k)-anonymityWhen the adversaries are aware only of the public available in-
formationabout their targets, gathered in the tableTpub then thedatapublisher instead
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of performing k-anonymisation, he could generalise the table entries in such way that
the public data Tpub of every individual are consistent with at least k records of the
released table T ∗. (1,k)-anonymity is similar to k-map. Every k-anonymous table is
also a (1,k)-anonymised table but the converse is not necessarily true.

(k,1)-anonymity A table T ∗ is (k,1)-anonymous when any record in the table Tpub

is consistent with at least k records on the original table T . As before a k-anonymous
table is also (k,1)-anonymous.

Bothof themoffer aweakerprotectionof privacywhenare compared tok-anonymity
but its meant to used combined.

(k,k)-anonymity When an anonymous table satisϐies both (k,1)-anonymity and
(1,k)-anonymity then is a (k,k)-anonymous table. (k,k)-anonymous tables offer sim-
ilar protection to k-anonymous tables when the attack scenario is an adversary who
has only full knowledge on some of the individuals in the table. Using (k,k)-anonymity
the data publisher may see higher utility compared to k-anonymity.

2.6.2.3 Non-homogeneous Generalisation

Researchers proposed [275, 245, 230] a more complex approach to reduce further
more the information loss by not having the same generalised values of QIs within
an EC with more than k members.

Example 2.6.3. From the original dataset in Table 2.14a the 2-anonymous dataset
in Table 2.14b with homogeneous generalisation is produced. In Table 2.14c is a 2-
anonymous non-homogeneous version of Table 2.14a which have different intervals,
different level of generalisation and suppressed values of in the QIs for the ϐirst 3
records. Assuming that the adversary knows all the QIs of all record holders in Ta-
ble 2.14a then in Tables 2.14b and 2.14c he has a 50% chance to perform a record
linkage attack since both of them are 2-anonymous. In Table 2.14c each record have
a generalised range that is either smaller or equal to the corresponding range in the
corresponding record andQI attribute in Table 2.14b. This lead to achieving a better
utility using the non-homogenous generalisation, regardless of the informationmetric
used.

k-concealment Tassa et al. [245] proposed the k-concealment which was based on
the (k,k)-anonymisation that examined previously. The goal in k-concealment is the
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Age Gender Zipcode Disease
30 M 10152 Viral Infection
28 F 10157 Diabetes
15 M 10118 Cancer
48 M 10500 Heart Disease
20 M 10511 Flu

(a) Original Table
Age Gender Zipcode Disease

15 - 30 * 10*** Viral Infection
15 - 30 * 10*** Diabetes
15 - 30 * 10*** Cancer
20 - 48 M 105** Heart Disease
20 - 48 M 105** Flu

(b) 2-anonymous using homogeneous general-
isation

Age Gender Zipcode Disease
28 - 30 * 1015* Viral Infection
15 - 28 * 10*** Diabetes
15 - 30 M 10*** Cancer
20 - 48 M 105** Heart Disease
20 - 48 M 105** Flu

(c) 2-anonymoususingnon-homogeneous gen-
eralisation

generalisationofQI values is done in suchway that each recordbecomes computationally-
indistinguishable fromk-1 others. As anon-homogeneous generalisation schemedoes
not require each EC to have identicalQI values.

Example 2.6.4. Consider the Table 2.15 withQIs Age and Zip Code and SA Disease.
Table 2.16a corresponds to 2-Anonymised version of Table 2.15, where there are two
EC with two and three records.

The Table 2.15 correspond to the original dataset while the Table 2.16a to the 2-
Anonymous table of the original. The Table 2.16b corresponds to 2-concealment ver-
sion of Table 2.15. If the adversary knows all theQIs of the records still he is unable
to link a speciϐic record to less than two records. Assuming that his target is Alice and
knows herQIs values of Age and Zip Code then he cannot conclude which one of the
two records, the ϐirst and the third, belongs to Alice. Some may argue that the ϐirst
record is more likely to belongs to Alice, but the authors [245] claims that it is compu-
tationally hard to do so.

n-Confusion Another relaxationofk-anonymitywhich is also similar tok-concealment
is the n-Confusion [230]. n-Confusion provides an equivalent level of privacy as k-
anonymity bymake the records indistinguishable with respect to the re-identiϐication
process. The re-identiϐication process is considered to be a function that given a col-
lection of records from an anonymous table and with any additional information from
a space of available auxiliary information returns the probability that are entries from
the original table.
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Name Age Zip Code Disease
Alice 30 10055 Measles
Bob 21 10055 Flu
Carol 21 10023 Angina
David 55 10165 Flu
Eve 47 10224 Diabetes

Table 2.15: Original Table

Age Zip Code Disease
21-30 100** Measles
21-30 100** Flu
21-30 100** Angina
47-55 10*** Flu
47-55 10*** Diabetes

(a) 2-anonymous

Age Zip Code Disease
21-30 10055 Measles
21 100** Flu
21-30 100** Angina
47-55 100** Flu
47-55 100** Diabetes

(b) 2-concealment

Table 2.16: 2-anonymous vs 2-concealment [245]

2.6.2.4 MultiRelational k-Anonymity

One assumption made by most approaches to k-anonymity is that each individual has
a record stored as one row in a table of a database. The information about an individ-
ual can be spread in multiple tables on a database scheme. The protection on record
level of k-anonymity does not guarantee protection at record owners level. Evenwhen
multiple tables of a database transformed to a single table the protection is insufϐicient
as shown by Negriz et al. [173]. Therefore, Nergiz et al. proposed [173] theMultirela-
tional k-Anonymity. TheMultiRelational k-Anonymity requires that any record holder,
after a join to a person-speciϐic table with all the other record owners, to have at least
k − 1 record owners having the sameQI∫ with him.

2.6.2.5 km-anonymity

Terrovitis et al. [246] introduced the notion of km-anonymity in order to protect the
transactional databases which is also a relaxation of the k-anonymity guarantee. For-
mally, it is deϐined as:

Deϐinition 2 (km-anonymity). A table T is km-anonymous if any adversary with back-
ground knowledge of up tom items of a transaction t ∈ T , cannot use these items to
identify less than k records from T .
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A difference of k-anonymity is that there is no distinction between QI∫ and SA

on km-anonymity. Any item can be sensitive and also any set of items can be used by
the adversary to invade the privacy of individuals. It is worth noting that queries with
zero answers are also secure since the background knowledge of the adversary cannot
be associated with any transaction.

Example 2.6.5. An adversary, that targeted Alice, knows that she has purchased beer,
milk and diapers from a store. This kind of knowledge is not hard to obtain. For ex-
ample, the adversary could see the top of the shopping bag of Alice or could see these
items in a photograph that Alice upload in a social network. In the released transac-
tional data the adversary ϐinds the recordswith these 3 items (beer, milk and diapers).
Exploiting this could lead the adversary to limit Aliceś possible transactions to a small
set or even uniquely associate her to one transaction. When the adversary knows the
entire transaction, it may include sensitive items such as various prescription drugs,
breaching Alice’s privacy. Assuming that the transactional dataset was anonymised
using 53-anonymity, this means for these 3 items there would be at least 5 transac-
tions, including Alice’s, that would also containing beer, milk and diapers.

2.6.3 Countermeasures to Attribute Linkage & Table Linkage

To counter the Attribute Linkage attacks several notions have been introduced in the
literature. Themostprominent ones areperhaps ℓ-diversity, t-closeness andβ-likeness
which are analysed in the next paragraphs. Nonetheless, we discuss other approaches
as well and provide speciϐic scenarios in which they can be applied.

2.6.3.1 Conϐidence bounding

The conϐidence bounding of adversary conϐidence of inferring a SA value from a set
of QIs was proposed by Wang et al [266, 265]. In this method, privacy templates
are speciϐied by deϐining which SA value s to protect with a threshold h of the giving
QIs. If for the givenQIs the conϐidence of inferring the SA value s is less than h then
the privacy template on the table is satisϐied. The main advantage of the conϐidence
bounding is that different templates can be set by the data publisher for different val-
ues of the SA rather than a global protection policy on all SA values.

2.6.3.2 p-sensitive k-anonymity

Traian Marius Truta and Bindu Vinay [253] proposed the (p)-sensitive k-anonymity.
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Deϐinition3 ((p)-sensitivek-anonymity). Ananonymised tableT ∗ satisfy the (p)-sensitive
k-anonymity property if it satisfy the k-anonymity, and for eachEC in T ∗, the number
of distinct values for each SA is at least pwithin the same EC .

ID Age Country Zip Code Disease

1 37 Brazil 24248 HIV
2 38 Mexico 24207 HIV
3 36 Brazil 24206 Cancer
4 35 Mexico 24249 Cancer
5 51 Italy 23053 Diabetes
6 58 Spain 23074 Pneumonia
7 55 Germany 23064 Bronchitis
8 52 Germany 23062 Gastritis
9 43 Brazil 24248 Zika fever
10 47 Mexico 24204 Zika fever
11 46 Mexico 24205 Zika fever
12 45 Brazil 24248 Colitis

(a) Original Dataset.
ID Age Country Zip Code Disease
1 <40 America 242** HIV
2 <40 America 242** HIV
3 <40 America 242** Cancer
4 <40 America 242** Cancer
5 >50 Europe 230** Diabetes
6 >50 Europe 230** Pneumonia
7 >50 Europe 230** Bronchitis
8 >50 Europe 230** Gastritis
9 4* America 242** Zika fever
10 4* America 242** Zika fever
11 4* America 242** Zika fever
12 4* America 242** Colitis

(b) (2)-sensitive 4-anonymity.

Table 2.17: (p)-sensitive k-anonymity.

The Table 2.17b, which is a (2)-sensitive 4-anonymous dataset, is used to illustrate
a drawback of this approach. The records with IDs from 1 to 4, which consist the ϐirst
EC , have 2 distinct SA values but still an adversary can conclude that his target has a
serious and incurable disease which is a privacy breach.

Two extensions of (p)-sensitive k-anonymity has been proposed in [232] to over-
come this problem.
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(p+)-sensitive k-anonymity

Deϐinition 4 ((p+)-sensitive k-anonymity). An anonymised table T ∗ satisϐies (p+)-
sensitive k-anonymity property if it satisϐies k-anonymity, and for each EC in T ∗, the
number of distinct categories for each sensitive attribute is at least pwithin the same
EC .

An example of how the SA values can be grouped in order to achieve the preferred
(p+)-sensitive k-anonymity is illustrated in Table 2.18.

CategoryID Sensitive Values Sensitivity
One Cancer, HIV Very High
Two Pneumonia, Diabetes High
Three Bronchitis,Gastritis Medium
Four Colitis, Zika fever Low

Table 2.18: Grouping SA values.

Age Country ZipCode Disease Category
<50 America 2424* HIV One
<50 America 2424* Cancer One
<50 America 2424* Zika fever Four
<50 America 2424* Colitis Four
>50 Europe 230** Diabetes Two
>50 Europe 230** Pneumonia Two
>50 Europe 230** Bronchitis Three
>50 Europe 230** Gastritis Three
<50 America 2420* HIV One
<50 America 2420* Cancer One
<50 America 2420* Zika fever Four
<50 America 2420* Zika fever Four

Table 2.19: (2+)-sensitive 4-anonymity.

(p, α)-sensitive k-anonymity This model ϐirst have to deϐine an ordinal weight for
each category, as shown in Table 2.20, which captures the degree that each speciϐicSA
value contributes to theEC . Theweight of the speciϐic SA value is equal to the weight
of the category that the speciϐic value belongs to. The weight of the EC is the sum of
each speciϐic weight of SA values that the EC contains.
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CategoryID Sensitive Values Weight
One Cancer, HIV 0
Two Pneumonia, Diabetes 1/3
Three Bronchitis,Gastritis 2/3
Four Colitis, Zika fever 1

Table 2.20: Weights of SA values.

Deϐinition 5 ((p, α)-sensitive k-anonymity). An anonymised table T ∗ satisϐies (p, α)-
sensitive k-anonymity property if it satisϐies k-anonymity, and each EC has at least p
distinct SA values with its total weight at least α.

The example of Table 2.21, which is a (3,1)-sensitive 4-anonymous view of Table
2.17a, where there are at least 3 different values in eachEC and the least total weight
of the EC is 1.

Age Country ZipCode Disease Weight Total
<40 America 242** HIV 0 1
<40 America 242** HIV 0
<40 America 242** Cancer 0
<40 America 242** Zika fever 1
>40 Europe 230** Diabetes 1/3 2
>40 Europe 230** Pneumonia 1/3
>40 Europe 230** Bronchitis 2/3
>40 Europe 230** Gastritis 2/3
<40 America 24*** Cancer 0 3
<40 America 24*** Zika fever 1
<40 America 24*** Zika fever 1
<40 America 24*** Colitis 1

Table 2.21: (3, 1)-sensitive 4-anonymity.

2.6.3.3 ℓ-diversity

To counter Attribute Linkage attacks Machanavajjhala et al. [153] proposed the ℓ-
diversity.

The ℓ-diversity model requires that each equivalence class has at least ℓ different
attribute values. A more formal deϐinition of ℓ-diversity as given by Machanavajjhala
et al.[153] is the following:
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Deϐinition 6 (ℓ-diversity). AnEC is ℓ-diverse if there are at least ℓ “well-represented”
values for the sensitive attribute. A table T is ℓ-diverse if every equivalence class ∈ T

is ℓ-diverse.

The term “well-represented” in the simplest form is to ensure that there are at least
ℓ distinct values for the SA in eachEC , which is identical to (p)-sensitive k-anonymity
property.

When dealing with more than one SA the use Multi-Attribute ℓ-diversity provides
the required privacy.

Deϐinition7 (Multi-Attribute ℓ-diversity). In a tableT withquasi-identiϐiersQ1, Q2, ..., Qm1

and sensitive attributesS1, S2, ..., Sm2 . T is ℓ-diverse if for all i = 1...m , the table T is ℓ-
diversewhenSi is treatedas the soleSA and{Q1, Q2, ..., Qm1 , S1, ..., Si−1, Si+1, ..., Sm2}
is treated as theQI .

2.6.3.4 ℓ+-diversity

Liu andWang [145] proposed an extension, the ℓ+-diversity, which instead of offering
a universal protection on all SA values, it sets user-deϐined privacy thresholds to each
SA value to decrease the information loss.

2.6.3.5 (X,Y) - Privacy

An extension which inserts constraints of conϐidence bounding to (X,Y) - Anonymity
have been proposed byWang and Fung [263], the (X, Y)-Privacy. (X, Y)-Privacy address
the problem of having a value on Y that occurs more often than others, which results
the probability of inferring the SA value to be greater than 1

k
. To satisfy (X, Y)-Privacy

each group x on X has to contain at least k records and for each SA value s on Y

the conϐidence to infer s from x is less than h, where h is the value for the conϐidence
bounding.

2.6.3.6 (α, k)-anonymity

In 2006 Wong et al [274] extended the k-anonymity model by proposing the notion
(α, k)-anonymity. Their model in order to protect the sensitive information limits the
conϐidence of the implications that can be made from the QI to a SA value within a
threshold α.The extension of k-anonymity relies on the following requirement.
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Deϐinition 8 (α - Deassociation Requirement). Given a table T , an attribute set QI
and a SA value s. Let (E, s) be the set of tuples in EC E containing s for SA and
α be a user-speciϐied threshold, where 0 < α < 1. Dataset T is a α -deassociated
with respect to attribute set QI and the sensitive value s if the relative frequency of
s in every equivalence class is less that or equal to α . That is |(E, s)|/|E| ≤ α for all
equivalence classes E

Based on that, (α, k)-anonymity can be deϐined as follows:

Deϐinition 9 ((α, k)-anonymity). A table T ∗ is said to be an (α, k)-anonymisation of
the tableT if it ismodiϐied in suchway that satisϐies bothk-anonymity andα-deassociation
properties with respect toQI

2.6.3.7 Personalised Privacy

Personalised Privacy is a solution speciϐic for categoricalSAwith a taxonomy and have
been introduced by Xiao and Tao [278]. In this approach, the users can deϐine their de-
sired level of privacy in contrast to apply the same level of privacy protection to all the
individuals. To achieve this personalised privacy the users can select their guarding
nodes which is a node in the SA taxonomy that a user has no problem to reveal. The
requirement of this model is to limit the breach probability of any leaf value under the
guarding node within a user-deϐined threshold. The users who are satisϐied with less
privacy guarantees than others can reduce the information loss of the model while
keeping all record holders satisϐied.

2.6.3.8 (k, e) and (ϵ, m) Anonymity

Zhang et al. [291] proposed a permutation-basedmethod, the (k, e)-Anonymitywhich
requires that eachEC has at least k different sensitive values, while the range of sensi-
tive values in theEC is no less than a threshold e.The ℓ-diversity works only with cat-
egorical SA and (k, e)-Anonymity came to ϐill the need for protecting numerical SAs
and also to provide more accurate aggregate queries than the generalisation-based
approaches. A major drawback of (k, e)-Anonymity is that it ignores the distribution
of sensitive values within the group and is vulnerable to proximity attacks where the
adversary inferswith high conϐidence that the numeric sensitive value of an individual
victim falls within a short interval.

Example 2.6.6. Assume that in an EC we have 4 records and the salary is the SA. If
the adversaryknows that his victim is in thisEC and thevaluesof salary are{1000, 1030, 1050, 4000}.
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The adversary has 25% chance to discover the real salary of his victim but also has
75% probability that his victim’s salary is in the interval [1000− 1050].

To tackle the proximity attacks on numerical SAs, Li et al. [134] extended (k, e)-
anonymity by introducing (ϵ,m)-Anonymity. (ϵ,m)-Anonymity requires that for every
SA value in anEC , at most 1

m
of the records in theEC are allowed to have similar SA

values. The similarity is controlled by ϵ and can be the absolute difference, | y−x |≤ ϵ,
or a relative one | y − x |≤ ϵx.

TheWorst Group Protection (WGP)which introduced by Loukides and Shao [149],
is another countermeasure for proximity attacks which handles both numerical and
categorical attributes. WGP can be applied without generalising SA values and pre-
vents range disclosure while is taking into consideration the background knowledge
the adversary may have. WGP measures the probability of disclosing any range in
the least protected group of a table, and captures the way SA values form ranges in
a group, based on their frequency and similarity

2.6.3.9 t-closeness

The ℓ-diversity was an important step in protecting against attribute linkage attacks
but also had some shortcomings. The following example illustrates them by showing
not only that ℓ-diversity may be difϐicult to achieve, but it may not provide sufϐicient
privacy protection as well.

Example 2.6.7. Assume that the original data on table T has only one SA, the test
result for a particular rare virus, which is a boolean value, “Positive” (True) or “Neg-
ative” (False). Let us assume that T has 10000 records, 99% of which are negative, so
only 1%arepositive. Thedegree of sensitivity for each of these 2 values is cleary differ-
ent. Supposing that the virus is the HIV, that might have a social impact on the patient,
the disclosure of the negative result of that test for an individual, would not matter a
lot, as 99% of the population in this example has the same result. On the contrary, if
someone had a positive result, he would not want this information disclosed. In order
to have a distinct 2-diverse table, there can be at most 10000× 1% = 100ECs , so the
information loss would be large.

Both Skewness Attack and Similarity Attack can be seen in action in this example.

• SkewnessAttack:When theoverall distribution is skewed, satisfying ℓ-diversity
does not prevent attribute disclosure. Consider the above example and assume
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that oneEC has the same number of positive and negative records. So this satis-
ϐies distinct 2-diversity, and its variations, entropy 2-diversity, and any recursive
(c,2)-diversity [153] requirement that can be imposed. However, this raises a
serious privacy risk, since anyone in the EC could be considered to have 50%
possibility of being positive, as compared with the 1%of the overall population.
Another thorny issue that is raised, in terms of privacy, is when an EC in our
example has 49 positive and only 1 negative record, therefore it is 2-diverse. The
overall possibility of being positive is 1%, while in this EC it is raised to 98%
which is a serious privacy risk.

• Similarity Attack: The semantical closeness of the values is not taken into con-
sideration by the ℓ-diversity. Assuming that an adversary ϐinds theEC of his tar-
get in a medical anonymous publication and is a 3-diverse. The three different
values of this class are (gastric ulcer, gastritis, stomach cancer). The adversary
can deduce that his target has a stomach related problem even if he does not
know the exact disease of his target.

The t-closeness was proposed by Li et al [137, 138] as a defence to these attacks.
The requirement of t-closeness is that the distribution of a SA in any EC to be close
to the distribution of the SA in the original table T .

Deϐinition 10 (t-closeness). An EC satisϐies the t-closeness requirement if the dis-
tance of a sensitive attribute distribution in this class compared to the distribution of
that attribute in the whole table is not greater than a threshold t. A table satisϐies the
t-closeness requirement if all ECs satisfy the t-closeness requirement.

TheEarthMover Distance (EMD) [209] function is used by the t-closeness tomea-
sure the closeness between two distributions of SA values and requires the closeness
to be within t. The EMD function evaluates the dissimilarity between two multi-
dimensional distributions in some feature space where a distance measure between
single features, which we call ”the ground distance” is given. EMD lifts this distance
from individual features to full distributions.Note that, as proved in [142], the com-
plexity of t-closeness for every constant t such that 0 ≤ t < 1 , it is NP-hard to ϐind the
optimal t-closeness generalisation of T .

SABRE framework which was proposed by Cao et al. [36] is based on t-closeness
principle for both categorical and numerical attributes. The authors argue that al-
gorithms for t-closeness that are built on top of k-anonymisation [137, 138] fail in
term of efϐiciency and speed and their experimental evaluation showed that SABRE
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achieves superior information quality. In their framework, the data are ϐirst parti-
tioned into a set of buckets and then forms ECs by selecting the right amount of
records, and this is done by taking into consideration the t-closeness requirement,
from each bucket. A microaggregation approach to achieve k-anonymous t-closeness
datasets is proposed in [224] where the authors evaluate three different microaggre-
gation based algorithms.

2.6.3.10 β-likeness

t-closeness comes also with limitations and weaknesses. Firstly, it lacks the ϐlexibil-
ity of specifying different protection levels for different sensitive values. Secondly,
EMD function is not suitable for preventing attribute linkage on numerical sensitive
attributes. Moreover, enforcing t-closeness would greatly degrade the data utility be-
cause it requires the distribution of sensitive values to be the same in allQI groups.

Example 2.6.8. Suppose that a dataset T with two distinct values on the SA, HIV and
Flu. If the overall SA distribution between them is P = (0.4, 0.6), and their distribu-
tion in an EC is Q = (0.5, 0.5), then EMD(P,Q) = 0.1. Still, if their overall distri-
bution is P ′ = (0.01, 0.99) and their distribution in an EC is Q′ = (0.11, 0.89), then
EMD(P ′, Q′) = 0.1 again. While both cases satisfy 0.1-closeness, the information gain
in the latter case is much larger than the former one. The probability of HIV is raised
by 25% from 0.4 to 0.5 at the ϐirst case, while in the second case it is raised by 1000%
from 0.01 to 0.11. In effect, the two cases are not equal regarding privacy protection.
Unfortunately, any function, like EMD, that aggregates absolute differences faces the
same problem.

The proposed privacy model of β-likeness by Cao and Karras [35] is aiming cate-
gorical data.

Deϐinition 11 (basic β-likeness). Given a table T with a sensitive attribute SA1, let
V = {v1, v2, ..., vm} and P = (p1, p2, ..., pm) the overall SA1 distribution in T . An
equivalence classGwith SA1 distributionQ = (q1, q2, ..., qm) is said to satisfy basic β-
likeness, if and only ifmax{D(pi, qi)|pi ∈ P, pi < qi} ≤ β, where β > 0 is a threshold.

For an anonymised table T ∗ fromT to satisfy the β-likeness, all equivalence classes
G ⊂ T ∗ have to comply with β-likeness requirement.
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2.6.3.11 δ-presence

δ-presence [171, 172] was proposed in order to protect datasets from membership
disclosure. This metric evaluates the risk of identifying an individual in a table based
on generalisation of publicly known data.

Deϐinition 12 (δ-presence). Given an external table Tp and a private table T , we say
that δ-presence holds for a generalisation T ∗ of T , with δ = (δmin, δmax) if:

δmin ≤ P (t ∈ T |T ∗) ≤ δmax,∀t ∈ P

A dataset is δ-present when the probability of an individual from a publicly known
dataset to be contained in the anonymouspublications lies between (δmin , δmax)which
is a range of acceptable probabilities. The parameters δmin and δmax deϐine the level
of trade-off between the utility and the privacy of the anonymised table T ∗. An in-
crease on δmin can lead to better privacy protection since more information is hidden.
Nonetheless, it also decreases the utility. Likewise, when δmax declines the utility rise
as well with the risk to have a privacy breach. The goal for the data publisher is to
select the maximal δmin and the minimal δmax value which will provide the necessary
guarantees for his application.

The requirement of all available publicly known data to form a table is a draw-
back to the implementation of δ-presence. Therefore an extension proposed, the c-
conϐident δ-presence [172], to tackle this issueby relaxing the assumptionon the avail-
ability of a publicly known table to the data publisher. Only a set of attribute distri-
bution functions is assumed to be available to the data publisher, while the adversary
has access only to the public data.

2.6.4 Other Countermeasures to Attacks
2.6.4.1 m-invariance

Most anonymous data publication algorithms do not take into consideration possi-
ble future re-publications of the dataset T . Changes on the original dataset may hap-
pen through the pass of time, such as new insertions and deletions. Even the slightest
changes can lead the anonymisation algorithm to generate a different T ∗ anonymous
table. All these anonymous tables can be used by an adversary to infer sensitive infor-
mation about the record owners by comparing the records aswill be shown in subsec-
tion2.7.4. When the deletion of records is not an option on the dataset, then a naıv̈e
approach is to anonymise the new records separately and add them to the previous

53



anonymous publication. However, when there is only a small amount of new records,
the anonymisation process will introduce a severe information loss. Moreover, the
new anonymised records may have a different level of generalisation on theQIs than
the previous anonymised table. This could be a problem in the analysis of the data.

To tackle the problemof different levels of generalisation, Sweeney [238] proposed
as a solution that the latest anonymous dataset to be always as generalised or more
than the previous one and never more specialised. The problem that raised from this
approach is that each subsequent release will get increasingly distorted. Xiao and Tao
topropose them-invariance [279] as a countermeasure to this problem. Thedeϐinition
ofm-invariance has as prerequisites the following deϐinitions

Deϐinition 13 (Historical Union). At time n ≥ 1, the historical unionU(n) contains all
the tuples in T at timestamps 1, 2, . . . , n, respectively. Formally

U(n) =
n∪

j=1

T (j)

Deϐinition 14 (Lifespan). Each tuple t ∈ U(n) is implicitly associated with a lifespan
[x, y], where x is the smallest and the y is the largest integer j that t appears in T (j).

Having the Historical Union and Lifespan deϐined, the m-invariance now can be
deϐined as follows:

Deϐinition 15 (m-invariance). A sequence releases of T1, T2, . . . , Tp is m-invariant if
the following properties are met:

• every QI group in any Ti has at least m records and all records in QI group
have different values on the sensitive attribute

• for any record r with published lifespan [x, y]where 1 ≤ x, y ≤ p ,QIx, . . . , QIy

have the same set of sensitive valueswhereQIx, . . . , QIy are the generalisedQI
groups containing r in Tx, . . . , Ty

To simply put, if a record r has included in other anonymous releases Tx, ..., Ty ,
then all the ECs containing the record r in all Tx, .., Ty must have the same set of SA
values in order to satisfy the m-invariance requirement. This happens to make sure
that intersection of SA values over all suchECs does not reduce the set of SA values.
m-invariance is not a choice when the truthfulness at record level is a requirement
since the algorithm adds, the minimal required, counterfeit data records.
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2.6.4.2 m-conϐidentiality

m-conϐidentiality restricting the probability that an adversary can infer from T ∗, the
association between any individual and a record in T to 1

m
by taking into account the

adversary’s background knowledge.
In order to deϐine the m-conϐidentiality [272], ϐirst there is a need to deϐine the

Credibility andMinimality principle.

Deϐinition 16 (Credibility). Let T ∗ be a published anonymous table which is gen-
erated from T . Consider an individual o ∈ O and a sensitive value set s in the SA.
Credibility(o, s,Kad) is the probability that an adversary can infer from T ∗ and back-
ground knowledgeKad that o is associated with s.

The background knowledge mentioned here refers to the Minimality principle, as
deϐined below.

Deϐinition 17. Minimality principle Assume that an algorithm A is used to produce
an anonymous table T ∗ that satisϐies the requirements R. For any EC in T ∗ there
are no specialization of any QI that can result another table T # which satisϐies the
requirementsR

Deϐinition 18 (m-conϐidentiality). A table T is said to satisfym-conϐidentiality if, for
any individual o and any sensitive value set s,Credibility(o, s,Kad) does not exceed 1

m

2.7 Attacks on theAnonymisationProcedure andCon-
tinuous Data Publishing

The focus on the previous analyzed methods was on tackling issues that target the
anonymised records. Nevertheless, anonymised records are not the only things that an
adversary coulduse to launchhis attack. He could exploit thedeterministic procedures
of the anonymisation algorithm. In this kind of attacks, the anonymisation guarantees
could break by using the deterministic nature of the anonymisation algorithm and a
posteriori knowledge from the anonymised dataset.

2.7.1 Algorithm Background Knowledge Attack

In most anonymisation scenarios makes the assumption that the adversary has no
knowledge about the anonymisation algorithm that was used by the Data Publisher.
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However, this is not always the case [280, 116, 117, 45]. The knowledge of the algo-
rithmcanbe exploited as showed in [272]. Theminimality attack could break the guar-
antees of anonymisation algorithms based on theminimality principle. It is reminded
that theminimality principle refers to the property of not generalise, suppress, or dis-
tort the data more than it is necessary to achieve the desired protection of privacy.

Example 2.7.1. Assume the anonymous Table 2.23b was produced using as input the
original Table 2.23a. Moreover, the adversary has access to the auxiliary Table 2.23c
and came to his knowledge that the conϐidence bounding required the for theQIs Ed-
ucation and Gender is h = 60%. On Table 2.23c the adversary can see 2 records for the
values (PhD,Male) of theQIs and 5 records for the values (MSc,Male). Moreover, the
adversary from the Table 2.23b he can observe that a subtree generalisation has been
performed on the QI Education. This happened because the conϐidence bounding
requirement h was violated on the value Cancer. Only the combination of QI values
(PhD,Male) can lead to this violation. The adversary now can conclude that Achilleas
and George have Cancer due to the minimality property of the algorithm.

Education Gender Disease
PhD Male Cancer
MSc Male Viral Infection
MSc Male Viral Infection
PhD Male Cancer
MSc Male Viral Infection
MSc Male Viral Infection
MSc Male Viral Infection

(a) Original Patient Table.

Education Gender Disease
Higher Male Cancer
Higher Male Cancer
Higher Male Viral Infection
Higher Male Viral Infection
Higher Male Viral Infection
Higher Male Viral Infection
Higher Male Viral Infection

(b) Anonymous Table.
Name Age Gender

Achilleas PhD Male
Bob MSc Male

Costas MSc Male
Dimitris MSc Male
Edmond MSc Male
Freddy MSc Male
George PhD Male

(c) Table available to the adversary.

Table 2.23: Algorithm background knowledge attack example.
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The authors in [45] identify three properties of the anonymisation methods that
are vulnerable to minimality attack.

• Deterministic Behaviour: The deterministic nature of the anonymisation algo-
rithms allows the adversary, based on the published anonymous data T ∗, to use
reverse engineering and reason about the possible datasets T i that could lead to
T ∗.

• Asymmetric Group Choices: An algorithm could be triggered from a violation
onadiversity constrain tomerge several smaller groupsor to split a larger group.
The adversary if understand how the algorithm is triggered then he can infer
information about the original dataset.

• Consideration ofQIs andSAs together: The common goal ofmost anonymi-
sation techniques is to break the link between theQIs andSAs in suchway that
makes difϐicult for the adversary to restore it with high conϐidence. Neverthe-
less, the algorithmś choices of what to group together conditionally could leak
information about the original mapping.

2.7.2 Composition Attack

The Data Publishers may use different privacy models and even when they use the
same model they could choose different level of the privacy guarantees.Moreover, the
same Data Publisher could anonymise the same dataset with different privacy models
and different guarantees for multiple data recipients. Based on the above scenarios
Ganta et al. [87] introduced the composition attack.
Example 2.7.2. The Tables 2.24a and 2.24b are 4-anonymous and 6-anonymous re-
spectively, depicting patient data from two hypothetical hospitals. Assuming that Al-
ice’s employer knows that Alice is 28 years old, the zip code of her residence is 13012
and that visits both hospitals. He can conclude that Alice has AIDS because the value
AIDS it is the only one corresponding to AliceQIs in both Tables.

2.7.3 deFinetti Attack a.k.a Foreground Knowledge Attack

The adversary in this attack [123, 273] needs to know only theQIs of his target. Then
he constructs a machine learning model over the anonymous data. An attack of this
kind is successful when the extracted information from the correlations betweenQIs
and SAs in the anonymised data, change the beliefs of the adversary about his target
by increasing his conϐidence level above the guarantees of the privacy model.
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Zip code Age Nationality Condition
130** <30 * AIDS
130** <30 * Heart Disease
130** <30 * Viral Infection
130** <30 * Viral Infection
130** >40 * Cancer
130** >40 * Heart Disease
130** >40 * Viral Infection
130** >40 * Viral Infection
130** 3* * Cancer
130** 3* * Cancer
130** 3* * Cancer
130** 3* * Cancer

(a) T1 is the 4-anonymous published version of
Hospital1.

Zip code Age Nationality Condition
130** <35 * AIDS
130** <35 * Tuberculosis
130** <35 * Flu
130** <35 * Tuberculosis
130** <35 * Cancer
130** <35 * Cancer
130** >35 * Cancer
130** >35 * Cancer
130** >35 * Cancer
130** >35 * Tuberculosis
130** >35 * Viral Infection
130** >35 * Viral Infection

(b) T2 is the 6-anonymous published version of
Hospital2.

Table 2.24: Composition Attack.

2.7.4 Attacks on the continuous data publishing

The possession by the adversary of several versions of anonymised data through time
open the door to attacks.

A Data Publisher release a k-anonymised version T1 of the dataset D1. New data
are collected and appended to D1, forming the D2. The k-anonymised data of D2 is
denoted as T2. As the datasets are different this may result the QIs of anonymous
datasets T1 and T2 to have a different level of generalisation. An example of this case is
theTable2.25aand the continuouspublicationTable2.25b. Note that inside theparen-
theses are the un-generalised values of the QIs. Having access to both T1 and T2, an
adversary attempts to breach the privacy of a speciϐic individual. It is also reasonable
to assume that the adversary knows theQIs of his victim, and also the chronological
order of the publications. Moreover, every record owner in T1 has also a record in T2,
while the opposite is not necessarily true. A new record in T2 does not have a corre-
sponding record in T1. Some of the attacks that can be launched are the following:

• Forward Attack: The adversary knowing that his target is in table T1 uses the
table T2 to identify the target’s record. Since his target individual is in T1, there
exists a record in T2, which matches theQIs and SA value. The records that do
not match the SA value in T2, can be excluded from the possibility to belong to
the target.

Example 2.7.3. Assuming that theQIs values of the adversaryś target are the
[Las Vegas, MSc] and the adversary also knows that his target is included in T1
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Locality Education Disease
USA (New York) MSc Asthma
USA (New York) MSc Asthma
USA (New York) MSc Asthma
USA (Las Vegas) MSc Cancer
USA (Las Vegas) MSc Cancer

(a) Continuous data publishing T1.

Locality Education Disease
New York Higher (MSc) Asthma
New York Higher (MSc) Asthma
New York Higher (MSc) Asthma
Las Vegas Higher (MSc) Cancer
Las Vegas Higher (MSc) Cancer
Las Vegas Higher (MSc) Cancer
Las Vegas Higher (PhD) Asthma
Las Vegas Higher (PhD) Asthma
New York Higher (PhD) Cancer
New York Higher (MSc) Cancer

(b) Continuous data publishing T2.

Table 2.25: Continuous data publishing.

of Table 2.25a. In Table T1 the adversary observes that his target matches all
the records. However, if he examines the second Table T2, Table 2.25b, together
with T1, then he concludes that the ϐirst three records on T1 cannot all belong
to his target. If that was the case then the Table T2 should have at least three
[Las Vegas, Higher, Asthma]. This means the adversary can exclude one of any of
these three.

• Cross Attack: This attack is very similar to the Forward attack in that the at-
tacker knows that his victim is in the table T1 and tries to identify the victim’s
record in T2 using the table T1.

Example 2.7.4. The adversaryś knowledge is the same as the previous example.
There are 5 matching records in T2 forQIs values equal to [Las Vegas,Higher].
This means that at least one of the three records equal to [Las Vegas, Higher,
Cancer] was not in Table T1 since in Table T1 there are only two records with
values [USA , MSc, Cancer]. The adversary now can erase one of these records
and decrease the number of possible records in T2 for his target.

• Backward Attack: The adversary in the Backward attack have the knowledge
that his target record is only in the table T2, so if a record in T2 has a correspond-
ing record in table T1, then it should be excluded as a possibility to belong to the
target. By decreasing the records of the targetśEC in T2, the privacy guarantees
are violated.

Example 2.7.5. In this example, the adversary has a new target with QIs equal to
[NewYork,MSc] and theknowledge that his targetś record is includedonly in the2.25b
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T2. Having 5 matching records for [New York, Higher] in T2 means that at least one of
the three records equal to [New York, Higher,Asthma]must have been in T1 because in
T2 there are only two other records [Las Vegas, Higher, Asthma] that could correspond
to T1 values [USA , MSc , Asthma]. Therefore at least one of these records with values
[New York, Higher,Asthma] must be excluded since preexist adversary’s target.

In each of the 3 previous examples, at least one matching record was excluded, so
the 5-anonymity of the adversary’s target is compromised.

61



This page is intentionally left blank.

62



Chapter 3

Inference of QIs attack

From our research in the PPDP domain the following results have emerged. First we
will analyze the role inference and the importance of the semantics of data and later
onwe proposed a solution to the problemof km-anonymising continuous datawithout
the use of pre-deϐined data generalisation hierarchies.

3.1 Introduction

Our motivation behind this work was the medical records and their potentials to lead
to new discoveries.

While there is a lot of knowledgeanda lot of information sharedamong researchers,
it is understood that in order to proceed we need to share even more information. By
fusing this information hidden patterns are expected to be detected leading to new
discoveries.

The sensitivity of medical records though does not allow jeopardizing, therefore
the information before it is shared has to be preprocessed to anonymise the records of
individuals. This will allow the post-processing of the information from others, while
simultaneously stop adversaries from extracting the identities of individuals.

Anonymisation algorithms have been introduced to obfuscate the published infor-
mation, increasing the uncertainty of possible attackers to desirable levels.As we de-
scribed earlier the published information is a corrupted version of the original dataset,
several ϐieldsmight be suppressed, generalised, perturbated, or evenaddedwithnoise,
decreasing this way the utility of the information. Therefore, the balance between
anonymity and utility play a central role in picking which methods are going to be
applied to each dataset.

The scope of this work is to highlight the signiϐicant challenges in anonymising
medical records. As we are going to show, there is another type of attack that can be
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launched using this type of data that we call “inference of QIs attack”. The attack
stems from the nature of medical records, but it can be applied to other data as well.
The attack has been overlooked by current state of the art, mainly because the ϐields
of the tables to be anonymised are considered independent, which is not the case for
medical records and other datasets. Additionally, most of the attacks are trying to ex-
pose the sensitive attributes through the combinations of QIs. The attack that we
introduce follows another way. It exploits the knowledge derived from the sensitive
attributes in some records to recover generalised and/or suppressedQIs, or to break
the anonymisation guarantees of anatomized or sliced data, increasing this way the
re-identiϐication risk. Therefore, sensitive information about other records can be ex-
posed.

3.2 Attacking and Protecting Anonymised Datasets

3.2.1 Attacks on Anonymised Datasets

The original dataset of our running example which has Explicit Identiϐiers, QIs and
SA is illustrated in Table 3.1.

Table 3.1: Classiϐication of Attribute - Example

EI QI SA
Name Gender Zip Code Age Disease

Alice F 50100 22 Uterine Cancer
Bob M 50100 45 Flu

Carolain F 50100 33 Mastitis
Dennis M 50100 25 Stomach cancer
Ethan M 50100 56 HIV
Fay F 50100 65 Coronary heart disease

George M 50120 34 Hepatitis
Heather F 50120 18 Obesity

Ian M 50120 54 Diabetes
John M 50120 73 Prostate Cancer
Kate F 50120 88 Alzheimer
Lea F 50120 14 Juvenile idiopathic arthritis

As already mentioned the k-anonymity is considered a well-known standard in
data anonymisation, however, it can only be considered as a baseline as suffers from
a serious limitation. While it takes into consideration theQI attributes, it ignores the
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Table 3.2: k=3 lattice 1,0,1

Gender Zip Code Age Disease
* 50100 14-34 Uterine Cancer
* 50100 45-88 Flu
* 50100 14-34 Mastitis
* 50100 14-34 Stomach cancer
* 50100 45-88 HIV
* 50100 45-88 Coronary heart disease
* 50120 14-34 Hepatitis
* 50120 14-34 Obesity
* 50120 45-88 Diabetes
* 50120 45-88 Prostate Cancer
* 50120 45-88 Alzheimer
* 50120 14-34 Juvenile idiopathic arthritis

Table 3.3: k=3 lattice 0,0,2

Gender Zip Code Age Disease
F 50100 * Uterine Cancer
M 50100 * Flu
F 50100 * Mastitis
M 50100 * Stomach cancer
M 50100 * HIV
F 50100 * Coronary heart disease
M 50120 * Hepatitis
F 50120 * Obesity
M 50120 * Diabetes
M 50120 * Prostate Cancer
F 50120 * Alzheimer
F 50120 * Juvenile idiopathic arthritis
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SA attributes. This ϐlaw makes k-anonymity method vulnerable to several attacks,
such as the already discussed Attribute Linkage attack. ℓ-diversity [153] adds a re-
quirement of at least ℓ different values to be in each EC . However, the ℓ-diversity
model failed to protect record privacy against the Skewness Attack. To overcome the
Skewness Attack, Li et al. proposed the notion of t-closeness [137]. t-closeness guaran-
tees that the cumulative difference of SA values inside a EC is not more than a given
threshold twhen compared to the overall dataset. Afterwards, Brickell and Shmatikov
proposed the notion of δ-disclosure privacy [27]. A table is called δ-disclosure private
if the distribution of the SA values within each QI class is roughly the same com-
paredwith their distribution in the entire table. The δ-disclosure has the advantage to
correctly model disclosures when some value of the SA occurs in certainQI classes,
but not in others. ℓ-diversity, t-closeness and δ-disclosure are additional requirements
that are based on k-anonymity. Therefore, they can be considered as extensions and
not a replacement of the original concept. Nevertheless, as it going to be shown, none
of these extensions can prevent the attack that is illustrated in the next section.

3.3 Inference of QIs Attack

Usually on medical datasets the disease of the record owner is the SA attribute. Def-
initely, all the aforementioned attacks in Section 2.6 are relevant, nevertheless, our
attack follows a different information ϐlow. While most of the attacks try to combine
toQIs to expose the SA, our attack goes the other way round. At this point, it has to
be highlighted that due to the nature of the SA in medical records, diseases are very
of often age or gender dependent, therefore, the value of the SA can expose the value
of a generalised or suppressedQI of the anonymised dataset.

Taking advantage of the last remark, we introduce a new attack, called inference
of QIs attack, which is based on the SA values and can break the given anonymity
guarantees, such as k-anonymity. To clarify the attack, we should understand that the
ϐields of most of the tables are going to be anonymised can be considered indepen-
dent. For instance, a table might contain the following ϐields, gender, age and zip code.
These three columns are independent in the sense that there is no logical constraint
to assume that a manX years old lives inXV ille, or that a womanX ′ years old lives
in XV ille′, unless this is a background knowledge. However, as already implied, this
is not the case formedical records, something that is illustrated in the following exam-
ples.
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Figure 3.1: Lattice

3.3.1 Examples

Table 3.1 contains the original dataset which can be used to generate a plethora of
anonymised tables. Our assumption for the creationof ourmodel is touse3-anonymity
and 3-diversity. All generalised combinations can be shown in Figure 3.1, in which all
required guarantees are represented by green nodes, in case they are satisϐied, and
by blue, in case they are not. According to Table 3.4, it can be understood that in or-
der for the data utility to be maximized, there is a need to select tables with the least
information loss. So Tables 3.2 and 3.3 are selected for our attack model, taking into
consideration that theQIs is known by an adversary taken from other databases.

Table 3.4: Possible generalised domains and the regarding information loss. Results
produced using Flash [125]

Transf. Anonymity Min. Info. Loss Max. Info. Loss
[0, 0, 1] Not Anonymous 0.0 [0%] 43.0196 [64, 19%]
[1, 0, 1] Anonymous 43.0196 [64, 19%] 43.0196 [64, 19%]
[0, 0, 2] Anonymous 43.0196 [64, 19%] 43.0196 [64, 19%]
[0, 1, 1] Not Anonymous 0.0 [0%] 67.0196 [100%]
[1, 1, 1] Anonymous 43.0196 [64, 19%] 67.0196 [100%]
[1, 0, 2] Anonymous 43.0196 [64, 19%] 67.0196 [100%]
[0, 1, 2] Anonymous 43.0196 [64, 19%] 67.0196 [100%]
[1, 1, 2] Anonymous 67.0196 [100%] 67.0196 [100%]

Example 3.3.1. Table 3.5 is an EC of the original dataset. As it can be seen the gen-
derQI remained hidden to satisfy the 3-anonymity and the 3-diversity requirement.
Despite the anonymity, one can conclude the Gender QI for two out of three record
holders based on speciϐic diseases. For example, uterine cancer and mastitis are fe-
male speciϐic diseases. But when it comes to stomach cancer we can foresee that this
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record should reϐlect a male patient. Somebody can lead to this conclusion because of
the 3-anonymity and thus not all records can belong to female patients. As a result,
Dennis can be re-identiϐied from the original table, since he is the only male that ϐits
in this EC . Lastly, in the other two tuples the EC became from 3-anonymous to 2-
anonymous and as such the possibility of a successful linking a tuple to a target has
been increased from 33% to 50%.

Table 3.5: example 1 lattice 1,0,1

Gender Zip Code Age Disease
* 50100 14-34 Uterine Cancer
* 50100 14-34 Mastitis
* 50100 14-34 Stomach cancer

Example 3.3.2. When the path (0,0,2) of the lattice is chosen for anonymisation, the
Table 3.6 is produced. Here the ϐield Age is suppressed in favour of the anonymisation
requirements. In the table above, there are two age-related diseases. In detail, the
Alzheimer disease is usually diagnosed in people over 65 years of age and thus some-
body can infer that the person suffering from Alzheimer must be Kate. Moreover, the
Juvenile idiopathic arthritis refers to a person not greater than the age of 16 and as
a result this record must be represented by Lea. By following a similar approach, the
last record belongs to Heather. Nevertheless, we should consider that although “obe-
sity” cannot bemapped to a speciϐic age, the adversarymight be able to spot a possible
candidate if he knows something about the candidate’s appearance.

Table 3.6: example 2 lattice 0,0,2

Gender Zip Code Age Disease
F 50120 * Obesity
F 50120 * Alzheimer
F 50120 * Juvenile idiopathic arthritis

3.3.2 Comparison with similar attacks

The proposed attack differentiates itself from other methods due to the knowledge
extraction from the SA value. By doing so, information (QIs) can be inferred for the
record holder leading to further exposure.
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At this point one can conclude that the attack is a disguised background knowl-
edge attack; however, this is not true as they operate in a completely different way. In
our approach, the information ϐlow is from the SA values towardsQIs, so it exploits
this knowledge to recover theQIs. In contrast, the background knowledge attack, as
explained in [153], uses the demographics ofQIs to infer the SA.

Similarity attack only has some resemblance to our approach since both are based
on the SA values inside an EC . But there is an important difference. Whereas our
approach’s goal is to gain additional knowledge from the disease to infer for instance
theQI gender, when the latter is generalised for privacy, the Similarity attach groups
them and infer the SA of a victim related to a speciϐic type of disease. For instance,
uterine or stomach cancer are generalised to the outcome that “victim has cancer”.

Moreover, it needs to be stated that the attack described here has no similaritywith
inference control [76]. In this attack, for the results to be revealed, the user needs to
execute multiple database queries, creating “inference channels”. As such, an adver-
sary is able to split the query to several otherswhose intersection can recover sensitive
information. This is where our attach method contradicts. It takes into consideration
already published and anonymised tables and it concludes by exposing hidden QIs
based on the values of SA.

After all the aforementioned explanations and differences, this proposed attack
leads a newway for re-identifying information by using the SA values to exposeQIs,
reversing the wide adopted attack scenarios, whereQIs are used to exposed SA val-
ues. However, the impact of our attack is related to nature of the underlying dataset.
Themore dependent someQIs are to the SA, the more times such values appear and
more data can be linked from the anonymised tables.

3.4 Solutions

Our attack based on the semantics of the records. There is no easy solution that would
prevent the attack with generalisation and/or suppression of the records. An obvious
way to overcome this is having a domain expert to analyse the output tables and check
if there areQIs that can be inferred from the anonymised table. This may be feasible
for a small set of data but unpractical formost of the applications. There is aneed for an
automated solution that canprotect the anonymisedmedical dataset fromcorrelations
that can be used by adversaries to break the privacy guarantees.

In this context, we think that a decision support system could be used paired with
the existing algorithms in order to provide an enhanced privacy protection. The sys-
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tem needs a database which contains all the known links between age, gender, eth-
nicity, location with diseases. Based on that information, the data sets will be pre-
processed and all tuples containing such data will be marked. The marked tuples will
have to be either suppressed, generalised on anotherQI , or the linked valueswill have
to be simultaneously generalised to a predeϐined value in the database. Which action
will be taken is depending on the impact of each on information loss. That ensures
that the balance between utility and privacy will be kept in a good level for both data
recipients and record owners.

3.5 The Inference attack beyond the Generalisation/-
Suppression data transformation

There are more techniques, apart from the Generalisation and Suppression, that can
be used to anonymise datasets. We will analyse these techniques and how they are
related to the inference ofQI attack.

3.5.1 Bucketisation

AswepreviouslydescribedBucketisation [277]de-associates the relationshipbetween
theQI and theSA, without altering them. Compared togeneralisation the anatomised
tables give a more accurate answer to aggregate queries that involveQI values.

Our attack affects Bucketisation because the groups that are formed can be further
split into smaller groups i.e based on the age-related diseases.

Example3.5.1. TheTables 3.7 and3.8 is an example of bucketsation of the original Ta-
ble 3.1. Asmentioned before this approach has less information loss than k-anonymity
since none of theQIs are generalised or suppressed. Moreover, it offers the same pri-
vacy guarantee as 3-anonymity, since any tuple from the group 1 has 33% probability
of a successful link to its corresponding SA value.

We show that in the group 4 the privacy guarantee is violated when we use the In-
ference attack. The age-related diseases, Alzheimer and Juvenile idiopathic arthritis,
are used by the adversary to link the tuples (F,50120,88) and (F,50120,14) respec-
tively. Obesity can be linked to the one tuple that is left. A complete re-identiϐication
of group 4 was performed by our attack.
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Table 3.7: Bucketisation -QI Table

GroupID Gender Zip Code Age

1 F 50100 22
1 F 50100 33
1 F 50100 65
2 M 50100 45
2 M 50100 25
2 M 50100 56
3 M 50120 34
3 M 50120 54
3 M 50120 73
4 F 50120 18
4 F 50120 88
4 F 50120 14

Table 3.8: Bucketisation - Sensitive Table

GroupID Disease (sensitive) Count
1 Uterine Cancer 1
1 Mastitis 1
1 Coronary heart disease 1
2 Flu 1
2 Stomach cancer 1
2 HIV 1
3 Hepatitis 1
3 Diabetes 1
3 Prostate Cancer 1
4 Obesity 1
4 Alzheimer 1
4 Juvenile idiopathic arthritis 1
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3.5.2 Permutation

Permutation is amethod for numerical SA and it is used to improve aggregate queries
on such SA. The data records are divided into groups and then the SA values inside
the group are shufϐled. Permutation is considered beyond the scope of this work since
the SA of medical data is usually categorical.

3.5.3 Perturbation methods

In relation to our attack, Additive noise can be performed only in numericalSA and the
Synthetic data generation generates a completely different dataset than the original.
Synthetic data generation andData swappingdonot keep the truthfulness at the record
level, which is a requirement for many applications. Moreover, Data swapping, unless
it takes into consideration the partialQI dependencies its possible to generate tuples
that are obvious not true such as (F, 50120, 18, Prostate Cancer), crippling the utility
of the table.

3.5.4 Slicing

Bucketisation canbe consideredas a special caseof Slicing [140],withonly twocolumns,
one that contains all the QIs and the other only the SA. In slicing, columns can be
formed with one or moreQIs , SA or both.

Example3.5.2. In this example, as depicted inTable3.9, ZipcodeandDisease formone
column. This is very helpful to the data recipient to analyse better their correlations,
as attribute correlations are considered an important utility in data publishing.

Performing our attack on the sliced table, Table 3.9, is easy to link the Juvenile id-
iopathic arthritis with the tuple (F,14) since it is the only one that ϐits the “juvenile”
term. Alzheimer, another age-related disease, is linked to Kate (F,50120,88), in the
original Table 3.1. Kate is the only female, with zip code 50120, old enough to have
Alzheimer. As in previous example of bucketasation, the remaining tuple with obesity
is linked to Heather as she is the only female left with zip code 50120.
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Table 3.9: Slicing - Example

Gender & Age Zip Code& Disease

(F , 14) (50100 , Coronary heart disease)
(F , 18) (50120 , Obesity)
(F , 22) (50120 , Juvenile idiopathic arthritis)
(F , 33) (50100 , Mastitis)
(F , 65) (50120 , Alzheimer)
(F , 88) (50100 , Uterine Cancer)
(M , 25) (50100 , Flu)
(M , 34) (50120 ,Prostate Cancer)
(M , 45) (50120 , Diabetes)
(M , 54) (50120 , Hepatitis)
(M , 56) (50100 , HIV)
(M , 73) (50100 , Stomach cancer)

The interested reader may refer to [147, 148, 241, 210, 222] for more information
regarding anonymisation methods dedicated to medical records.
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Chapter 4

km Anonymity

4.1 Introduction

An anonymous data publication scenario assumes that the original dataset have too
many dimensions to expect an adversary to have complete knowledge of his targetś
record. For example, such a dataset is collected by a country’s tax ofϐice. The dataset
have dozen of ϐields concerning ϐinancial information of individuals. The adversary
may have a partial knowledge of the victimś ϐinancial situation. Consider the Table 4.1
that contains income data for individuals which is a sparse multidimensional dataset,
that can be represented as a collection of itemsets. Each number on the table repre-
sents a different income source as salary, income from agricultural activities, dona-
tions, capital gain, etc. Every record holder usually has income from various different
subsets from all possible income sources.

It is safe to assume that is a realistic attack scenario of an adversary to be aware of
some types of income and not the complete ϐinancial data of his target. In our exam-
ple Alice may be aware that John’s salary per annum is 11,000 and additionally that
his capital gains are in the range of 18,000 to 22,000. When the unique identiϐiers
are removed in the anonymous publication of the Table 4.1, Alice may use her partial
knowledge to identify John’s record in the dataset and after that the rest of his income.

A similar dataset, a set-value data such as the market basket data was ϐirst pre-
sented in [246] where the goal was to anonymise it, using predeϐined data generalisa-
tion hierarchies. Each record is an itemset and every item is a value from a set-value
domain I . The anonymisation of such datasets is done by the km-anonymity which
guarantee that any adversary who is aware of up tom items of a target record cannot
use that knowledge to identify less than k individuals in the dataset was analysed in
2.6.2.5.
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Name Various income sources (annual)
John {11000, 11000, 20000, 40000, 40000}
Mary {11000, 30500, 40000}
Nick {11000, 11000, 40000, 40000}
Sandy {11000}
Mark {20000}

Table 4.1: Original Tax data

Example 4.1.1. The 22-anonymous Table 4.2 is an anonymisation of Table 4.1. Any
adversary knowing up to 2 values of a target will be incapable to identify less than 2
records. In this dataset to guarantee that level of privacy, using the predeϐined data
hierarchy of Figure 4.1, all values had to be generalised because values {20,000} and
{30,500} were rare. However, the same level of privacy can be achieved in Table 4.3 if
the values {20,000} and {30,500} are generalised to the range [20,000-30,500]. As we
can observe, fewer values are generalised and a smaller information loss is achieved.

Our goal in this work was to provide a km-anonymity guarantee to prevent attacks
against identity disclosure without a predeϐined data hierarchy in order to reduce the
information loss of the original model. To achieve this we propose a global-recoding
generalisation approach that preserves utility by generalising the least number of val-
ues necessary to make every combinationm values appear in at least k records of the
dataset. The assumptions of limited attacker’s knowledge as [246] were alsomade for
this approach.The adversary is assumpted to not have negative knowledge, which is
reasonable for sparse multidimensional data, and to know up tom values of a target
record.

In our approach, there are two main differences from [246]. Firstly we take into
consideration the existenceof duplicate values in a recordand secondlywehandle only
continuous values. The latter allows us to perform generalisationswithout the need of
a user-deϐined data generalisation hierarchy. The former helps in preserving statistics,

 

(0 - 10,000] (10,000 - 20,000] (20,000 - 30,000] (30,000 - 40,000] 

(0 - 20,000] (20,000 - 40,000] 

(0 - 40,000] 

Figure 4.1: Data Generalisation Hierarchy of the data in Table 4.1.
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such as the total income of individuals. This means that if two different values in a
record are generalised to a common range, they are both kept in the anonymous result,
as opposed to [246] which suppresses duplicates. By generalising only the necessary
items and to the smallest possible rangeswe achieve better information utility, i.e., less
information loss.

The main contributions of this work include the following:

• Theextensionof theproblemof anonymising set-valueddata [246] to collections
of continuous values itemsets;

• Analyse the main differences and challenges of applying km-anonymity guaran-
tee to our data scenario;

• Introduce a utility-preserving km-anonymisation algorithm for continuous data;

• Evaluation of the algorithmwith real-world data and compare the results to the
apriori algorithm of [246],

4.2 Problem Deϐinition

Let T be a sparse multidimensional table with continuous attributesQI1, QI2, ..., QIn

of the same domainI . LetD be the itemset representation of T where each record is
a set of the non-zero values of the respective record of T .

We consider adversaries with limited knowledge to at most m values of a target
record t. To identify records on D they use combinations of m values which are rare
or unique. If their attack is successful then they can further discover additional infor-
mation about them, i.e., the remaining values. In the km-anonymity there is no distinc-
tion between SA and lQIs. Every value is a potential lQI , and all values are equally
sensitive as well.

Id Various income sources
1 (10000-20000], (10000-20000], (30000-40000], (30000-40000], (30000-40000]
2 (10000-20000], (30000-40000], (30000-40000]
3 (10000-20000], (10000-20000], (30000-40000], (30000-40000]
4 (10000-20000]
5 (10000-20000]

Table 4.2: 22-anonymous table using a data generalisation hierarchy
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Id Various income sources
1 11000, 11000, [20000-30500], 40000, 40000
2 11000, [20000-30500], 40000
3 11000, 11000, 40000, 40000
4 11000
5 [20000-30500]

Table 4.3: Continuous 22-anonymous table

As stated previously the adversary does not have the knowledge of the zero values
because that would correspond to negative knowledge which is more difϐicult to ob-
tain. For example, it is reasonable for an adversary to know that John’s capital gains
is 11,000 because he saw a bank statement than to be sure that he doesn’t have any
capital gains.

Our proposed new algorithm satisϐies the km-anonymity [246] and ensuring re-
duced information loss for continuous data, without the need of a user-deϐined hier-
archy.

A non km-anonymous datasetD, can be transformed to a datasetD⋆, by recoding
the values so that D⋆ satisϐies the km-anonymity guarantee. In order to succeed that,
we generalise only those values that are necessary tomake everym-sized combination
appear in at least k records, as in Table 4.3. In this case, the generalisation is a set of
rules in the form of v → [a, b], which map a value v of the original data to a range that
includes it.

There canbemanydifferent anonymisations of a dataset that satisfy km-anonymity
for a given adversaryś knowledge limitm, as shown in Tables 4.3 and 4.2. The worst-
case scenariowouldbe to anonymise all values to themaximumdomain rangeI . Such
a solution is always possible, but it would introduce the highest information loss and
the released data would practically have no utility.

The problem of ϐinding the optimal km-anonymisation is to ϐind the set of general-
isations that satisfy km-anonymity and generate the least information loss.

4.3 Anonymisation algorithm

4.3.1 Solution Space

The set of all possible generalisations is the solution space and the accepted solutions
are the those that do not violate the km-anonymity property. The problem of ϐinding
the optimal multidimensional k-anonymity was proven to be NP-hard [160]. As we
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already mentioned the dataset can be represented as a sparse multidimensional table
and this leads to a much larger solution space than that of k-anonymity. This happens
for two reasons; (i) km-anonymity does not need to formECs and (ii) without the use
a generalisation hierarchy, the set of possible generalisations is signiϐicantly larger.
Our approach to deal with the increased complexity is a heuristic solution. We take
advantage of the apriori principle, and perform global-recoding generalisation on the
infrequent values at each step of our algorithm, as we explain below.

4.3.2 Dynamic Count Tree

The apriori principle dictates, with a given frequency threshold, any itemset of size n
cannot be frequent if any of its subsets is not frequent.This also means that an itemset
of size nwhich is infrequent can not have a superset of size n+ 1, n + 2, etc. which is
frequent.

The proposed algorithm to exploit the apriori principle uses a tree structure simi-
lar to the count tree of [246] which is based on the FP-tree of [101]. Each node corre-
sponds to an original value or a generalised value. Progressively itemsets of size i=1,
2, ...,m are examined. The ϐirst step is to create a node for every distinct value on the
dataset. These nodes are then added to the ϐirst level of the tree. Nodes also hold the
support of the values. A new level of nodes is added to the count tree at each step i of
the algorithm. Any path from the tree root to a leaf is an i-sized combination of values.
Similarly to nodes, leaves also holds the support of the combination in the dataset.

Deϐinition 19. (support) The support of a combination of values in a dataset is the
number of records that contain this combination.

The algorithm aims for every i-sized combination of values to have support at least
k. The core idea is similar to AA of [246] with the exception that in our approach we
do not have a predeϐined generalisation hierarchy. The use of a hierarchy limits the
possible generalisations while the absence of it means that an algorithm has to con-
sider all possible generalisations and that is practically impossible. In order to avoid
this, we initially add only the original values and their possible combinations. If a gen-
eralisation of a value v → g is decided by the algorithm, as we will explain later on,
the new generalised value g is used and all the original values that fall in its range are
replaced with g in the tree. As result the count tree change dynamically depending on
the current generalisation rules, as shown in Algorithm 1. In all the subsequent steps,
these values will not be considered in the next tree levels, g will be used instead.
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Algorithm 1 Incremental Creation of the Dynamic Count Tree UpdateDCTree
Require: D {Original Dataset}, Ti−1 {tree of size i− 1},G {current generalisations}
Ensure: Ti is the count tree of height i.
1: for every record t ∈ D do
2: for every value v ∈ t do
3: if ∃ generalisation range g ∈ G, such that v ∈ g then
4: replace v with g.
5: for every combination cmbi of i values in t do
6: ϐind path pi−1 that contains (i-1)-subset of cmbi (preϐix)
7: if the ith value exists as a leaf then
8: increase its support by 1.
9: else

10: add the remaining ith value as a leaf under pi−1

11: return D⋆

4.3.3 Information Loss

To estimate the loss of utility introduced by the value generalisations we use the Nor-
malized Certainty Penalty (NCP )metric [281]. Let v be a value in original domainI .
Then:

NCP (v) =

{
0, v is not generalised
|gmax − gmin|/|I |, otherwise

where [gmin, gmax] is the range to which v is generalised. Intuitively, theNCP tries to
capture the degree of generalisation of each value, by considering the ratio of the total
domain that are indistinguishable from it.

The total information loss of an anonymous dataset D∗ with |D∗| records, is the
average NCP of all its values:

NCP (D∗) =

∑
ti∈D∗{

∑
vi,j∈ti NCP (vi,j)}∑
ti∈D∗ |ti|

where vi,j is the jth value in the ith record and |ti| is the size of record the ith record.

4.3.4 Algorithm

Our approach is a heuristic global-recoding generalisation algorithm, namely ACD, with
m basic steps as shown in the pseudo-code of Algorithm 2. At each step i = 1, ...,m

check for privacy violations of itemset of size i. In order to check all possible i-sized
combination of values, we use a count tree which is constructed from the Algorithm 1.
Every path from the root to a leaf node corresponds to an itemset with support in the
dataset equal to the support in the leaf.
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Algorithm 2 km-Anonymisation of Continuous Data algorithm ACD
Require: D {Original Dataset},m {maximum size of attacker’s knowledge},

k {privacy parameter}, d {NCP threshold}
Ensure: D⋆ is a km-anonymous Dataset.
1: sort tuples with reference to their f values.
2: G = ∅
3: T0 = null
4: for i = 1, 2, ..., m do
5: Ti = UpdateDCTree(D,Ti−1, G)
6: for every leaf node f in Ti do
7: if support(f) < k then
8: g = findGeneralisation(Ti, f, k, d)
9: add generalisation rule: G = G ∪ {g}.

10: parse Ti in a breadth-ϐirst traversal
11: if there exist one ore more sibling nodes with values v1, ..., vn ∈ g then
12: replace values v1, ..., vn with g
13: merge them into a single node n
14: update n’s support
15: return D⋆

When an i-itemset has less than k support, that means that this combination of
values is rare and therefore vulnerable. To increase the path support and in extend to
protect the individuals’ privacy, some values have to be generalised. A rare value has
to merge with a sibling node to form a range that will include both of these values.

The algorithm is a global-recoding one which means that when a generalisation
rule v → [vmin, vmax] is decided for a value v, then all instances of value v such that v′ ∈
[vmin, vmax]have tobe generalised also to the range [vmin, vmax], as shown in lines 10-14
of our algorithm. Each generalisation, at the steps 1,..,i-1 , are kept in a generalisation
rules set G (line 9). That way when the i level of Dynamic Count Tree is constructed
can take into consideration this set.

Seeking the generalisation with the least possible information loss in the dataset
is described in Algorithm 3. If the support of a leaf node is lower than the desired k,
then its siblings are the ϐirst candidates for merging. This happens cause they share a
common preϐix, the path from the root to their common parent, which is an itemset of
size i-1, and its support is ensured to be ≥ k at the previous step of ACD. That means
only the leaf values have to be generalised. The function range(v1, v2) in line 10 simply
returns the range between two values. When v1 < v2 then range(v1, v2) = [v1, v2],in
case of v1 > v2 then range(v1, v2) = [v2, v1]. We have a candidate solution when the
combined support of the two paths is≥ k.
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Algorithm 3 Finds a Generalisation that ϐixes a rare itemset ϐindGeneralisation
Require: Ti {Count Tree}, f {leaf of a vulnerable itemset path},

k {privacy parameter}, d {NCP threshold}
Ensure: generalised path of f will have a support≥ k.
1: n = f
2: S = ∅
3: for every sj sibling of node n do
4: S = S ∪ {sj} {merge candidates}
5: for every node sj ∈ S do
6: if the combined support of sj and n is≥ k then
7: NCPj = NCP ({vn, vsj → range(vn, vsj)})
8: if n is not a leaf then
9: for every node nc in the path from n to leaf f do

10: NCPj = NCPj +NCP ({vnc, vscj → range(vnc, vscj)}) {node scj is de-
scendant of sj , and it is at the same level as nc.}

11: ϐind sj ∈ S such thatNCPj is minimum
12: if NCPj < d then
13: g = range(vn, vsj)
14: else
15: let node n be f ’s parent
16: goto 2
17: return g

For all candidate solutions, theNCP is computed. The algorithm selects the solu-
tionwith the smallerNCP which also has to be smaller than threshold d. If no solution
is found in that step then the algorithm parses the problematic path upwards to the
root. Now as candidate generalisations are considered merges on both the leaves and
their parent nodes, and so on, as shown in line 15 of Algorithm 3.

The worst-case scenario of the algorithm is when all values have to be generalised
to the maximum possible range. This means that the ACD algorithm will always ϐind a
km-anonymous solution.

4.4 Experimental Evaluation

For the evaluation of the algorithm, we used real datasets from the UCI repository
[2]. The experiments performed in a computer system with Intel Core 2 Duo CPU at
2.53GHz with 4GB RAM, running Mac OS X 10.8.5. and programmed in C++.

Algorithms. Our algorithm compared to AA [246] the apriori algorithm for km-
anonymity. TheExperimental results indicate that ACDpreserves the data utility better
than AA, with a small execution time difference.
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Data. The selected dataset was the US Census Data 1990 [3] from UCI data min-
ing repository. A subset of 8 numerical attributes was used. These attributes repre-
sent different types of income. From a total of 2,458,285 records remained 1,000,000
records when we excluded the records that had zero values on all of these selected
attributes. We restricted the value domain to a range of size |mathcalI| = 1, 000. The
average record size was 2.27 and the maximum record size 8 as shown in in Table 4.4.

Dataset Records max|t| avg|t| Domain size
census 1,000,000 8 2.27 1,000

Table 4.4: Dataset Properties

Parameters. We assessed our algorithm with respect to various parameters:

• k parameter of anonymity

• The limit on attacker’s knowledgem

• The dataset size |D|

• NCP threshold d

In each testwealter onlyoneof theparameterswhile keeping theothersunchanged.
The default settings are k = 10,m = 2, d = 0.001 and |D| = 100000.

Evaluation Metrics. To evaluate the performance of our algorithmwe take under
consideration the execution time in seconds and the NCP, as a metric for the informa-
tion loss of the anonymised dataset.

Information Loss. In Figure 4.2 depicted the behaviour of the algorithms in terms
of information loss. As k increases, both algorithms increase sublinearly. It is easily
observed that the ACD outperforms AA especially for larger values of k, and it preserves
more utility than AA for any k, as expected.

As the adversary knowledgem increases, the NCP increases superlinearly for both
algorithms. However, for largerm ACD outperforms AA by an order of three times.

The behaviour of NCP threshold d is shown in the ϐirst graph of Figure 4.3. It is not
possible to compare AA since this parameter is not present in that algorithm. How-
ever, for reference we added the NCP of AA of the default parameter settings (k=10
andm=2). For smaller values of d the ACD algorithm results in remarkably improved
utility to the releasedanonymousdataset. Aswemoving to largerdvalues the informa-
tion loss converges with the information loss of algorithm AA. Note that the maximum
value of d is 1.
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In the second graph of Figure 4.3, we gradually change the dataset size |D|. For
this experiment, we created 7 randomsamples of our dataset of sizes 500000, 100000,
50000, 25000, 10000, 5000, 1000 records. Each dataset is a randomly sampled subset
of the previous one. Aswas expected the information loss decreases as the dataset size
gets larger and the ACD performs better than AA in all dataset sizes.

Execution Time. We evaluate the computational cost of our algorithm by mea-
suring the execution time of algorithms as depicted in Figures 4.4 and 4.5. For small
values of parameter k the execution time is larger and decreases monotonically as k
increases. In every test AA is faster than ACD. However, this is a small price to pay and
can be overlooked since ACD preserves the data utility better than AA.

The execution time grows sublinearly for both algorithms as the parameter m is
increasing. The counts trees that forming for larger m has more levels since more
itemsets with bigger size need to be considered by the algorithms.

In Figure 4.5 we can observe the impact of d on the execution time of algorithms.
For very small d, the algorithm ACD is slower but this change and slightly outperforms
AA for any d ≥ 0.001.

On the second subϐigure of Figure 4.5 depicted the scalability of the algorithms. In
both cases the curve grows linear along with the dataset size |D|.
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Part III

Multimedia-based Information
Retrieval
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Chapter 5

Privacy & Security of Multimedia on
Online Social Networks

5.1 Introduction

A few years ago, the preponderance of Online Social Networks (OSNs) was unthink-
able, their daily trafϐic, usage and global acceptance from users, shows that OSNs are
here to stay. The digital persona of users has moved from their personal websites to
their OSNs proϐiles. A crucial factor to explain this shift resides in the simplicity that
OSNs provide to their users to manage their social lives, increasing their efϐiciency
since they canmodify the content of their proϐiles and controlwhich information about
themselves is shared. Furthermore, this information can be edited or even deleted.
Hence, users can present themselves as they want, promoting an idealized version of
themselves, just like advertisements, which in many cases bare a little resemblance to
their actual persona. On the other hand, the recent technological advances in cloud
computing and web services, big data storage, cloud computing, semantic web, mo-
bile services, and of course the increased speed of Internet connection have created
the necessary requirements to design and develop new services that allow the trans-
mission and exchange of big multimedia ϐiles. Blogs, wikis, social networks and publi-
cation platforms, have evolved the way that people are connected, creating new com-
munication standards for millions of users around the globe. Social media platforms
like Facebook, Google+, Twitter and LinkedIn have completely changed the people’s
behaviour on the web. Simultaneously, new social media like Pinterest and Instagram
highlight thatmultimedia sharing,more precisely images, either personal or computer
generated, are a modern niche market with huge revenues for the service providers,
besides, inmany cases, events arebroadcast in socialmedia before thenewsappears in
commonmedia. Without any doubt, the biggest part of the shared information within
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social media ismultimedia content, uploaded and shared by their users. Nevertheless,
the provided security and privacy is often questioned [104, 184, 201, 231, 98, 136, 14].
With regard to security and privacy, malicious users try to exploit software vulnera-
bilities of the infrastructure to gain access to sensitive personal and professional infor-
mation. Although this might be very difϐicult to achieve, attackers may resort to social
engineering in order to attack their victims. Tricking users with malicious emails is a
very typical approach, not only to steal credentials for OSNs access, but formany other
services. It becomes obvious that reposting and republishing of images and multime-
dia content without any form of ownership, not necessarily about copyrights, can in
many cases mislead many users, while on the same time harm the original owner so-
cially and economically. In addition sometimes real users try to bypass privacy mea-
sures and disclose information about their peers.

This article exposes and analyzes the security and privacy issues that a user might
suffer by sharing content within OSNs and present an up-to-date categorizedmapping
of these risks, as currently there are many documented issues, few of which are prop-
erly addressed. Moreover discusseswhat are the possible entry points that an attacker
will try to use, what he will try to extract and how, what are the possible impacts of his
actions and the possible remedies or solutions. It tries to solve the problem of privacy-
aware increment for current Online Social Networks. Such increment is possible, even
by applying well-known techniques, thus the article focus on how this solution can be
achieved and their feasibilitywithin current structures, in terms of implementation ef-
fort, processing needs and economic constraints. The main contribution of this work
is a new scheme that enables collaboration between OSNs to enhance users’ privacy.
The novelty of the scheme resides in the fact that it is completely decentralized and
does not depend on a trusted third party (TTP). The proposed scheme counters many
problems that stem from sharing multimedia content on OSNs such as identity theft,
unauthorized content sharing and distortion of malleable content, and also allows a
new feature, the shared ownership of multimedia content.

Onemay argue that the current business model does not allow for such changes as
thebig “players” donot have theproper incentive topush such solutions forward. They
are well established and want to increase their market shares. Therefore, one could
claim that cooperation does not seem probable. The recent example of Schema.org1
exempliϐies that this is far from true. The major search engine companies decided to
cooperate and create a common framework that helps them to carry out their business

1www.schema.org

90

www.schema.org


easier andmore efϐiciently. One should also take into consideration the role of regula-
tory authorities. The recent deal between EU anti-monopoly authorities and Google2
signiϐies that big players can be forced to play with more “open” rules. Thus, devel-
oping a common privacy-aware framework for OSNs under the pressure of regulatory
authorities3 is not a far-fetched plan.

It is important to notice that while OSNs disregard each other, there is another link
between many of them. Major OSNs may not interact with each other, nevertheless,
they allow smaller OSNs to exploit their authentication mechanisms. Therefore, the
majority of smaller OSNs are not registering their users directly, but rather obtain user
authorization through e.g. OAuth4 to use some of the information from bigger OSNs.
This fact indicates that OSNs can further cooperate.

It should be noted that the term of ownership, throughout this work, should not be
considered in terms of property or copyright, but it rather refers to the fundamental
right to privacy. Users expect that by submitting their personal photos on OSNs, they
are free to set their own privacy policies, allowing access only to the users that they
decide. The uploaded content is part of their private lives and therefore belongs to
them. Therefore, users should be able to selectively reveal themselves to the world
[109].

5.2 Related work

5.2.1 Online Social Networks

Online Social Networks (OSNs) could be deϐined as follows

Online Social Networks are web services that provide their users with mech-
anisms, subject to speciϔic context constraints, to:

1. construct andmanage the content and visibility of their proϔiles within
their systems,

2. deϔine and organize the type of connection with other users,

3. interact with other users, sharing content and information or even by
altering their proϔiles.

2http://europa.eu/rapid/press-release_IP-14-116_en.htm
3https://secure.edps.europa.eu/EDPSWEB/webdav/site/mySite/shared/Documents/EDPS/

Publications/Speeches/2014/14-07-14_PH_for_EV_online_EN.pdf
4http://www.oauth.net
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This deϐinition identiϐies the main features of OSNs such as: their dynamic nature,
the interaction, the shared content and the context.

The triumph of the OSNs can be attributed to their focus on speciϐic user interests,
therefore it is possible to have dating, professional, medical OSNs or OSNs for simple
socializing. Moreover, OSNs try to strictly deϐine the type of content that users can
share, whether this is multimedia or just text-based information. In this environment,
users decide to which users they are related and how, creating the corresponding
groups. Depending on their privacy preferences, users can deϐinewhich information is
accessible to which groups of users. Also, users are allowed to interact by exchanging
messages and by contributing content to each other’s proϐile, and therefore altering
it, by adding, editing and deleting their proϐiles and shared information according to
their desired preferences.

5.2.2 Attacks on OSNs

Thewide use of OSNs has piqued the interest of many researchers as well asmalicious
users. A wide range of attacks has already been documented targeting the users of
OSNs. For the sake of completeness, a brief overview of themost important categories
of the attacks, which are not related to multimedia content, are presented.

OSNs allows users to communicate, share their thoughts, articles of their interests,
suggest movies, books and music and so on. This kind of data can also be used to ex-
tract useful information and patterns, which can predict users behaviour and current
trends. This knowledge can be used by OSNs to improve their services by offering bet-
ter personalization strategies, but also by various researchers and third-party appli-
cations. To enable the latter, OSNs publish anonymised and aggregated parts of their
databases. This way researchers and companies may utilize the given data to ϐind im-
portant information. However, the shared data should be anonymous in such a way
that no one can infer with great certainty the identity or the attributes of a user [41].
However, as it has been shown, this is not always the case [295]. Currently, there is a
lot of effort on anonymising shared data from OSNs in order to develop more efϐicient
and privacy-aware methods of anonymisation [14, 271, 167].

The search capabilities of OSNs have been shown to be vulnerable to crawlers. Au-
tomated programs try to reach as many proϐiles as possible, by utilising the open list
of connections that several proϐiles share. In most cases, crawlers are aimed at the
contact information of the users, e.g. email addresses. These emails are active due to
the fact that were used to create and activate the OSN accounts. However, in other
cases the found contacts are directly used to broadcast spam messages by using the
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OSN’s infrastructure. Several of these attacks have been documented in the literature
[28, 108, 6, 107].

The GroupMetamorphosis [48] is another kind of spam. Groups or Pages are com-
munities inside OSNs for users who share speciϐic ideas and/or interests. It has been
documented that when the community has a critical mass of users then some admin-
istrators may transform the group into a spam platform, posting things beyond the
scope of the group.

Social phishing is the evolution of spam attacks. In this attack, a malicious user
tries to exploit the access to the victim’s personal data such as personal interests or
connections. Planning aphishing attack onan individual as shown in [113] has abetter
click-through rate than typical spamming.

J. Donath, in [61], stated something that we see very often in social networks:

“One can have, some claim, as many electronic personas as one has time and
energy to create”.

In Identity Theft attack, the attacker tries to masquerade as another person to
hurt his social proϐile, or to exploit the trust that other people have in his authority
and to obtain money, usually in form of credit. The victim’s shared multimedia, which
are usually of high quality, can be used to launch attacks in real-life as well, e.g. print
fake ID cards or company passes. Fraudsters can also extract useful information from
the shared multimedia content on OSNs.

In cyberspac,e the replication of victim’s account, multimedia content and infor-
mation, can be achieved easily while this process can even be automated [23]. The
following attacks are closely related to the identity theft, and are often regarded as
speciϐic cases. If we have replication of the victim’s proϐile in the same OSN, then we
have the so-called Proϐile Cloning attack. Otherwise, if the attacker exports the vic-
tim’s information and multimedia content and creates a proϐile to another OSN then
we have the Proϐile Porting attack. This attack may be more effective for victim im-
personation since a search query at an OSN will only return a single proϐile, the fake
one.

Users in the Sybil Attack scenario, create multiple accounts to control and affect a
result as desired by him and their purpose [62]. It is essentially an escalation of Proϐile
Porting attack. The goal of the adversary can vary from a simple voting scenario to a
de-anonymisation attack. A malicious user can also launch an attack on the reputa-
tion of a user [103], usually anonymously or/and with the help of a Sybil attack. The
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attacker spreads, usually false, accusations about the users to draw negative “public-
ity” that can hurt the victim’s social image. Depending on the way in which the victim
handles the situation, even if the event proves to be false, the status or the credibility
of the victim can be questioned. When a user uploads a multimedia ϐile, setting his
desired privacy policy to be shared only with his friends, it implies that he trusts his
group of friends, and they will not share or re-upload his ϐile. Nevertheless, in cur-
rent OSNs his shared multimedia content is usually one click away from bypassing his
privacy preferences, leading to the unauthorized content sharing attack. Another
privacy exposure stems from the use of static links, which are used by the majority
of OSNs. OSNs use static links to bind the shared content, which can easily be copied
and arbitrarily shared on any other medium.

Finally, we ϐind collaborative attacks. OSNs are characterized by the easiness of
participation, where the user involvement is very important for the success of theOSN.
However, a group of many users can easily abuse this ability and demonstrate a series
of coordinate reputation attacks on the content of OSNs, proϐiles or even whole pages.
Collaborative attacks are similar to Sybil attack, just replacing the fake accounts by
users with the same goal [252].

5.2.3 Quantifying exposure

Liu and Terzi made the ϐirst attempt to quantify the user’s privacy content risk [146].

PR(j) =
n∑

i=1

l∑
k=1

βikV (i, j, k)

where V (i, j, k) is the visibility of user j’s value for the attribute i to users who are k
hops away from j and βik is the privacy sensitivity of attribute i.

Domingo-Ferrer, using the above quantiϐication of risk, proposed protocols that
assist users in making rational decisions about which attributes should be revealed to
other users of an OSN [54]. The decisions are based on the utility that the disclosure of
an attribute offers to the rest of the users, so that a correlated equilibriumamongusers
is achieved. Going a step further, Domingo-Ferrer proposed the notion of coprivacy or
cooperative privacy, where users cooperate in providing each other with feedback on
which attributes to disclose to preserve their privacy [55]. The more someone helps
others in preserving their privacy, the more his privacy is preserved. Closely related,
but more focused on OSNs, is the approach of Hu et al. [106], which tries to provide a
mechanism that addresses to the identiϐication and resolution of privacy conϐlicts for
collaborative data sharing.
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Talukder et al. introduced Privometer [243], as a tool to alert users about their
exposure over OSNs, this tool is implemented for Facebook and focuses mainly on sex
and political view exposure of the users based on their posts.

5.2.4 Tools for privacy in OSNs

It should be noted that very closely related to our research is the work on Social Iden-
tity Management (SIdM). Which can be understood as the set of methods that OSNs
use to allow users to disclose information to speciϐic groups of their contacts. This al-
lows them tomanage the attributes and information that they disclose regarding their
social identities/roles, attributed by others or themselves. As it becomes apparent,
SIdM is not only focused on multimedia content, but any attribute that an OSN user
can have5. For more details, the interested reader is referred to [175, 206].

Nowadays, several solutions related tousers’ privacyonOSNs, havebeenproposed.
The bulk of these solutions are external applications and not native solutions, having
several drawbacks that do not allow their wide adoption. Even, many of them are ex-
perimental solutions or proofs of concept. Therefore, the interface and support are
quite limited. The nature of these tools might even bypass the terms of service of each
OSN e.g. as they use cryptographic or steganographic methods, which hide the main
source of income of OSNs, information. Therefore, the solutions which are discussed
in the following paragraphs are not widely used and this why users are unaware of
their existence. For instance, completely decentralized OSN architectures like Dias-
pora6, Safebook [49] and OneSocialWeb7 never managed to attract massive amounts
of users to change the rules of the game.

In NOYB [99], groups of users share a key and break their personal information
into “atoms” which are then permuted with the “atoms” of other users, using the key
to generate the permutation. Thus, the real information is hidden from the OSN and
the users who do not have the key.

Persona [15], allows users to encrypt their data and exchange a public key with
selected users. This way, Persona provides an attribute-based encryption to users’
data, which allows them to apply their desired privacy policies regarding data access.
EASiER [114] extends Persona, by creating decryption keys that are associated with
each user, allowing data access, only when a user contacts the proxy with the appro-
priate key. Another encryption based tool is FlyByNight [150]. It mainly uses public

5The shared multimedia content can be considered an abstract attribute of a user’s proϐile.
6https://joindiaspora.com
7http://onesocialweb.org/about.html
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key encryption algorithms to exchange users’ messages on Facebook. Scramble [20] is
a Firefox extensionwhich allowsOSNs users to encrypt their uploaded content storing
it either at a TinyLink server or the OSN.

PrivacyJudge [127] allows users to manage who can access their posted content,
hosted on their own or a trusted third party privacy server. Data treatment is speciϐied
by labels to reduce the risk of accidental exposure of personal information. In this area,
there exists Lockr [249] an access control system and Facecloak’s [151] which obfus-
cates users’ proϐiles by providing fake information to the OSN and storing personal
information on an application server in encrypted form. Patsakis and Solanas [186]
propose a novel cryptography methodology for sharing data within social networks,
while users encrypt all their data, they create small encrypted keyword dictionaries
on the data that they are willing to share. By sharing the dictionaries’ decryption keys
with advertising companies, users allow them tomine their data. If they ϐind a promis-
ing proϐile, they can place a bid to access the full data.

In [51], De Christofaro et al. propose the use of private set intersection (PSI) pro-
tocols to disclose only the common connections that two users have. On the other
hand, based on PSI protocols, Li et al. introduce a recommender system for social
networks, whichmatches users with similar interests, without disclosing their prefer-
ences [135].

Two solutions, X-pire! [13] and unFriendly [248], follows radically different ap-
proaches. In the case of X-pire!, users set expiration dates for their sharedmultimedia
content, to make them unavailable after that date. On the other hand, unFriendly pro-
poses a solution for enforcingmulti-party privacy in published photos so that they are
co-managed by the people who are depicted in them.

PlusPrivacy 8 is a toolwhichprovides a uniϐieddashboard for protecting users from
a variety of privacy threats. Regarding multimedia content, this tool applies the most
privacy-friendly values automatically acrossmultiple OSNSwith a single push of a but-
ton. The users do not have to dig into the privacy settings pages of each of their social
network accounts.

Facebook [1] and Google+9 have recently started using face recognition services.
The focus of these services is mainly to tag the shared content and allow better search
capabilities. However, one could claim that these services could alsobeused to counter
ID theft attacks. The main drawback of these solutions is that the images have to be
checked against huge amounts of photos so that even if the identiϐication error is quite

8https://plusprivacy.com/
9https://support.google.com/plus/answer/2370300?hl=en
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small, the total amount of false positives creates an enormous manual processing. On
top of that, it should be considered the fact thatmanyusers tend to use and sharemany
common pictures, which would issue many false alarms.

5.3 Attack vectors

In this section, we discuss the origins of the possible attacks.

Multimedia: Multimedia ϐiles are a rich source of information. It is often said that “a
picture is worth a thousandwords”. Every day numerous of multimedia ϐiles are
stored on the OSNs. A lot of these ϐiles contain sensitive and personal content of
the users. Therefore, themultimedia ϐiles themselves can be considered a threat
to the user if is not treated responsibly.

Malware : Malware intentions are to harm the users or their computer systems. Ex-
amples of malware are the keyloggers, ransomware and any other software that
can be used in order to exploit any vulnerabilities of the operating system and
installed programs.

Misplaced Trust : The lack of any kind of veriϐication of the identity of a user on
OSNs lead people to use a naıv̈e approach. In order to trust someone users check
their proϐile picture and the common friends. An adversary with a little effort
can effectively attack his target. When the imposter gets in the friend list of the
user, he gets access to information and multimedia content that is meant only
for trusted users.

Phishing: Phishing is considereda social engineering attack. Theadversary is “phish-
ing” usually by setting a legitimate-looking website or email and by pretending
that represents a legitimate and credible entity that his victim trusts. By doing
so, the adversary attemps to steal the credentials of the victims for the targeted
service, for example, e-banking, email or OSN account. If the victim is tricked
successfully then his account is compromised.

Hijacking: Proϐile hijacking is when an adversary breaks into the account of a user
and starts to impersonates him to harm his reputation or to run a scam

URL shortening/redirection : URL shortening is a method where a Uniform Re-
source Locator (URL) may be made substantially shorter and still direct to the
address. With the launch of Twitter which limit the length of the messages, the
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shortened URLs became very popular and common. The real address behind a
shortened URL cannot be determined visually or even by looking at the source
code, therefore, someone who click it could end up in a legitimate web page, but
he could also be led to scams, malicious sites, or other sites that the user did not
intend to visit.

Lack of Policies: Unfortunately, OSNs do not have policies to govern every possible
privacy issue or to allow ϐine-grained user customization. Since there is a wide
range of possible scenarios of human interaction, a malicious user could take
advantage of this. Moreover, as it is going to be discussed later, often several
events, such as content re-uploading arenot handledbyanyOSNpolicy, exposing
their users greatly.

Platform vulnerabilities: OSNs as software platforms they do have bugs which an
adversary can exploit to bypass users’ privacy settings and gain access to per-
sonal data10.

Open access: OSNs are based on the “freemium” model and the registration of their
users usually requires only an email authentication. Email providers are also
based on‘freemium” model. This is a loophole that can be exploited to create
multiple and false accounts. It is estimated that between 5.5% and 11.2% of
Facebook accounts are fake11. Therefore, malicious users can easily launch their
attacks anonymously.

5.4 Privacy issues

Privacy is an invaluable human right12, which in many cases is treated as a product
from OSNs, as their mass source of income derives from selling users’ preferences to
advertising companies. Since this has been documented in the end-user license agree-
ment, it can be considered that users agree to this policy, even if fairer models do exist
[186, 187].

E. Houghes in [109] deϐines privacy as follows:
10http://www.neowin.net/news/facebook-photo-exploit-allows-you-to-view-any-

albums-of-non-friends
11http://investor.fb.com/secfiling.cfm?filingid=1326801-14-7&CIK=1326801
12Universal Declaration of Human Rights - Article 12 “No one shall be subjected to arbitrary inter-

ference with his privacy, family, home or correspondence, nor to attacks upon his honor and reputation.
Everyone has the right to the protection of the law against such interference or attacks.”
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“Privacy is not secrecy. A private matter is something one doesn’t want the
whole world to know, but a secretmatter is something one doesn’t want any-
body to know. Privacy is the power to selectively reveal oneself to the world.”

However, the ability to fuse information from different sources, even heterogeneous,
makes the quest for privacy a rather difϐicult task in today’s interconnected world.
OSNs may provide a lot of information about users, using as their source the feedback
and interaction of other users. Nevertheless, since users share huge amounts of mul-
timedia in their proϐiles, a lot of information can be leaked and they can be exposed to
great privacy risks without being aware. In an attempt to document the users’ privacy
exposure due to multimedia sharing we have categorized and analyzed them. A visual
representation of these categories is depicted in Figure 5.1.
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Figure 5.1: Privacy exposure categories.
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5.4.1 Content and background exposure

Users areoften carefulwhendisclosing textual informationover social networks. There-
fore, there are very few people sharing their home address or their IDs in OSNs. In
contrast, people are not that cautious when it comes to sharing multimedia content,
revealing a lot of sensitive information. As an example, users will usually share pho-
tographs of their houses, and in many cases their address can be inferred. In other
cases, people tweet or post status updates, indicating that they are away from home,
e.g. concert, bar, vacations etc, which ismore or less indicating that the house is “avail-
able” to burglars13. An uploaded photo from the current activity can indicate the user
location and the duration of his stay, providing additional advantages to the intruders.

In the same context, users have to be aware that burglars may scan the shared
pictures for valuable assets. Hence valuable objects depicted in photos or videos can
trigger unwanted attention from burglars. Even if the users do not have a direct ref-
erence to the date and time of the shared photo or video, several estimations can
be made, using background information ranging from sun’s location and measuring
shadow lengths, or newspapers and people activity.

Also, other forms of privacy exposures can be found, which may include the user
or other entities, like a photograph that contains other people. A user may upload
this photograph without the consent of others who are present in the photograph and
without any notiϐication to them. Depending on the content of the photograph, other
users’ privacy can be violated or they can be socially discriminated for being caught at
the wrong place, at the wrong time. Modern techniques using face and speech recog-
nition can expose many people without their will or any form of notiϐication, i.e. using
them in uploaded videos and photographs from public protests, when people share
them without anonymising them on their proϐiles. Furthermore, user proϐiling can
easily be achieved from the shared content andmuch sensitive information can be de-
duced as shown in [120].

5.4.2 Metadata

It is possible to deϐine metadata as data about data. They are very useful because they
contain additional information about data, so they can bemore easily consumedby ap-
plications. Especially the multimedia content ϐiles contain a lot of information. While
this information might be very useful for the user, it might expose him if it is shared.

13http://www.pleaserobme.com
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A relevant example of such metadata which can expose users is the geolocation
tags. Many modern smartphones embed the GPS coordinates in the captured images
metadata, which is even more accurate than a street address. This information is
rather sensitive as apart from the aforementioned risks, the user’s location may dis-
closemanymore things about the user e.g. medical condition, political or religious be-
liefs and so on. Unfortunately, as events have shown, geotagged images may lead even
to human casualties14. Other image metadata may indicate which camera was used to
capture the picture, disclosing its owner and therefore previously unknown connec-
tions between users. Depending on the OSN, the metadata are treated differently15.
Facebook, for example, erases all metadata, while Google+ keeps them considering as
sensitive information only the GPS coordinates and prompts users to answer whether
theywould agree to share them. On the other hand, VKontact16 by default uses the GPS
coordinates to tag the location and uses it to show other users photos from the same
location.

5.4.3 Unauthorized content sharing

By sharing content inside an OSN means that a user chooses to disclose this informa-
tion to a certain group of users. This group can be different for each user’s post and
is deϐined by the user’s preferences on the privacy settings of the post. Any user that
has access to the shared content can bypass the content owner’s privacy settings by
simple re-uploading the content with different privacy settings this time. This way
the content that was intended to be shared among a preselected group of people now
has more recipients or even worst to be completely public. Currently this action is not
only allowed by the OSNs, but the ϐirst user and owner of the content may not become
aware of it.

5.4.4 Tagging - Annotation

A lot of OSNs allows the use of tags on the shared multimedia content. Tags can be
used for ϐine-grained search results and interaction among users. Users are allowed
to tag photographs and video with any tags they think are appropriate and by doing
so they provide additional context information. Nevertheless, this action has some
privacy aspects. Some users do not wish to be visually identiϐied, therefore they do

14http://www.bbc.co.uk/news/technology-17311702
15http://www.embeddedmetadata.org/social-media-test-results.php
16http://www.vk.com
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not upload any picture of themselves. However, a friend of them can upload such an
image and by tagging them to expose their appearance. An extension of the latter is
that tagging may allow linking to people, which are not members of any OSN and do
not wish to publish any of their information.

5.4.5 Video conference

Many OSNs, like Facebook, have started supporting video conferences. Although this
might allow more interaction between users, the problem that arises is that more in-
formation can be leaked. Depending on the underlying protocol, the broadcast stream
could be intercepted. However, the conference could be easily stored by one of the
involved parties to either extort the victim or to manipulate the content and present
it accordingly. Besides, possible vulnerabilities in the protocol, or malware could al-
low the attacker to arbitrarily access the camera andmicrophone of the victimwithout
notiϐications.

Experimenting with the latest feature of Facebook to support videoconferences,
the author managed to discover another information leak. Since Facebook is using a
plugin from Skype to support the video conferences, not all platforms are currently
been supported. Therefore, if someone requests a video conference from the other
participant, judgingonwhether the conference canbe initiatedornot, theuseofWindows-
based machines can be deduced. While this may be considered minor, it can be esca-
lated afterwards. If the videoconference initializes, then using the log ϐiles, each party
can see the other’s IP address. If their IPs are not spoofed e.g. through proxies, some-
thing which is a valid assumption for the vast majority of users, then their location is
disclosed with great precision, using off-the-shelf software solutions17.

5.4.6 Shared ownership

Amultimedia ϐile, for several reasons, it is possible to belong to more that one person.
The case of two friends who agree to take a photograph together at a social meeting
is a good example of shared ownership. The resulting image should belong to both
of them. The OSNs do not have any mechanisms for co-ownership. The fact that only
one user can set his preferred privacy settings on such content can be considered as
a privacy exposure for the co-owner. The OSNs should have a mechanism to set the
intersection of co-owners privacy preferences on such content. This would be a more
fair solution for all parties.

17http://www.visualroute.com/
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5.4.7 External Applications

OSNs in order to enrich the user experience and engagement have enabled the de-
velopment of external applications. These applications have been proven that can be
malicious [184] and a security risk. However, other privacy issues are relevant. For
example, when users install an application, they have to agree on permissions that the
developer would gain on their account.

In the case of Facebook and according to the Facebook’s Terms of Service:

“When you use an application, the application may ask for your permission
to access your content and information as well as content and information
that others have shared with you”.

To put it simply, the developer of the application is entitled to use the shared con-
tent of the user’s friends. This mean that the shared content can be accessed by some-
one that the user that posted it did not wish, therefore is a clear violation of his pri-
vacy. Moreover, the OSNs usually trust all the third-party developers, since there is
no restriction on who can develop an application for the OSN platform and no checks
if their applications are malicious. The OSN can react on such malicious applications
usually through legal actions against the developers related to their Terms of Service
agreement.

5.4.8 Search engine results

Search engine crawlers are parsing the OSN that allows them and index the content.
By allowing search queries to be executed on OSNs data, informal links between them
can be created. Typically, an OSN ignore the existance of other OSNs and treat them as
completely different ecosystem. The reality is that many users have proϐiles in more
than one OSN but not on all of them. The search engine results can offer them an in-
sight into what is happening within other OSNs in which the users are not registered.
This may seems useful but on the same time opens a backdoor for the users’ privacy,
because allows the activity of registered userswithin one OSN to become available not
only within one OSN but also to the whole Internet. A user’s poor privacy policy could
expose him to the whole internet through the search engines.

5.4.9 Deletion Policy

OSNs use the shared content of the users to proϐile them and to generate income from
targeted advertisement. Morever, the users’ content is what makes an OSN intersting
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and people to sign up and visit it. In that sense if a user remove content and informa-
tion about him, essentially he reduce the income of the OSN. Thus, many OSNs either
do not allow users to remove shared content, or allow it with some obstacles in the
process (time frames i.e. a photo will not be immediately removed, i.e. users have to
pay to remove content18, etc).

Given that shared content and information in OSNs do not have expiration dates,
uniϐied deletion policies raise two critical privacy issues: Are the users entitled to be
forgotten? If so, under which conditions? The multimedia content as being the most
shared type of content on OSNs is also facing the same privacy issues. Userswould like
to delete multimedia content from the past e.g. images and videos of themselfs which
are not ϐlattering or with previous partners.

5.4.10 Exposure to the infrastructure

Itmay seemobvious but the exposure of users to theOSN infrastructuremight have se-
rious privacy implications. As alreadymentioned the advertisement is themain source
of income on the “freemium” model of most of the OSNs. To raise the efϐiciency of
the advertisement the OSNs are proϐiling the users and use targeted advertisement.
The proϐiling is based on the information the users provide, with their submitted and
shared content in any form, multimedia or not. Due to the disclosure of the role of se-
cret agencies in the Internet19, the issue becomes even thornier. The service provider
has access to users’ personal data, which can be very sensitive in the health and med-
ical related OSNs, but disclosures on traditional OSN as Facebook can have serious
implications on the users’ personal life20. Terms of Services of the OSNs can further
complicate this issue. For example, Google Plus which is part of the Google services
state that:

“When you upload or otherwise submit content to our Services, you give
Google (and those we work with) a worldwide license to use, host, store, re-
produce, modify, create derivativeworks (such as those resulting from trans-
lations, adaptations or other changes we make so that your content works
better with our Services), communicate, publish, publicly perform, publicly
display and distribute such content. The rights you grant in this license are
for the limited purpose of operating, promoting, and improving our Services,

18http://www.medhelp.org/termsofuse.htm
19http://www.theguardian.com/world/2013/jun/06/us-tech-giants-nsa-data
20http://www.zdnet.com/blog/facebook/facebook-blamed-for-1-in-5-divorces-in-the-

us/359
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and to develop new ones. This license continues even if you stop using our
Services (for example, for a business listing you have added to Google Maps).
Some Services may offer you ways to access and remove content that has
been provided to that Service. Also, in some of our Services, there are terms
or settings that narrow the scope of our use of the content submitted in those
Services. Make sure you have the necessary rights to grant us this license for
any content that you submit to our Services.”

Someone could argue that any of a user submitted multimedia content could be
re-published and/or modiϐied without the owner ever knew about it. Even if the user
ϐinds out, he would not be able to remove the content and most probably it would be
done by non-speciϐically deϐined entities, therefore it would be difϐicult to take any le-
gal actions. Many companies have tried to generalise and simplify the content of their
terms of use licenses, nevertheless suchwordings can be proved double edged swords,
as they open backdoors in users’ privacy not only to the service but to malicious em-
ployees as well.

5.5 Security issues

There is a plethora of security issues, a great number of which derive from the shared
multimedia content. Figure 5.2 shows all the security risks a user is exposed when
using multimedia in OSNs.

5.5.1 Unencrypted trafϐic

Many OSNs use encrypted trafϐic via SSL only for the login process. This allowed tools
such as Firesheep21, to take advantage of plaintext trafϐic, by hijacking and intercept-
ing the user sessions. However, there was OSNs which continue operating with unen-
crypted connections with their users22,23. Using unencrypted connection is a serious
problem since the data which is transfered through such connection could be sensi-
tive e.g. from health and medical OSNs. It is reported that such OSNs either still using
standard unencrypted http connections or they are using SSL just to send user creden-
tials [202, 214, 180]. As a result, apart from the user credentials, all other content that

21http://codebutler.github.io/firesheep/
22http://www.motherjones.com/politics/2013/05/shutterfly-teamsnap-eteamz-ssl-

hackers-kids-data
23The Electronic Frontier Foundation had already warned the Council of Europe for the lack of SSL

adoption fromOSNs and the impact to the privacy of their users (https://www.eff.org/node/58437).
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is being shared e.g. scanned versions of usersḿedical exams expose a huge security
vulnerability risk.

5.5.2 Static links

Nowadays almost every OSNs use static links to access multimedia content. Although
this is efϐicient for content distribution, it is deϐinitely not for security and privacy.
When OSNs share static links, it gives the ability to users to bypass any privacy and
securitymeasures they have. So if a user shares in a restricted group a statically linked
image, then every user, having access on it, can share it. Moreover, the link can be
shared outside the borders of the OSN. Studies have shown that the use of static links
allows people to brute-force them in order to recover other multimedia content 24.
Another interesting threat is the links to adeletedmultimedia content. The linkusually

24http://www.neowin.net/news/facebook-photo-exploit-allows-you-to-view-any-
albums-of-non-friends
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remains for several days in the OSN after a user requested the deletion. As a result,
network administrators, with a simple search in their log ϐiles, are able to view the
user’s browsing history of multimedia content quite easily.

5.5.3 Flawed design/implementation

Since everything human made is expected to have ϐlaws, OSNs have ϐlaws as well. The
problem which raised from this ϐlaws is how much can they expose users, how easily
can they be exploited and how much effort is needed to trace them. In most of the
cases 25 this can be achieved using the sharedmultimedia content. According to [252]
groups of users, real users or bots, can attack the shared multimedia content in order
to disable user accounts. The key aspect of such attack is that most of the users on
OSNs use nicknames and not their full names. Using nicknames goes against the terms
and conditions of the service of several OSNs. As a result, thus their accounts are being
blocked or they have to providemore information, such as their real identity, residence
etc. to recover their account.

5.5.4 Transparency of stored media

A big issue that is strongly related to static links is the transparency of stored media,
which can be understood in two ways. Firstly, the stored multimedia contents are not
encrypted, therefore, if someone has a direct link to them they can be accessedwithout
the use of any credentials, bypassing any privacy or security policies set by the user or
the OSN. Secondly, there is the transparency towards the service provider. Big OSNs
like FacebookorGoogle+might have their owndata centers, on theother hand, smaller
ones do not have this luxury, so they resort to outsourcing their data centers using vir-
tualization or cloud-based technologies. These technologies might reduce scalability
and maintenance costs. However, many concerns arise regarding their provided se-
curity 26,27. In any case, the end user might trust the OSN, but not the cloud service
provider which has access to his data28. The issue becomes even more thorny due to
geospatial and political constrains. Governments and agencies may be granted arbi-
trary access to foreign citizens’ multimedia contentwithout their approval or any kind

25http://www.zdnet.com/blog/btl/facebook-acknowledges-photo-privacy-bug-issues-
immediate-fix/64819

26https://cloudsecurityalliance.org/topthreats/csathreats.v1.0.pdf
27http://www.enisa.europa.eu/activities/risk-management/files/deliverables/

cloud-computing-risk-assessment
28http://slashdot.org/topic/bi/the-windows-flaw-that-cracks-amazon-web-services/
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of notiϐication, as the data centers that host this information do not belong to the same
country or even continent.

5.5.5 Proϐile Hijacking

The Proϐile Hijacking includes attacks where a malicious user tries to take control of
another user’s proϐile. The ways this can be achieved is by brute force attacks, phish-
ing, or social engineering. An attacker with the shared multimedia content is possi-
ble to have some insights into the user’s password. There are some tools like CUPP
(CommonUserPasswordsProϐiler)29, which can create a very gooddictionaryof user’s
password by providing a proper input. Users should be careful so that the sharedmul-
timedia content should not disclose information regarding security questions of user
accounts.

5.5.6 Identity Theft

In contrast to the aforementioned attack, there are also attacks in which the attacker
is not interested in taking over the user’s account. His goal is to create an identical
copy of this proϐile and misleading other users to connect with him. By pretending to
be a legitimate credible user he aims to cause reputational damage on the victim or
to obtain money by taking advantage of the trust that others have to him. The way to
form such attacks can happen by replicating images or othermultimedia content from
OSNs. Attackers are even able to automate this technique [23]. Moreover, additional
information found on OSNs is proven to be extremely helpful for an attacker. For ex-
ample, a fraudster can extract the age of his “victim” by a birthday picture, make use of
the high-quality pictures that can be found on OSNs to print fake ID cards or company
passes, etc. There is also a possibility that the attack will take place in the cyberworld
and not in the real world as seen above. In this case, the identity theft can be further
categorized to proϐile cloning and proϐile porting. Such an attack is stealthier, due to
the victim’s lack of an account on the OSN and as a result, it is more difϐicult to take
precaution measures.

The Identity Fraud Report of 201330 by Javelin Strategy & Research indicates that
within the U.S.A alone, 12.6 million consumers, 5.26% of U.S adults, were affected in
2012. These attacks enabled fraudsters to steal more than $21 billion in 2012.

29http://www.remote-exploit.org/articles/misc_research__amp_code/index.html
30https://www.javelinstrategy.com/brochure/276
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5.5.7 Distortion of malleable content

Despite the fact that users share a huge amount of multimedia content every day, they
are aware that most of this content is malleable. If someone has the intention to harm
or make fun of some user, he can achieve it easily with the use of some powerful tools
for audio or image processing [234]. With no much of effort, a user’s personal pho-
tograph, which nowadays can be found in high resolution, can be tampered with to
create a new image that looks like real.

5.5.8 Shared multimedia links

Due to the diversity of multimedia formats, it is almost impossible for one framework
to support them all. Moreover, since some formats could be eligible for attacks, or
their content needs manual check (e.g. interactive ϐlash videos), or their content is
embedded in otherwebsites, users are not allowed by the corresponding OSN to share
arbitrary multimedia ϐiles. For example, someone can share pictures in JPEG or PNG
format but not in GIF, which may contain animation and thus it is not that well sup-
ported. However, OSNs cannot stop the user’swill to sharemultimedia content outside
the OSN. So users are redirected outside the OSN, where they can be without difϐiculty
deceived by malicious entities to install malicious codecs (i.e. using clickjacking tech-
niques), or to visit websites that perform cross site scripting (XSS) attacks. In addition,
since the links are static and users are redirected, one could change the content of the
initial page, either tomaliciously redirect users or to harm the social image of the users
that shared it.

5.5.9 Steganography

The art of steganography, the technique of concealing information, has been turned
into a science occupying a lot of researchers and having many legitimate applications.
However, its ability to cover malicious activities can be used within OSNs [38]. Mul-
timedia content can be used as cover objects because of their size. Many authors
[256, 176, 242, 164] describe the ability of communication protocols which can be
used among users using pictures uploaded to OSNs with embedded information. Al-
though their work is focused on user’s privacy, it shows that malicious users can also
take advantage of it depending on the embedded information, ranging from terrorist
message to child pornography. A problem that can appear from this situation is that
users may be blamed for crimes they did not commit e.g. if someone shares a picture
he saw from another proϐile without knowing that it is a cover object. It is clear that
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OSNs and users are eventually exposed to such risks, the former by hosting and the
latter by sharing multimedia content within OSNs.

5.6 Possible Countermeasures

5.6.1 Watermarking

The goal of steganography is to hide information inside the content that can only be
detected by trusted entities. On the other hand, the goal of digital watermarking is to
embed information intomultimedia in order to prove the origin of the content. Several
technics have been proposed to achieve the least possible distortion on the multime-
dia ϐile e.g. LSB, DCT coefϐicients etc. While the watermarking is proposed usually as a
solution for proving ownership, is also a suitable solution for copy control, ϐingerprint-
ing and tamper detection. Figure 5.3, depicts the typical structure of a watermarking
system. By using a secret key the watermark is scattered in the multimedia content so
it is not signiϐicantly distorted. Moreover, the watermark cannot be removed and only
by having the secret key someone can prove its existence and therefore the origin of
multimedia.

(a) Embedding process. (b) The extraction process.

Figure 5.3: Watermarking.

5.6.2 Encryption of transmitted media

As previously discussed in Section 5.5, many OSNs are not using encrypted trafϐic or
they use it only in the login process. There is no need to argue about the need of using
SSL encrypted trafϐic across all interactions with the service provider. Not using SSL
is a serious security risk. In the case of multimedia content the use of SSL guarantee
that the uploaded or downloaded content would not be intercepted.
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5.6.3 Storage encryption

As discussed in Section 5.4 the multimedia content that users are sharing in many
cases can be stored in data centers which are not owned by the OSN and geospatial
or political events may expose a lot of users to agencies without their will or any type
of notiϐication. The issue is very important given that there are currently many health
and medical related OSNs and the shared information is very sensitive. Therefore,
whether the user has to be protected from foreign agencies, malicious providers or
developers working for the providers, their data should be stored encrypted. There
are many cryptographic solutions, mainly based on public key algorithms, which can
provide users of OSNs with the required functionality to store and efϐiciently recover
their users’ ϐiles, without leaking any information to the cloud service provider [261,
287, 182]. Additionally, proxy re-encryption based schemes [10] can guarantee that
the users’ information will not be leaked within the OSN infrastructure. Another ap-
proach, more focused on multimedia, would be the encryption of the multimedia con-
tent. While the previous methodology provides arbitrary encryption of data, there
exist more focused solutions such as [217]. The advantage of such solutions is that
even if someone manages to get a direct link to the shared multimedia content, then
the content will not be available unless the user holds the proper decryption key.

5.6.4 Steganalysis

Modern cameras and OSNs enable users to upload high-resolution images, which are
large ϐiles without raising any suspicions. Nevertheless, they can be used as cover ob-
jects to spread malicious content. in those cases, the use of steganalytic software on
user multimedia content is considered fundamental. Experiments conducted by the
author Show up that such mechanisms do not seem to exist currently in the bulk of
major OSNs, or at least their output is not reported to the user. Several OSNs, such
as Facebook, may forbid users to use such methods in their terms of service. Never-
theless, they do not seem to block such actions, something that can be exploited. A
typical example of the latter is SecretBook31, a Chrome extension that allows users to
exchange secret messages within Facebook, through steganographic methods.

5.6.5 Co-ownership

Models for co-ownership have been proposed by several researchers [225, 227, 226,
106, 179, 159]. OSNs should apply models to allow more than one user to enforce

31https://chrome.google.com/webstore/detail/secretbook/plglafijddgpenmohgiemalpcfgjjbph
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their privacy policies on the co-owned photos, videos, etc, so that the permissions and
restrictions on media are not dictated by the choices of one user and the privacy of all
involved users is respected.

5.6.6 Dynamic Links to Content

As already mentioned in Section 5.5, using static links for multimedia content leads
to serious privacy risks. OSNs should create dynamic links to the content each time a
user request access. The formation of the dynamic links should be subject to the time
of request, the IP and MAC address of the user and his credentials. The computation
cost of such solution is considered small since it invovles encryption and decryption of
small texts. Dynamic links can protect from content exposure within and beyond the
OSN platform.

5.6.7 Metadata and background removal

Although many OSNs provide tools to embellish the shared photographs, from simple
cropping to applying ϐilters, they do not provide additional functionalities that could
help in giving additional privacy to other people. Typical examples are photos from
public demonstrations that are uploaded, disclosing the location and political or even
religious beliefs of many people. OSNs could provide the functionality for automated
detection and removal of faces through e.g. blurring while keeping the necessary in-
formation intact. The same functionality could be extended to blurring objects in the
background in case the user is interested in hiding some background context.

Additionally, given that not all OSNs follow the same policy towards metadata, all
uploaded multimedia ϐiles should be stripped of the embedded data unless the user
indicates that some of it should be disclosed.

5.6.8 Digital oblivion

In an attempt to offer digital oblivion several solutions have been proposed. Mayer-
Schönberger argues that the use of expiration dates is enough to enforce digital for-
getting [158]. Moreover, he proposes the implementation of storage devices that can
store informationwith a pre-determined limited lifetime, so that after the lapse of that
time frame, the information is automatically deleted. X-pire! [13] aims to allow OSNs’
users to store their photos along with an expiration date, after which the images can
no longer be accessed. Another approach in which cryptographic primitives are used
is proposed in [183]. Using public-key locally-decodable codes the author proposes
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the gradual decay of the content from a trusted server so that after a certain point in
time, or after a certain usage, the content cannot be correctly decrypted and therefore
becomes inaccessible.

Domingo-Ferrer proposes a set of protocols where the content creator embeds an
expiration date in the content, publishes it and can trace whether someone is using
and/or transferring the content after the expiration date [56]. To achieve this, each
asset is ϐingerprinted and the protocols force each entity to cooperate in order to apply
the protocol to other assets, as by doing so they know that they are indirectly helping
themselves.

In [229], the authors propose the use of a P2P agent community, where the agents
negotiate each time which content should be “forgotten” and the content becomes in-
visible to the users of the OSN.

5.7 Discussion

It has been seen there are many risks involving OSNs and their uses. The Table 5.2,
illustrates the risk that has been exposed in this chapter. It is quite clear that the
vast amount of possible threats stems from the way that multimedia content is shared
within OSNs. In Table 5.3, we illustrate the possible impact that the privacy and se-
curity attacks can have on the victim, while Table 5.4 illustrates their difϐiculty and
nature.

It is possible to argue thatmost of these attacksmay be dealtwith verywell-known
solutions. Surely, encryptionordigitalwatermarks, toname two, cannot be considered
novelties, nevertheless, the fact that they are not being used asmuch as they should is,
for certain, puzzling. These two solutions, as well as the others, do not come without
a cost. The processing cost is quite high, for example, only the cost of using SSL for
all transactions reduces the server performance by a factor of around 6 [121, 293].
While this cost is very considerable, the adoption of SSL is a common practice and it
is considered to be default nowadays from many webpages and services. Therefore,
the fact that it is not fully adopted by all health-related OSNs is unacceptable, as the
shared information is very sensitive.

Watermarking and steganalysis of the uploaded content introduce another pro-
cessing cost, which becomes even bigger if one considers that it has to be applied to
all the uploaded multimedia content. Given that most of these services are working
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under the “freemium” model, a big part of the cost could be reduced either by sub-
scriptions that offer such services as extras, or by elevating the trust to the service,
therefore extending their users and customers.

Of course, user awareness is a major issue and users should be warned by OSNs
of the exposure that they have and possible threats they might face. Third party solu-
tions might already have been used, nevertheless, their status in terms of acceptance
andmaturity cannot be considered adequate. OSNs are not expected to providemech-
anisms towarn users of what they are about to sharewill disclose a speciϐic additional
information about them, as this is their main source of income. Nevertheless, agents
that are developed from third parties could certainly help in this direction, creating a
newmarket and a new line of products.

The Table 5.1 shows how the problems that have been stated could be addressed
by existing solutions. As it becomes apparent, the only problem that cannot be tackled
by the proposed solutions is the ϐlawed design or implementation. As already dis-
cussed, this problem is inherent to almost every software solution, nevertheless, such
problems should be quickly resolved when reported and the developers should try to
follow common coding standards and principles such as “privacy by design”. Table 5.2
provides an overview of the categorization of the privacy and security issues that are
reported in the article. In Table 5.3 we illustrate the impact that each of the reported
attacks can have. It is clear that depending on the attacker, the same attack may lead
to a completely different impact. Finally, Table 5.4 depicts the difϐiculty of the attacker
to launch an attack on the victim and whether this attack is manual or automated.
We should highlight here that the reported difϐiculty (low, medium, high) is relative
to the attacker. For instance, an attack that is based on the exposure of the user to
OSN’s infrastructure, cannot be launched by any attacker, but from the OSN itself. In
this context, the OSN has to allocate little resources to launch the attack. On the con-
trary, for an unencrypted trafϐic attack or for a video conference attack, the attacker
is considered to be an average user, which is expected to have limited resources and
knowledge. Therefore, the reported difϐiculty is medium.
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Privacy Related Risk Security Related Risk
De-Anonymisation Of OSN X
Spam X
Social Phishing X X
Sybil Attack * X
Attacks on Reputation and Trust * X
Collaborative Attack * X
Content and background exposure X
Metadata X
Unauthorized content sharing X
Tagging - annotation X
Video conference X
Shared ownership X
External Applications X X
Search engine results X
Deletion Policy X
Exposure to the infrastructure X
Unencrypted trafϐic X
Static links X
Flawed design/implementation X
Transparency of stored media X
Proϐile Hijacking * X
Identity Theft * X
Distortion of malleable content X
Shared multimedia links X
Steganography X

Table 5.2: Security and privacy issues
* denotes the existence of security/privacy threat with an extension of the attack.
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Difϐiculty Automated Manual

Privacy issues
Content and Background Exposure Low X
Metadata Low X
Unauthorized Content Sharing Low X
Tagging - Annotation Low X
Video Conference Medium X
Shared Ownership Low X
External Applications High X
Search Engine Results Low X
Deletion Policy Low X X
Exposure to the Infrastructure Low X
Security issues
Unencrypted trafϐic Medium X
Static Links Low X
Flawed Design / Implementation High X
Transparency of Stored Media Low X
Proϐile Hijacking High X
Identity Theft Low X
Distortion of malleable content Low X
Shared Multimedia Links Low X
Steganography Medium X

Table 5.4: Difϐiculty and nature of attack
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Chapter 6

Content management &
Watermarking

6.1 Watermarking for Content Management on OSNs

In order to test the possible existence of image watermarking schemes, several exper-
iments were made. The experiments that were conducted in [297] were repeated to
test if there is any change in the policies. The original tests were made on the two
most widely used OSNs, namely Facebook and Google+. However, we decided to in-
clude in our experiments a fast-growing OSN, VK (vk.com), which claims to currently
host more than 100 million active users. In this experiments were used two groups
of images which are going to be referred as Test Set 1 and Test Set 2, using two user
accounts, user A and B respectively. The concept was to upload both sets of images
on the two accounts and then download again the images from each users’ proϐile and
perform some comparisons. Firstly, the images were downloaded from the proϐile of
user A and compared them against their originals. Then, the same procedure was ex-
ecuted for user B. Later, the downloaded images of the two users were compared
trying to trace possible differences. The same procedure was repeated for each OSN,
from different PCs and at different time frames. These steps allowed us to avoid com-
puter ϐingerprinting and exclude the time factor from our experiments.
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6.2 Experiments

6.2.1 The process

Two groups of images were created. Test Set 1 includes 40 computer generated and
grayscale images fromTESTIMAGES1. The resolutionof 20of these images is 1200x1200
pixels, while the rest of them have resolution 600x600 pixels. Test Set 2: has also
40 images but are closer to what could be characterized as typical user images. This
set consists of 20 images with resolution greater than 1200x1200 pixels, which range
from 2048x1536 pixels to 3648x2736 pixels. These images were taken from 4 dif-
ferent devices, 7 were taken from the camera of an Apple iPhone 3GS, 6 from a Casio
EX-Z1050 camera, 4 from a LG KU 990i mobile and 3 with a Cannon IXUS 130 camera.
The rest of the images were taken again from TESTIMAGES, 10 images of 1200x1200
pixels and 10 of 600x600 pixels. The basic image characteristics that are reported in
the experimental results were conducted with Matlab.

The process used in the experiments to ϐind out changes in the samples can be seen
in Figure 6.1

6.2.2 Results

The results were grouped accordingly. Firstly were presented some general remarks
and then were made discussions with the ϐindings for Facebook, Google+, and ϐinally,
for VK. For the Test Set 1, the comparison between the downloaded users’ images
showed that there was no difference in their size or resolution for Google+. The next
test was regarding the differences in ϐilesizes of the downloaded images compared to
the original ones. In Figure 6.2 we present the histogram regarding the differences in
ϐilesizes for Test Set 1. It is obvious that the test set images hadnodifference compared
to the original ones in their ϐilesize when they were uploaded on Google+. However,
in almost all of them, it has been noticed a reduction on their ϐilesize, when they were
uploaded on Facebook.

Relevant differences were traced in the case of Test Set 2, which consists of high-
resolution images. The OSNs have thresholds on the image resolution that can be
shared. This is a rectangle of 2048x1536, in portrait or landscape orientation. Be-
yond this bound, images are resized by both OSNs to ϐit the optimal resolution within
the aforementioned rectangle. In Figure 6.3, we observe again that Google+ does not
make any change in the image size if the image iswithin these bounds. In the Facebook

1http://sourceforge.net/projects/test./files/
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Figure 6.1: The experimental process.
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Figure 6.2: Test set 1, image ϐile sizes.

case, however, a big reduction in the ϐilesize is observed, even if the image was of the
appropriate resolution. The distortion of several image characteristics is summarized
in Table 6.1.

Figure 6.3: Test set 2, image ϐile sizes.

In the case of VK there were more differences. The main difference is that VK has
three resolution thresholds for uploaded images, beyond these thresholds, images are
resized to ϐit these boundaries. Therefore, only 30 cases (20 for Test Set 1 and 10 for
Test Set 2) ϐit these boundaries and could be compared against the original ones, all of
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Test Set 1 Test Set 2 Test Set 1 Test Set 2 Test Set 1 Test Set 2
Original
vs FB

Original
vs FB

Original
vs G+

Original
vs G+

Original
vs Vk

Original
vs Vk

Mean Square
Error 18,081 14,6884 0 0 4,6918 14,0569

Peak Signal to
Noise Ratio 42,2241 41,4557 ∞ ∞ 49,3408 41,8773
Normalized

Cross-Correlation 1,0013 0,9993 1 1 0,9986 0,9993
Structural Content 0,9975 1,0005 1 1 1,0027 1,0004
Average Difference -0,5513 -0,0441 0 0 0,0265 -0,0313
Maximum Difference 34,525 55,3333 0 0 18,55 55,6
Normalized Absolute

Error 0,0139 0,0259 0 0 0,008 0,0225

Table 6.1: Mean values of basic image characteristics,
The table refers to the images that had no change in their resolution.

them being identical. Testing the downloaded images from the proϐile of userA to the
respective from user B, showed again that they are identical, even in the case of size
reduction.

6.2.3 Discussion

To facilitate the reader, since there are variations on the results for each OSN, we have
kept the discussion of the results for each one of them separate. However, as it will
become apparent, with very high probability we can deduce that no watermarking
scheme is used by any of them.

6.2.3.1 VK

VKwas detected to have three different thresholds depending on the vertical and hor-
izontal ratio. In case of square images that threshold is 1024x1024, for portrait is
768x1024 and for landscape 1280x960. The result shows the complete lack of any
watermarking mechanism. The images that are not resized are identical to the orig-
inal ones. Even when images are resized, both users end up having the exact same
images. Therefore, it can be safely deduced that nowatermarking has been applied, as
this would result to differences in the images of the two users.

6.2.3.2 Google+

For the case of Google+ the results were very similar to the ϐirst results in [297], with
minor differences. In Google+, when the image resolution does not exceed the afore-
mentioned size threshold, the uploaded image is exactly the same with the original
one. Compared to the ϐirst experiments, an interesting change was observed in the
new images. Whenever Google+ had to resize an image, it inserted an image ID tag
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in the ϐile’s metadata, which was the same for both users. Interestingly, in the new
experiments this only happened for one of the photos and for one of the users. The
embedded tag cannot in any case be considered as watermark, as it can be removed
very easily. Therefore, we can safely deduce in this case that nowatermarking is being
applied. Moreover, if the image resolution exceeds the threshold, the image is resized,
yet, the image is exactly the same for both users. Hence, we may assume that no wa-
termarking is being applied by Google+ on the uploaded images in either case.

6.2.3.3 Facebook

The results for the case of Facebook, indicate that the results in [297] are more or less
still valid. Before discussing the ϐindings, it would be necessary to to highlight at this
point that Facebook’s policy is to convert all uploaded images to the lossy JPEG format.
This is blocking users from sharing animated GIFs and distorts lossless formats like
PNG. If the images are not resized, then the two downloaded images of the two users
are identical. An interesting behaviour was noticed when the images are above the
allowed threshold and have to be resized. Speciϐically, all the images fromTest Set 1 do
not have any distortions between the users, as their resolution is below the Facebook’s
thresholds. The images thatwere different between the twouserswere separated, and
were afterwards checked for steganographic contentwith stegdetect2 and stegsecret3.
The results from both tools were negative, so no steganographic method was traced.

The image differences could hint the existence of an undetected watermarking
scheme. However, this approach would be quite peculiar. The distortion is traced only
on large photos. Watermarking only high-resolution photos does not sound a good or
solid privacy policy, as the allowed thresholds enable attackers to launch attacks on
all lower resolution photos. Perhaps, this behaviour could be justiϐied by the existence
of a resizing algorithm that uses randomization. A major difference compared to the
previous experiments in Facebook, is the image URLs and ϐile names. In the previous
experiments, the URL contained the user ID and still does, however, the user ID was
embedded in the ϐilenameof the downloaded ϐiles aswell. This enabled thirdparties to
trace the source of an image against others, only from its ϐilename, whenever someone
re-posted them or just sent them.

It should be noted that in all three OSNs, the links to media ϐiles are static. Users
can copy and paste these URLs share them within the same OSN or even worse, share
them with people who are not subscribed to the OSN. Moreover, even in the case of

2www.outguess.org/detection.php
3http://stegsecret.sourceforge.net/
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re-uploading an image from another user’s proϐile, there is no notiϐication. This check,
in particular, is very easy and lightweight to implement, as it could be checked with
the already implemented hashes that are calculated to check the integrity of the up-
loaded ϐiles. Figure 6.3 clearly illustrates that for the images that exceed the resolution
threshold, both Google+ and Facebook apply a similar algorithm in terms of compres-
sion when images are resized, as the ϐilesizes are almost identical, with the Facebook
being a bit more efϐicient.

6.2.4 Overview of the proposed solution

OSNs can be viewed either as open or closed systems, that have full access to alter
the uploaded ϐiles. The majority of the users seem not to mind about this kind of dis-
tortions, as long as the content is available and without visible distortions to proper
correspondents, issued by them. The OSNs’ approach, in a conϐlict ofmultimedia own-
ership and misuse, is so far to let users report the offenders. This approach obviously
has many disadvantages, as it lets anyone reporting everyone, whether they are the
original owners of the content or not. Moreover, a user can report such misuse only
when he becomes aware of it by others or by sheer luck. The OSNs currently do not
have a sort of policy of notifying users and taking precautional measures about such
problems.

As a solution to this problem, it can be proposed a dual watermarking scheme as
the ϐirst line of defense for both OSNs and users [161, 216]. Of course, user reporting
still remains a valuable function in OSNs, but must be used for problems that really
require human interference, for example, if someone takes a picture of someone else
without his consent, or if the uploaded photo is offensive and misuses the service. As
we will see a lot of problems can be solved automatically and with users’ notiϐication
and awareness.

In this work in order to achieve the objectives, the watermarks should have the
following properties.

Invisible The embedded watermarks should be invisible. In contrast to visible wa-
termarking in the invisible watermarking the original multimedia must change in a
way that would be imperceptible to the human visual system or the auditory system
in case of sound.
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Blind An Watermarking algorithm is called blind if does not require access to the
original multimedia for detecting and extracting thewatermark if the access is needed
the algorithm is called not-blind. In a non-blind algorithm for a OSN the space to store
the original and the watermarking multimedia can double the needed storage and in
case that we decide to save storing space by embedding thewatermark on-the-ϐly, that
canhave an extreme computational cost. In our approach,we suggest the use of a blind
algorithm and the original content to be only in the user’s “hands”.

Robustness There are three types of watermarks: Fragile, semi-fragile or robust.

• Fragile watermarks are used when the purpose is the complete integrity of the
image. Even the slightest modiϐication results to an alert of the watermarking
system.

• Semi-Fragile watermarks are used if the goals are only the malicious attacks
on the host image and not the common image processing as lossy compression
and/or randomnoise. Any process that has an effect on the content of the image,
as cropping or insertion of a new object in the host image, should be noticed by
the watermarking system.

• Robust watermarks are used when the ϐinal purpose is to prove ownership and
that is why they cannot be removed easily and without great degradation of the
host image. They must be able to defend against in a wide range of possible
attacks.

The interested reader about watermarking and possible attacks, is referred to [47, 46,
268, 196, 195, 258].

The robust watermark it can be used to identify the owner of a media content and
may be recovered even if thewatermarkedmedia has been processed. Meanwhile, the
semi-fragile watermark enables the detection of alterations, malicious or not.

The dual watermarking involves, one robust and one semi-fragile watermarking.
In order to clarify the schemewe use the following scenario: User A provides the orig-
inal multimedia content to the OSN. Then the OSN embeds a robust watermark, which
identiϐies the multimedia content uniquely and relates it to the user A. Afterwards a
second semi-fragile watermark is embedded in the content. The dual watermarked
content is then stored on the OSN and shared among the users, according to privacy
settings set by the user.
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The robust watermark identiϐies the owner of the content so that it can be traced
even if the content is tampered. While semi-fragile watermark does not break the ϐirst
watermark, but at the same time enables the detection of possible alternations from
other entities. Figure 6.4 describes the dual watermarking embedding process.

Figure 6.4: Dual watermarking Scheme

Let’s assume that user A is the owner of some original multimedia content and
he decides to upload it to an OSN. Then the OSN embeds the dual watermark to the
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uploaded content and makes it available to other users according to user’s privacy
settings, e.g. public, friends of friends etc. The User B is a user that has the right to
access the multimedia content and since a user can access it he can download it and
store it to his computer. The link that user B has for the content is not static. The
use of dynamic links for contents in OSNs must be used at any time, as the static links
are the most obvious way that users can bypass any sort of privacy policy. The case
now is “you see it once you own it forever” nomatter if one changes his privacy policy.
Moreover, a static link is easy to be copied and shared not only inside a OSN, but in the
whole Internet as well.

Now let’s suppose that user B wishes to re-upload the multimedia, to the same
OSN, with or without making any changes to it. The submitted ϐile is checked from the
OSN for the existence of the ϐirst watermark, the robust, which shows the owner of
the content. When the OSN see that the robust watermark is present then checks the
privacy settings of the user A, who has the ownership and according to it, the content
is allowed or not to proceed to next check. If user B has the privileges to repost the
content then the last step is to check the integrity of the content with the semi-fragile
watermark. If the content has been tampered, then an alarm is triggered for user A,
showing the altered version of his content requiring his consent for resubmission. In
order to avoid possible problems, a logical timeframe for this answer is being applied,
so that if user A hasn’t answered for e.g. a month then this means that he doesn’t
care for this post, therefore it is automatically published. In case user B has the right
to submit the ϐile, user A just receives a notiϐication for the event. This workϐlow is
illustrated in Figure 6.5.

A different approach would be embedding of watermarks on the ϐly, every time an
authorized user is granted access to the content, Figure 6.6. This allows the use of
non-blind algorithms, which are more robust, while enhancing the watermark system
with ϐingerprinting capabilities. On the ϐlywatermarks could include the user ID of the
user that gains access on the content. Therefore if the content leakage has been made
by some user to another SN or the Internet generally, it can be traced and settledmore
easily. The obvious trade-off of this approach is the computational cost on the server
side.

Although OSNs regard themselves as completely separateworlds that do not inter-
act, this is not the case, as there is a direct link between all of them and this is no other
but their users. More precisely, the users which have accounts to other OSNs. The idea
of “one OSN to rule them all” does seemprobable, asmore or less each OSNhas its own
target group, providing different functionality and services to its users. Given that a
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Figure 6.5: The Zigomitros et al. scheme.

Figure 6.6: Watermarking for Fingerprinting.

uniϐication of OSN’s is not probable, the only solution to enforcing privacy measure-
ments acrossmultiple OSNs is their cooperation. The scheme as depicted in Figure 6.4
can easily applied to a single OSN, however extending it across multiple OSNs would
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result in several problems. The most obvious one is who is applying the watermark.
Creating a Trusted Third Party (TTP) which watermarks every medium that is sup-
plied from the OSNs might sound a good idea. However, this would demand the gen-
eration of new data centers and additional communication costs. Nevertheless, the
major drawback is the fact that OSNs would have to go under the umbrella of a unique
authority. The latter could be accepted from small OSNs, however, major OSNs are
highly impossible to accept such an approach, given their market position. A solution
without a TTP and with minimal interaction between OSNs is feasible. This can be
achieved by altering the watermark that each OSN applies to the uploaded media. For
the feasibility of the solution we could assume that there are n OSNs that cooperate
on enforcing cross-OSN privacy policies on multimedia content, that share a common
watermarking keyK4. Also without loss of generality, it must be assumed that a user
uploads an image ϐile, however, the procedure is the same for any multimedia ϐile. We
estimate that the least information that should be embedded in eachwatermark is the
following: The userID which allows each OSN to determine the owner of the media. A
mediaID ϐield which notiϐies the OSN where the image was originally hosted. There is
also a need for a timestamp ϐield to indicatewhen themediawaswatermarked. Finally
a publication license ID is also needed. This information might seem unnecessary, as
an OSN will have to check for the user’s policy. Nevertheless, this may solve other
problems that are going to be discussed in the following paragraphs. Moreover, each
OSN has its own private and public key pair (PrivOSNi

, PubOSNi
), i ∈ {1, ..., n} and a

symmetric key SymOSNi
.

If that Alice uploads an image toOSN1, thenOSN1 creates a vector v as follows:
v =

(
ESymOSN1

(UserID||rnd),MediaID, T imestamp,

PublicationLicense,

EPubOSNi
(OSNm1Data), ..., EPubOSNi

(OSNmk
Data)

)
where:{m1, ...mk} ⊆ {1...n} and rnd a random value.

The ϐirst ϐield is encrypted with SymOSN1 so that OSN1 can recover the UserID
quickly. UserIDs are salted with a random value in order to obfuscate the UserID.
Leaving the userID just encrypted allows other OSNs to proϐile users by storing the
encrypted form of their IDs. If they are salted, then only the original OSN can ϐind the
owner of the media and all other OSNs are blinded not only from the owner, but from
any other media of the same user. The next three ϐields are not encrypted, so that
everyone can retrieve the mediaID, the timestamp and the publication license of the

4K is used to watermark each image with a dual watermark, a robust and a semi-fragile as in the
original Zigomitros et al. scheme.
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user. Finally, the rest of the ϐields contain information that is speciϐic for each OSN and
can be retrieved only by them. The vector is signed by OSN1 so the information that
is embedded in the watermark w is w = v, EPrivOSN1

(H(v)), whereH is a secure hash
function. Using K , OSN1 embeds the dual watermark in the photo and publishes it.
When auserwants to upload the samephoto toOSN2, thenOSN2will useK to extract
the watermark. From that,OSN2 will get the vectorw and verify that it is correctly re-
ceived from the digital signature. Based on the publication license and the message
that OSN1 has encrypted for OSN2, OSN2 will decide whether or not it will publish
the photo and with what privacy settings, notifyingOSN1 about these actions.

6.2.5 Discussion

Theproposed schemeenables users to apply their privacypolicies on theirmultimedia
content across multiple OSNs. It is important to highlight that the users do not need
to be registered to all OSNs to allow this functionality. Moreover, users can be notiϐied
of any attempts to violate their privacy. The scheme does not need any trusted third
party, therefore, there is no further trust dependency.

The use of timestamp in watermarks is considered essential as they can be used
to deϐine ϐine-grained policies in our scheme. Since each photo is watermarked on
upload, users can use this information to deϐine time-based policies. For instance, a
user may allow a photo to be public after 2 years, or stop sharing one after 5 years.
On top of that, timestamps can be used in case of conϐlict to determine which user has
uploaded the content ϐirst and deduce its origin. The latter can be understood only in
the case when a new OSN joins and checks its content against its peers5.

The introduced publication license ϐield is very important, as users may use stan-
dard licenses such as Creative Commons6 or deϐine custom ones, excluding speciϐic
users or OSNs from distributing the content. It is clear that personal photos will have
custom policies, while others will have more generic ones. To illustrate this concept,
we assume that Alice publishes a photo with a “Creative Commons Attribution - Non-
Commercial - ShareAlike 3.0 Unported License”. This means that Alice does not allow
modiϐications of her work or commercial use. Bob ϐinds this photo and can publish it
in his proϐile. If Alice decides towithdraw the photo, then thiswill not have any impact

5It should be highlighted that while the proposal is straightforward regarding new content, manag-
ing already published content or how a newOSN joins is more complicated and is going to be discussed
extensively in future work.

6http://creativecommons.org/
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on Bob’s proϐile and Bobwill not have any problemwith publishing the photo even af-
ter Alice removes the photo. however, if Bob has downloaded the image, processed it
and tries to upload it to OSN2 where Alice is not registered, OSN2 will detect the al-
terations from the dual watermark and since the license does not allowmodiϐications,
block Bob from uploading the photo.

Another possible scenario, occurs when Bob might try to upload a photo from Al-
ice’s proϐile in OSN1, where her characteristics are quite clear into the professional
OSN2 where Alice is not registered. Since Alice’s photo is personal, she has water-
marked it with a non distribute license. Therefore, if Bobwants to perform an identity
theft attack to Alice,OSN2 will block his actions by reading the embeddedwatermark.

The scheme allows OSNs to have different policies among them, without publicly
disclosing them. Therefore several OSNs, depending on their interests, conϐlicts and
policies, may choose to cooperate under different schemes, without exposing critical
information to the rest of the participants. This way, Alice who is registered in OSN1

can allow only users from OSN2 to re-upload some of her photos. Given that Alice
might have two accounts on different OSNs, she can notify OSN1 that photos are co-
owned by another user fromOSN2, specifying her ID inOSN2 and vice versa.

The proposed solution reestablishes the roles of OSNs, as not only do they host
content, but they become Content Certiϐication Authorities (CCAs). CCAs can certify
the origin of a submitted multimedia ϐile, hence detect if it belongs to one of its users
or not, to the users of another afϐiliated OSN and even detect alterations. Evidently,
this scheme enables not only privacy aware sharing ofmedia content, but furthermore
the uniϐication of user accounts among different OSNs. This uniϐication might seem at
ϐirst sight scary for most of the OSNs, especially the ones with fewer users. Neverthe-
less, depending on the differentiation of the services that each of them provides, this
uniϐication can only enhance their status. This can be achieved due to the fact that
the uniϐication can enable developers and OSNs to deliver more solid, useful and ϐine-
grained solutions to the users. The decentralized nature of the scheme enables the
equal treatment of all the participants, which is very crucial for its continuity, creating
a web of trust not only among the OSNs, but among their subscribers as well.

Maybe the principal advantage of this scheme is that user’s privacy is greatly en-
hanced, as the user has total control of hismedia. He can keep track ofwhere hismedia
ϐiles are being used, who has access to them and revoke or grant access to them in real
time, independently of the OSN that he is registered. The obvious drawback of this so-
lution is what happens with the already shared content and how to tackle cases where
different users share the same content and one of themdeclares ownership. Of course,
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human intervention cannot be avoided, yet the best approach would be to watermark
all this content by current OSNs andmark it as non further distributable, unless all the
parties agree on the ownership. Finally, the proposed scheme allowsOSNs to automat-
ically respond to changes in the legal system. In the upcoming years, many changes are
expected to be made in the privacy laws in national and international level. This may
have serious implications for OSNs as they will have to change the way they distribute
content according to the new laws. A framework, as the one we propose, allows OSNs
to automatically conform, as the changes in one of themwill lead to cascading changes
to the rest of the OSNs, signiϐicantly reducing the cost of law compliance.

Figure 6.7: Managing media ϐiles in two Social Networks.

6.3 Economical impact

Almost every OSNs operate under the so-called “freemium” model, meaning that they
offer the service free to the users, in exchange for accessing, mining their data and of-
fering targetedadvertisement to their customers. Watermarking theirmassive amounts
of photos is certainly a serious cost, as all this procedure demands many additional
processing hours. Therefore a very important question that has to be addressed to is
the economical impact of the proposal in the current established business model.

The economical impact of the proposed solution depends directly on the compu-
tational effort is needed to apply this scheme. To estimate it, a Java implementation
of a typical DCT watermarking scheme. It was used on a desktop computer running
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on Intel Core i7-3770 CPU clocked at 3.40GHz and without a fully optimized imple-
mentation, a photograph with a resolution of 2048x1536 needs on average approxi-
mately 1.5 sec to be watermarked per core. Given that this processor has 8 cores, such
a computer can watermark around 460800 photos per day. According to [111], each
day, 350 million photos are uploaded to Facebook. Therefore, Facebook would need
approximately 760 such computers to balance the computational effort for its daily
trafϐic. On the other hand, it takes around 1 sec to extract the watermark. It should be
highlighted that these ϐigures could be further reduced with a more optimized imple-
mentation or with exploiting GPUs.

The cost of maintaining this additional infrastructure cannot be considered nor
negligible nor prohibitive, nevertheless is something manageable. Currently, even
if millions of people are using OSNs, sharing huge amounts of information, they are
aware that this way is not the most privacy-aware method. If some OSNs decide to
build or reformat their structure, offering more privacy to their users via their collab-
oration, on the one hand, they will increase their maintenance expenses, on the other
hand, it is expected that they will attract many additional revenues. Firstly, providing
a feature such as cross-OSN privacy policies is expected to attract more users, espe-
cially at this point in time where people are becoming more aware of privacy. The
latter was sparked by recent relations about background actions from secret govern-
ment agencies. Many start-up companies are rushing to exploit this new nichemarket
of privacy. Therefore, since the proposed scheme minimizes the leakage of users’ in-
formation, many new users will be attracted. Moreover, people will be able to share
more information, or even more sensitive, as the privacy-aware shift from these OSNs
will renew their trust to the service. All the above, make the collaborating OSNs more
attractive to advertising companies, as they will host more people, more information
to mine and perhaps more valuable for the advertising companies.

A privacy-aware service for subscribers is an additional feature that can attract
artists of all genres to publish and share more of their work on OSNs. With this tar-
get group, but without watermarks, Pheed7 is gradually getting more and more users
promoting itself as a free social multimedia platform that allows multimedia sharing
and streaming. Given that many artists do not share their work due to leakages, the
proposed scheme would make such OSNs even more attractive. On other hand, wa-
termarking techniques are considered essential, as they provide the necessary trust
to the users that access them. Typical examples are professional, medical and dat-
ing OSNs or their extensions. In such cases, it is crucial to guarantee that the users

7www.pheed.com
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are real and that their proϐiles contain the right information. Identity theft or even
extortion attacks on such cases can harm the public and professional image of the vic-
tim severe and immediately. To address such challenges, applications such as Badoo8
have resulted in visible watermarks, degrading the actual medium. However, the nec-
essary functionality is not provided, as these watermarks could be easily cropped in
many cases. Consequently, it is clear that subscriptions of premium accounts or the
attraction of more users and better quality of content sharing canmitigate the costs of
applying watermarking schemes in OSNs and maintaining the needed infrastructure.

8www.badoo.com
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Chapter 7

Privacy and Security in Mobile
Applications

7.1 Introduction

The technological advantages of ICT radically transformed the way we communicate.
Up to recently, our interactions were bounded to our immediate surroundings, but
nowadays the distance factor has been eradicated.

Mobile technology reaches a huge market and smartphones are accessible and af-
fordable in almost all parts of the globe. Their continuous improving computing capa-
bilities merged with sensors like accelerometers and GPS gave to software developers
the opportunity to deploy applications that exploit spatial information. As a result of
these new means of interaction, users are more engaged and developers can make
them actively participate and provide added-value content and information.

The thriving mobile dating applications are a good example of these communica-
tion and behavioural changes. These applications changed drastically the way people
are looking for partners. Due to their very nature, dating applications contain sensitive
information and the use of these does not come without risks. In addition to the sex-
ual orientation and preferences of users, modern dating apps are also context-aware
and allow the users to ϐind near-by matches. Moreover, the usersś proϐile may contain
more sensitive information such as political views and beliefs.

Users choose to share some personal information with potential partners as it can
be used as ϐilters for achieving better matches. Notwithstanding, users might not be
comfortable this kind of information to be publicly available. Moreover, the exchanged
information between twousers is very sensitive and private.Thus, any leaked informa-
tion from the applications could damage the reputation of individuals.
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These privacy and security risks are well-known and deϐined and someone could
expect that thedevelopers are taking the appropriatemeasures to secure their applica-
tions and to avoid any privacy breach, especially since their applications havemillions
of users.

We conduct a study on 18 mobile dating and chatting apps and we highlight some
doubtful software development practices which seem to be commonplace. The vul-
nerabilities we have detected, in many cases, are quite obvious and so are their solu-
tions. Nevertheless, these vulnerabilities affects millions of users and in a variety of
ways. The most worrying observation was that the exploitation of these vulnerabili-
ties requires little, if any, computer skills. In our experiments, the most sophisticated
scenario implies to intercept network packages e.g. by using a proxy, while in the sim-
plest scenario, the attacker just needs to eavesdrop exchanged messages.

7.2 RelatedworkonSecurityandPrivacy inMobileAp-
plications

The wide adoption of Internet technologies has led to the development of novel ser-
vices. The latter does not come without a cost, as attackers may now perform attacks
remotely and affect millions of users. Many organizations strive to raise awareness
against these attacks and for a secure web development. For instance, OWASP1 com-
piles the well-known OWASP Top Ten survey, which highlights the most critical web
application security ϐlaws. This survey provides a very good insight on what develop-
ers should be aware of when developing applications and it illustrates how attackers
would try to penetrate into a web service. Other surveys such as [180, 39] provide
similar results.

Mobile applications usually are not developed as stand-alone services which run
solely on the mobile device, but rely on web content and infrastructure. In this case,
the content is retrieved, updated and uploaded through the Internet. The mobile’s
sensors gather data that are used to provide value-added services and functionalities.

Currently, the dominant operating systems for smartphones are Android and iOS.
Android offers a permission-based security model, however, as has been shown in
[97, 11] it has vulnerabilities. Beresford et al. [22] developed the MockDroid, which
is a modiϐied version of Android and allows the user to intervene and revoke the ac-
cess rights of applications to particular resources at run-time. Certainly, this approach
has a very negative effect on the usability of the application because it limits some

1https://www.owasp.org
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functions. Notwithstanding, it grants users to set their own privacy policies and as-
sist them to decrease their possible information leakage. Having a similar perspective
TISSA [296] enables the users to ϐine-tune their privacy policies and the access level
of speciϐic applications at run-time. Enck et al. had a different approach to the prob-
lemwhen introducedTaintDroid [70]. Instead of constantly intervening, their Android
modded version tracks downwhen and which sensitive data is requested by an appli-
cation, hence, providing real-time analytics. This analysis can be very helpful in the
automated characterization of benign, grayware and malware [71].

In the iOS ecosystem, publishing anapplication in theofϐicial app storepasses some
stricter ϐilters. Egele et al. [64] made an extensive study over a sample of 1,400 iOS
applications (3/5 from the iTunesAppStore and2/5 from theCydia repository). While
most applicationswere found to be benign, their analysis revealed thatmore than50%
of them was leaking the unique ID of the mobile device.

Wetherall et al. [270] developed two useful tools, a browser plugin and a mobile
application, in order to provide to users a clear overview of the dangerous information
ϐlow in their mobile devices. These tools warn the users on unencrypted logins and
inform them which sensitive information is collected.

In [31] Burattin et al. show how can an information, e.g. list of friends, that have
been set to private by the user to be recovered from an OSN with various methods.
Focusing on dating applications, Qin et al. [201] illustrates how an adversary could
obtain the geolocation of users in several widely used dating apps. As shown by Qin et
al. [201] themain reason for this exposure is the poor randomization and obfuscation
techniques used.

The Electronic Frontier Foundation published a review2 to determine the kind of
security is offered by secure messaging products. The review clearly indicated that
thereweremanyproblems in the architecture ofmost applications and theuser cannot
be considered secure as for instance it is impossible for the user to verify the contact’s
identity, or the service provider has access to the users’ trafϐic.

7.3 Experimental Setup

Ourapproach to theproblemof obtaining sensitive informationwas fromanon-invasive
perspective. Taking in consideration the legal implications to applying reverse engi-
neering on an application, and the capacities of an average user or a network adminis-
trator, we have installed a proxy to intercepted the messages targeted towards to the

2https://www.eff.org/secure-messaging-scorecard
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under review applications. In order to ensure that the content of the intercept pack-
ages can be analysed by the proxy, we generated a root certiϐicate for it and installed
it on the smartphone. By doing this even the encrypted packages could be read by
the proxy. This setup resembles theman-in-the-middle attack, with the only, but very
important, difference that all sides are under our control.

There are tworeal-world attacks scenarios that canbe launchedbasedon theabove
setup. The ϐirst scenario involves a network administrator that is curious to gather as
much information as possible about the users in the network he controls. There is no
need to request users to install a certiϐicate because many applications are using un-
encrypted trafϐic or leave important information in the header so the administrator
only needs to watch regular network trafϐic. In general, anyone snifϐing the networkś
trafϐic can execute these attacks.

The second scenario assumes that a malicious user has cyber-stalking intentions.
The adversary wants to ϐind probable victims and their whereabouts. To achieve this,
he intercepts the packages that are sent and received from the applications and then
uses them to extract further ϐine-grained information. Figure 7.1 illustrates our setup
and where we expect our adversary to be logically located.

In order to capture the data from the applications we have used Fiddler 2 3 as the
debugging proxy and we have installed its certiϐicate in a smartphone. For our exper-
iments we used an iPhone 4 with iOS 7.0.4. However, the operating system is irrele-
vant since the vulnerabilities we have found are mainly due to the exchanged trafϐic
between the applications and web servers that host the services and, in fact, the ap-
plications per se have not been analysed.

7.4 The ϐindings

In our experiment, we analysed 18 mobile dating and chatting applications and ex-
amined whether they send sensitive HTTP trafϐic, include the current geolocation of
users, send the actual distance to other users, use static links for multimedia content,
etc. The Figure 7.2 summarize our ϐindings. Follows a brief description of speciϐic
details/vulnerabilities of each application we examined.

ChatOn: ChatOn uses HTTPS for all its trafϐic. However, a lot of information could be
leaked through the URL of the API. For instance, an eavesdropper can easily ϐindmany
details about the user’s mobile device, namely, model, operating system version, IMEI,

3http://www.telerik.com/fiddler
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Figure 7.1: Experimental setup

IMSI, telephone number, user ID and application version. The application sends the
telephone numbers of all user’s contacts to Samsung, and the received packets contain
additional information like contacts’ birthday. The RESTful API that is used exposes
users actions and the proϐiles that they visit.

Grindr: Grindr uses HTTPS for most of its communications, but multimedia content
are sent by using static links over HTTP. The API that is called from the mobile appli-
cation might allow eavesdroppers to extract the actual user location and his/her ap-
plication ID from the sniffed URL. Additionally, the URL reveals the user’s activity and
his/her device OS. Moreover, exchanged packets contain the distance only for users
that consented and the application might display the relative user distance. However,
the messages contain the actual users’ location.

Hornet: Hornet encrypts its trafϐic using HTTPS, but sends the distance with 10me-
tres precision. Photographs are static links sent over HTTP. The API calls allow an at-
tacker to deduce user activity, e.g. chatting, browsing proϐiles, etc simply by capturing
the URLs that users request.

I-Am: Only the authentication executed over HTTPS, the rest of the trafϐic of I-Am
goes over HTTP. This allows an attacker to have full access to user private data. Pho-
tographs are sent over HTTP and as static links. The application exposes the spatial
data of users since the actual location is sent in the URLwithout any encryption or ob-
fuscation, and the exact distance to other users is sent in the packet along with their
birthday.

141



Application Version Installations Code Application Version Installations Code

ChatOn 3.0.2 100m-500m S.A.M. 3.3.1 500K-1m
Grindr 2.0.24 5m-10m SKOUT 4.4.2 10m-50m
Hornet 2.0.14 1m-5m Tagged 7.3.0 10m-50m
I-Am 3.2 500K-1m Tango 5.8 100m-500m
LOVOO 2.5.6 10m-50m Tinder 4.0.9 10m-50m
MeetMe 9.2.0 10m-50m Tingle 1.12 -
MoMo 5.4 1m-5m Waplog 3.0.3 5m-10m
POF 2.40 10m-50m WeChat 6.0.1 100m-500m
SayHi 3.6 10m-50m Zoosk 8.6.21 10m-50m

Figure 7.2: Discovered vulnerabilities per application. Since the App Store is not re-
porting the downloads, the numbers are from Google Play.
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LOVOO: Thephotographs inLOVOOare sent overHTTP, everything else are sent over
HTTPS. Somethingworth noting is that the links are dynamic and expire. The distance
between users is sent with a rounding of 100 metres, along with their relative (x, y)

coordinates. Thus, an attacker can recover the actual locations. Moreover, the API calls
expose in the URLs the userś preferences, location and overall activity

MeetMe: A mix of HTTP/HTTPS trafϐic are used in MeetMe application. In URL ex-
posed the location and the preferences of users. If other users are nearby then he
actual distance is included in the packet, otherwise their distance are reported in kilo-
metres. Photographs transmitted over HTTP and the user actions can be seen in the
URLs.

MoMo: MoMo uses HTTPS to exchange messages with the server, but fails to hide
users’ location. The application packets contain ϐine-grained distance data from other
users. Moreover, the URLs include the visited proϐiles as well as the current user ID.
Photographs are accessed through static links and over HTTP.

Plenty of Fish: This application messages are encrypted although they are trans-
mitted over HTTP. This most likely means that there is a local key stored in the device
to decrypt the contains. They did not take any precaution for the multimedia content
which are send over HTTP as static links.

SayHi: The user authentication on the application use the Facebook API. After the
authentication, everything is transmitted as clear text. The location of users and their
activity are exposed in the requested URLs. Even the userś conversations can be inter-
cepted. Photographs are sent over HTTP using static links.

Singles around me (S.A.M.): The exact location of other users are included in the
transmitted packets. Multimedia content are sent over HTTP with some of them have
dynamic links and others static. The received packet includes an important additional
ϐield: users’ emails. Usually, a user needs to ask for permission to access another user
email address and not to be able to extract it from the packets. Moreover, the URLs
contains the IDs that a user visiting inside the application, thus reveals the activity
and his/her preferences.
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SKOUT: Authentication of users done with HTTPS but the rest of the trafϐic is sent
over HTTP. The exact distance among users are in the packet and only obfuscated in
the frontend of the application. Since trafϐic is sent over HTTP, chat messages are un-
encrypted. and it is easy to check the activity of a user, e.g. there is a speciϐic call of
function whenever a user is typing a message. Anyone who can intercept the trafϐic
can ϐind not only the sexual orientation of a speciϐic user but his/her preferences as
the proϐiles of the user that he/she opens are visible to the adversary.

Tagged: Everything is sent overHTTP, therefore allmessages can be intercepted and
the API exposes user’s activity and preferences. Photographs are sent over HTTP as
static links.

Tango: Tango transmits over HTTP and all messages can be intercepted. The API
exposes user’s activity aswell as his/her phone number andpreferences. Photographs
are sent over HTTP as static links and the packets include the exact location of other
users.

Tinder: Tinder uses HTTPS to prevent eavesdropping but the messages contain the
Facebook ID of the users. Therefore, an adversary can ϐind out evenmore information.
Packets do not contain the current location but the distance to other users, which can
be further exploited to recover their actual locations. Photographs are sent over HTTP
as static links. In Tinder despite the use of static links, wenoticed an additional privacy
leakagewhenusing its registrationmethodwhich is via Facebook. The applicationwas
requesting the “communication_rank” of each user from Facebook and it was sending
it to the application. As the name of the parameter implies this variable indicated how
often two users communicate over Facebook.

Tingle: Tingle does not include location data of other users in the transmitted pack-
ets. However, messages contain other important information. Like Singles AroundMe,
Tingle exposes other users’ emails and, additionally, it has a device tag indicating, for
example, that the user has switched the device. Moreover, it contains the actual loca-
tion of the user in the URL, allowing an eavesdropper to identify him/her. The URL
used by the API contains users’ queries, hence, exposing their preferences. Finally,
photographs are sent over HTTP as static links.
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Waplog: Waplog transmits over HTTP. While it does not send the actual location, it
transmits emails of other users. Photographs are sent over HTTP as static links. In
addition, the API exposes information about the user’s device in the URL, the session
key and the user’s hashed password.

WeChat: A different approach from theWeChat application which uses HTTP for all
its trafϐic and but it sends all data in an encrypted ϐile. During our experiments, we
didn’t notice any handshake between the application and the API to generate a crypto-
graphic key in order to decrypt the encrypted ϐile. Consequently, wemay safely deduce
that the application is installedwith a static hard-coded key, which is the same for each
user andwith reverse engineering of the application can be recovered. Therefore, one
could use that key to fully manipulate the data of all users.

Zoosk: Zoosk transmits over HTTPS. The requested URLs reveals the phone model
and its OS as well as the user activity. Photographs are sent as static links over HTTPS.

7.5 Discussion

Theanalysis of the abovemobile dating and chatting application revealed several trends
that we are going to discuss next.

Users’ locations: The exact location of the users is handed over bymany of the stud-
ied applications in order to match nearby users. The Table 7.1 illustrates a typical ex-
amplewhere the application “Singles AroundMe” sends a JSON ϐile which includes the
GPS location of a user. This is a problematic approach and susceptible tomany attacks.
To avoid to transmit the exact location other applications use the distance between
users. It seems to be a better solution but still vulnerable to trilateration as shown by
Qin et al. in [201]. The developers should examine the use of Private Proximity Test-
ing protocols such as [169] which reduce the users’ exposure while the application
keeps the desired functionality. In these protocols, only a single bit of information is
disclosed, i.e. whether two users are nearby or not.

Unencrypted transmission channels: As shown in [74] many mobile applications
useSSL/TLS code,which is potentially vulnerable toman-in-the-middle attacks. Notwith-
standing, these applications were, at least, trying to protect the users from exposure.
In our analysis, major applications use HTTP to transmit sensitive data. The use of
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1 {
2 "username":"s---------eam",
3 "email":"d----------96@yahoo.com",
4 "gender":2,
5 "interestedIn":1,
6 "country":"United Kingdom",
7 "region":"London, City of",
8 "city":"",
9 "gps":[38.------------2,23.8-------------5],

10 "age":39,
11 "photo":"http://www.singlesaroundme.com/images/cache/1/photoface_11-----_--5_--5.

jpg",
12 "photos":[],
13 "birthYear":1974,
14 "birthMonth":--,
15 "birthDay":-,
16 "lastOnline":"2014-10-06 03:28:07PM",
17 "profileAnswers":{"1":"5' 7" - 170cm",
18 "3":"prefer not to say",
19 "21":"Married","30":"straight","25":"brown","31":"blonde","26":"white","28":"none

",
20 "29":"Sagittarius","38":["dating","serious relationship","friendship"],
21 "37":"Greek","36":["English"],"32":"socially / occasionally",
22 "34":"socially/occasionally","35":"quite fit","40":"Christian - Other",
23 "41":"University graduate","42":"yes living with me","43":"yes"},
24 "privacySettings":{"gps":0,"profile":0}
25 }

Table 7.1: Example of a JSON packet from “Singles Around Me”.
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HTTPS onmobile devicesmight imply an overhead in terms of computation and band-
width. However, these applications manage very sensitive information and it is difϐi-
cult to support the use of HTTP. Given that the overhead of enforcing HTTPS is negligi-
ble and that converting services into running in securemode ismost of the times amat-
ter of adjusting the conϐiguration implies that developers and architects are not aware
of the actual risks they expose users to. Finally, we highlight the lack of full adoption of
HTTPS. Despite recent revelations about citizen surveillance or recent cyber attacks,
services that are used bymillions still fail to use HTTPS, they offer it partially exposing
their users to disclosure of very private information and proϐiling.

Multimedia: The applications we examined performed poorly on the handling of
multimedia content. The privacy and security risks of multimedia content on Online
Social Networks were analysed by Patsakis et al. in [189]. Multimedia content on mo-
bile dating applications could be considered even more sensitive and implies further
dangers. The lack of use of HTTPS allows an adversary to intercept and even change
the content of the incoming messages. Moreover, the use of static links is a serious
vulnerability because an eavesdropper can access the photographs which a user has
visited. By doing so the adversary can identify the preferences and sexual orientation
of users. Such information, as sexual orientation and preferences, may lead to social
discrimination or even legal actions in a closed society.

Hidden information and URL parameters: In our analysis, we noticed that a com-
mon practice among several applications was to send data packets which include hid-
den information about other users. An example of this practice in application “Sin-
gles Around Me” illustrated in Table 7.1 where the email of users are revealed even
if they have not consented. Tingle packets contain a device identiϐication ϐield which
informs an attacker when a user changes or switch devices. Another observation of
our research was that sensitive parameters are passed in the URLs of the API. Simply
by eavesdropping the communications, an adversary can monitor the users’ activities
(e.g. browsing of proϐiles, chatting, etc), the telephone number or even the location of
the user. A small set of examples that leaks information through URL are illustrated
in Table 7.2. In all these examples the trafϐic is encrypted, but still, someone can see
that ChatOn broadcasts the IMEI, IMSI and user’s phone number in the URL alongwith
some details about the phone, Grindr broadcasts the user’s location his ID and some
data about the device. In the same way, MoMo leaks which proϐiles a user is visiting
and SKOUT shows what the user is doing, in this case typing.
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Application URL

ChatOn

https://gld1.samsungchaton.com/prov4?
imei=-----&imsi=-----&model=iPhone4&
clientversion=3.0.2&platform=iPhone%20OS&
osversion=7.0.4
https://prov4?imei=------
&countrycallingcode=30&phonenumber=-----
&imsi=----&model=iPhone4&clientversion=3.
0.2&platform=iPhone%20OS&osversion=7.0.4

Grindr

https://primus.grindr.com/2.0/
broadcastMessages?applicationVersion=2.
0.24&hasXtra=0&lat=53.-----&lon=6.2----
&platformName=iOS&platformVersion=7.0.4&
profileId=36850131

MoMo https://api.immomo.com/api/profile/
1121----?fr=98----

SKOUT http://i22.skout.com/services/
ServerService/GCUserTyping

Table 7.2: User exposure from the URL. For obvious reasons, the sensitive information
has been suppressed.
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Part IV

Closure
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Chapter 8

Open Questions and Future Directions

During the past few years the requests for data sources have been signiϐicantly in-
creased. To this end organisations more andmore are pushed towards sharing part of
their underlying datasets, to be used by other companies and researchers. In order to
respond to these requests without exposing users’ privacy to further risks, the need
for privacy-preserving methods is becoming more and more imminent. To monetise
this need, companies such as Apple tout the use of differential privacy in their prod-
ucts [193], or companies such as Aircloak1 whose core business is the provision of
anonymised datasets, are gradually emerging, paving theway for the greater adoption
of PPDP. Regardless of the achievements in the ϐield of PPDP, there are several open
issues that need to be addressed in the years to come.

One of the biggest challenges that we face today is the management of Big Data, as
its three Vs, namely Volume, Variety and Velocity, imply many constraints for PPDP.
Starting with Volume, the most obvious characteristic of Big Data, it is apparent that
most PPDP algorithms would face issues processing all this information, as these al-
gorithms are quite demanding in terms of computations as their computational com-
plexity, discussed in the previous section, is far from linear. To counter this obstacle,
many researchers result to micro-aggregation, while there is a big shift in trying to
unravel the potentials of Differential privacy [143, 75]. Certainly, the Variety of data
imply another constraint for anonymisation algorithms, since methods as Generalisa-
tion depend on such variations. However, the biggest issue is the third V of Big Data,
the Velocity atwhich this information is stored. Undoubtedly, if the velocity is high and
data need to be anonymised on the ϐly, then the only viable solutions can be currently
expected from Differential Privacy, nonetheless, the question is whether sequential
publications need to be made. In this regard, it has not been studied in depth how

1https://www.aircloak.com/
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secure the anonymised data will remain when studying analysing publications of data
anonymised with Differential Privacy, something that might be subject to the under-
lying implementation.

Differential Privacy has a lot of potentials in PPDP. Nonetheless, it is far from be-
ing considered a panacea or immune to attacks. For instance, Clifton and Tassa [43]
have already criticised widespread belief that differential privacy is resistant to at-
tacks, something thatwas practically shown e.g. by Cormode [44]. Moreover, the noise
addition in many cases is subject to the queries that we expect to be performed on the
dataset, or whether we have sequential data publications. Some recent works have
been proposed towards the generation of incremental ϵ-differentially private releases
of data, in order to deal with today’s demand for up-to-date information [205, 292].
In this novel research ϐield, the main drawbacks of ϵ-differential privacy, such as the
amount of noise required to be achieved are exacerbated and, thus, the creation of
more efϐicient protocols and algorithms is mandatory. In this scenario, the incremen-
tal privacy breach, that ariseswhen different anonymised versions of the same dataset
are released, has to be taken into account. While several solutions have been proposed
in the literature [33, 32, 194, 228], there is still a big gap to ϐill. Additionally, machine
learning algorithms can be used to extract further knowledge from the anonymised
dataset [115]. All the above indicate that Differential Privacy might be very useful,
however, the privacy guarantees, aswell implementations and use case scenarios have
to be studied further.

A very active ϐield in PPDP is also the study of high-dimensional data [90]. The
curse of dimensionality has a signiϐicant impact to the k-anonymitymodel [7] because
most of the data have to be suppressed leading to an unacceptable increase of infor-
mation loss, rendering the anonymised dataset useless. Currently, high-dimensional
data are not found only in healthcare, where traditionally PPDP is applied, but due to
the wide collection of data from mobile sensors, this need becomes more relevant to
other ϐields of research and industry. While there are several approaches on how to
treat such datasets [162, 84, 267, 200] while more generic approaches try to exploit
either the fact that in real datasets the actual background information cannot span
to many QIs or the inherent correlation of many QIs [288, 289]. In general, current
work in the literature is promising and has paved the way for the future extensions,
nonetheless, it is not mature enough for applications and wide adoption, as the data
utility of the anonymised datasets is signiϐicantly decreased.

With the gradual need to share data and the continuous generation of data from in-
dividuals more andmore users are becoming publishers and the centralised approach
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to data publication is shifting tomore decentralised approaches. As already discussed,
PPDPhas already caught upwith this trend and specialisedmethods have been crafted
using cryptographic primitives. Nonetheless, these primitives imply a signiϐicant cost,
especially for large-scale distributed networks [91]. Therefore, securemultiparty pro-
tocols need to be improved in terms of computational and communication costs and
scalability, to be efϐicient enough to deal with the PPDP scenarios or more focused
protocols on these instances have to develop.

Multivariate datasets have several well-known problems. We consider the proper
detection of outlier users (i.e. outliers) as a signiϐicant issue. In this way, several ap-
proaches to deal with outliers in multivariate datasets have been proposed [203, 50,
257, 220, 262]. The presence of outliers in datasets may lead to the disclosure of in-
formation about the data distribution and also affect the quality of the obfuscation.
Therefore, PPDP algorithms may return biased or inconsistent results due to their
presence. For instance, clustering algorithms may incorrectly select users to form a
group or a cluster may be wrongly divided into small pieces.

The models discussed so far, however, fail to consider some mining patterns as
sensitive information, depending on the context of data. For instance, in the medical
ϐield, a relationship between hospitalisation costs and a concrete ZIP area may dis-
close information that could be used by insurance companies, without disclosing the
information of individuals [93]. Therefore, such knowledge patterns must be identi-
ϐied before applying further operations on data or sharing them.

The type and context of data that are going to be protected are very relevant, since
it is not the same to protect medical records than, for instance, census. Hence, typical
external data sources which could be used in order to attempt re-identiϐication could
be used as an advantage to reinforce the data obfuscation procedure. Moreover, for
each domain of application, we must identify the speciϐic weaknesses and apply ob-
fuscation so as to efϐiciently protect data. In this direction, Fu et al. [83] provided a
framework to identify which data must be protected and which are most valuable for
the utility of the dataset to balance data utility and privacy guarantees.

As future work on the QI Inference attack it should be tested on real datasets and
quantify the signiϐicance of the attack. Aswe have shownwith the constructed dataset
this attack is plausible and may violate privacy guarantees. There is also room for
research on how to solve the problem, which is not trivial.

Social Networks can be represented as graphs quite intuitively. The individuals
or any other social entity that can be examined, such as a business, are represented
as nodes of the graph. The edges of the graph, connect these entities and represent
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the relationships between them, for instance, people which are “friends”. As shown in
[14, 102] removing the identities of the nodes before publishing the graph is analogous
to removing the explicit identiϐiers from tabular data, it cannot be considered enough
to anonymise a graph and does not guarantee privacy. An adversary may link a node,
from the “anonymised” graph to an individual, by exploiting the structural information
of his neighbourhood. The privacy-preserving data publication of OSNs of graphswith
the accompanying tabular data while keeping high utility of the anonymised data is
quite challenging.

Social networks keep evolving day by day. As new features are added, new attacks
on the privacy of the users discovered. Location-aware applications, marketplaces for
trading goods, social network speciϐic cryptocurrencies are some recent examples of
the ever-changing Social Network landscape. At the same time, evenmore countries or
unions of countries have started to update and publish stricter laws and frameworks
regarding the security and privacy of the transmission, sharing and storage of per-
sonal data. The E.U. General Data Privacy Regulation (GDPR), the California Consumer
Privacy Act (CCPA) and the Brazil General Data Protection Law (LGPD) are some of
the latest examples. Furthermore, the upcoming market of the Interent of Things will
bring to consumers most of the social features that already use via entirely newly in-
troduced ubiquitous devices enhanced with innovative features and capabilities. The
research community must stay vigilant as the privacy threats on early stages of new
features are usually severe. As businesses are focused on proϐits they do not give the
proper attention to privacy issues and usually these issues are considered as an obsta-
cle.

Multimedia carries a lot of implicit information and users are not aware of the in-
formation retrieval possibilities of an adversary which does not have to be a human,
but a machine. Using face recognition, one could potentially scan all the public pho-
tographs of an OSN or available on the Internet and ϐind a person of interest within the
images even if he/she is not tagged and his/her presence was purely by chance. In the
case that someone copies or downloads another’s user image, there is no functionality
that can protect them by deleting or destroying this content.

Another issue OSNs fail to implement is the shared ownership over multimedia. It
almost impossible tο manage content with more than one owner and apply accepted
privacy policies by all parties involved. While the problem is real and the content that
users share online is signiϐicantly increased each year, a mechanism that will be re-
sponsible for the sharedownership of the shared ϐiles ismore than amandatory option
byOSNs and other online content sharing platforms. In fact, the amount ofmultimedia
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data that have to be processed and the often lack of origin provides a selter for a lot of
deviant behaviour on Social Networks [100, 79, 269, 152, 24]

The research community faces another problem, which is hard to overcome, the
identiϐication and handling ofmalicious accounts. These accounts are used for spread-
ing false news, sybil attacks, phishing, malware distribution and more [82, 215, 78,
259]. Moreover, shifting from centralized to decentralized social networks we must
examine the privacy-related issues in the newmore complicated environment and ex-
amine new issues that emerge.

One of the major challenges is to increase awareness of the users of privacy impli-
cations from the use of OSNswhichwill put pressure on the OSNs to become proactive
when dealing with privacy issues. It is worth analysing if there is a need for a user
interface redesign of privacy settings on major OSNs, personalized privacy settings
recommendations through machine learning based on the clustering of the content
and overall behaviour of the users. The education and training of users will also raise
the awareness and can be achieved through serious games.
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Chapter 9

Conclusions

The implementation of GDPR after many years of negotiations is shaping a new land-
scape for industries regarding how they collect, process and exchange sensitive user
data. This thesis started well before the introduction of this regulations and studied
problems and proposed solutions to improve the provided security and privacy.

Prior to a release of a dataset, which contains sensitive attributes to be analysed by
the data recipients, it should pass through an anonymisation process. There are many
well-known methods to anonymise and each method offers different types of privacy
guarantees as analysed in Chapter 2.

Current state of the art failed to notice that theQIsmight be partially dependent
on the SA values. In the conducted research a different path than the most of the at-
tacks examined in the current literature was followed. Instead of taking advantage of
theQIs, theSAvalueswere exploited todeduce values of generalisedQIs. As shown,
an adversary is able to break the anonymisation guarantees and infer information of
record holders that could lead up to complete re-identiϐication of individuals. The re-
search focuses on medical records because in this sector this phenomenon is quite
often. This thesis introduced a new concept, the inference ofQIs attack, and demon-
strates the existence of the problem in speciϐic datasets. However, no experiments
made on real datasets to quantify its extent.

Additionally, this thesis examined the problemof km-anonymising continuous data
without using any pre-deϐined data generalisation hierarchy and a global-recoding
heuristic algorithm the ACD was introduced. The proposed algorithm greedily selects
the optimal generalisation ranges at each step, ensuring all itemsets of size up to m,
appear at least k times in the dataset, thus satisfying the km-anonymity guarantee.
The experiments were conducted with real world datasets and compared to the km-
anonymisation algorithm AA [246] which uses pre-deϐined generalisation hierarchies.
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The results of this approach show that the ACD algorithm, with a small overhead on the
computational cost comparing to AA, preserves the utility of the dataset better.

In the third part of this thesis we study the risks to which a user is exposed by
his shared multimedia content in terms of security and privacy. Many of these secu-
rity and privacy risks are indirect or often disregarded by the majority of users. It is
shown that even if many actions had been made by OSNs to provide security and pri-
vacy to their users, justiϐiably, it cannot be claimed that the current level is adequate.
On the other side, users must understand that they cannot arbitrarily share content
with other users and services. This content can be used in many ways, many of which
can be proven to be malicious. The problem might not arise from one particular post,
but from the fusion of others, or from the background information regarding that post.
User awareness through proper notiϐications might help in this direction, but clearly
more media coverage and education can greatly help in this aspect.

We argue that the development of new security andprivacy policies formultimedia
content is essential. Towards this end, thiswork introduces a scheme that allows users
to enforce their privacy policies not only on multimedia shared in the OSN that they
belong to, but among others to which they are not registered. This could be achieved
by the use of watermarks on the multimedia with either public encryption algorithms
or public watermarking techniques. The major contribution of this work is the uniϐi-
cation of privacy policies across multiple OSNs in a distributed way without the use
of trusted third parties. Of course, there are other researchers pointing towards the
use of watermarking in OSNs [42], yet to the best of our knowledge no experiments
on the existence of watermarks in OSNs content have been published, nor has a formal
protocol or policy has been implemented by OSNs.

The proposed solution can be implemented without having to redesign current
OSNs fromscratch, therefore it canbe easily adopted, in termsof deployment. Onemay
argue that the proposed methodology hints towards DRM practices, however, the wa-
termarks areonlyused toprotect theusers’ content andusers could opt in or out of this
service for all or some of their multimedia content. Additionally, the cost of adopting
the proposed solution was quantiϐied in terms of computational effort and solutions
proposed to counter the economic cost. As discussed, the main issue towards adopt-
ing this solution is the already uploaded content. It is a fact that the implementation
of this solution will give ownership to users for all their uploaded content even if they
do not have the right to own it. If an image, for example, belongs to userA, yet userB
also uploaded it, it would seem that it belongs to user B, so user A should report it in
order to settle the dispute. The holder of the original multimedia content can upload
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it again at any time on the OSN even if a previous watermarked version of this con-
tent has been uploaded by another user before the implementation. Deϐinitely, such a
scenario is realistic, yet it is apparent that the balance of what can be automated from
the proposed solution and what is left on the human factor is drastically decreased,
leaving far fewer problems to bemanually solved. Nevertheless, the complexity of this
issue should be examined thoroughly in future work. Finally, it has to be noted that
the longer that such solutions are not applied, the more the cost is increased, as users
upload new and more content every day.

When the time came to have hands-on experience with mobile apps, dating apps
was chosen as being privacy-sensitive and popular. The number of users of online
dating services keeps rising every day. This most certainly will draw the attention of
cyber criminals who attempt to acquire sensitive personal data that may be used for
user proϐiling, defamation, blackmailing and even identity theft.

Web-baseddating services arewell-establishedandusually the goodprogramming
practices are applied. However, the conducted research on dating services on mobile
platforms shows that the status there is quite different. One should expect due to the
sensitive nature of the data which are collected such as location and sexual prefer-
ences, that strong security measures as those implemented in their web-based coun-
terparts would also be present in mobile dating applications. However, as shown in
Chapter 7, signiϐicant vulnerabilities arewaiting to be exploited even by inexperienced
adversaries. A simple snifϐing attack is enough, for most of the analysed applications,
to reveal sensitive information e.g. sexual preferences, interaction between users, e-
mails etc.

The contribution of this research on the mobile apps is twofold. Firstly, by dis-
closing these vulnerabilities, the aim is to motivate people about the importance of
protecting its privacy and raise awareness to companies offering vulnerable services.
Secondly, the solution of these vulnerabilities are usually simple and require a little
effort to ϐix them. Thus, by disclosing these ϐindings the developers are informed to
avoid common pitfalls and to aim to secure programming practices in developing mo-
bile dating applications.
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