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Abstract

This is the Master Thesis of George Kontogiannis. The main purpose of this
project is to present a method for making Big Data analysis for Security Logs. This
method should take as an input a great amount and variety of Data and analyze them in
order to make useful conclusions about who made a malicious action, an information
leakage, etc. The best method to achieve that in a big company where there are tons of
logs is by using a SIEM.

SIEM tool provide the ability to normalize and correlate log data from multiple
sources on networks. The usage of a SIEM can also provide auditing controls checks,
either the compliance of policies or of legal requirements and reduces the costs of them
through the centralization of all events that occur in a big company. Moreover it can assist
in early identification of the insider threat by correlating personal background
investigations and normal user action information with the individual’s online activities.

This Thesis presents the HP Arcsight Technology and Architecture SIEM solution.
It’s a SIEM solution that provides a variety of actions in order to perfectly understand and
analyze all the logs that come out from enterprise systems, such as OS logs, DB logs, etc.
An analytic presentation it’s going to be done from the collection of logs until the final
output of Arcsight(correlated events, Dashboars, Active Channels, etc).



1. Introduction

Nowadays, the continuous development of technology has led to big changes in the
big companies. A telecommunications provider for example should constantly be
equipped with the latest technology (new hardware, development of telecommunications
applications, etc) in order to be competitive and gain the largest proportion of customers.
Moreover, here in Greece, the telecommunications providers are subject to review from
ADAE. This review could be made in different fields of the company, for example if some
customer make a complaint in ADAE that his phone is monitored, the provider should
present the appropriate evidence that during this period (of the complaint) the number was
not monitored.

Also, over the years, it has sharply increased the amount of data. Data grow at a rate of
almost 40% every year, according to the McKinsey Global Institute.

I Too much information
Worldwide digital data created and replicated

Zettabytes*

FORECAST

2006 08 107 12 14 16 18 20

sroe: X *1 rettabyte = | trilion gigabytes 'Estimate

Figure 1. Annual increase of data

This means that with the passage of time digital data would be larger and larger and big
companies would have to process and store more and more data each year which is very
difficult and not affordable. Additionally ADAE requires every provider to store the logs
from the corporate systems for several period of time, (about 2 years) as a result there is
an important need for a centralized system/architecture that will store and analyze logs.

Furthermore, from the security perspective, companies care more to protect
themselves from all kind of possible threats. The majority of companies have now created
information security sections in order to successfully face external threats, (like



hackers/DDoS attacks, etc.) or to ensure that every procedure in company performed
transparently. All of the above lead to the conclusion that a SIEM tool is necessary for
each organization which respects their labors and the cost of enterprise operation.

2. EVENTS CENTRALIZATION AND CORRELATION

2.1 Introduction of Events Centralization and Correlation Systems

All the data generated by the system events is of great importance as a source of
information for any organization, small, medium or large. As large organization you are,
the more value they have your data, even more your sensitive data (Telecommunication
providers for example have very sensitive data, as their log contain MSISDN, IMSI and
other critical information). The proper control of this data ensures that the legal &
compliance obligations will be accomplished and to address IT security risk. The need to
include the real time monitoring of the network arises by the growing threats and logs to
the business continuity. Companies need to be able to make a thorough analysis and
detailed report-data to meet demanding legal and compliance obligations.

2.2 Importance of Events Centralization and Correlation Systems

Events Centralization allows an organization to access and utilize devices that would
not be available or have direct contact otherwise. The security department of each
company is responsible for the global visibility of the centralized event system (SIEM).
This system also controls the cost of demonstrating compliance and reduces the
complexity of managing a heterogeneous IT infrastructure. SIEM tool facilitate
compliance efforts with centralized log management, dashboard and reporting capabilities.
Also there is an indirect benefit: the management tool recollects logs in real time, this fact
ensures the non-manipulation of these logs. Another benefit is that it manages security
operations effectively and efficiently with centralized security event correlation,
prioritization, investigation and response.

Another problem that a SIEM try to solve is to reduce the number of internal attacks.
Each year, a significant percentage of gross annual revenue (around 5%) is been lost due
to internal attacks. The 5% corresponds to many thousands of Euros (€) for a big



company, so this fact motive the regulators and auditors to make security information an
urgent matter for the company.

Businesses try to improve processes to implement controls to support policies in order
to comply with industry and regulatory standards. For example, it’s necessary to monitor
who accessed the files with critical information for the customers of the company. Also it
is very important to log the time and date of the incident in order to find accurately who
made the violation. The continuous development is just as important to a compliance audit
as approving that controls are in place.

Concerning the operations section, it is easy enough to extract important information
when looking in an error log in order to find what’s going wring and fix the error
occurred. Parsing a log into a normalized format benefits the search method, all the logs
are saved with the same format (after processing of the Arcsight). The central event
management system manage events (normalized logs) and match the incoming log with a
defined event modeling to facilitate the management operations and integrate these logs
with the business continuity functions.

Finally, a SIEM implementation could preserve in one log file clues from an attack. In
case of internal investigations, these logs may be from users attempting to authenticate
into various enterprise systems and applications. Database logs, application- specific logs
or VPN and operating systems logs are used in forensic analysis to discover the real cause
of this incident.



3. Arcsight SIEM Architecture

3.1Logs and Events

The logs are the one and only input for Arcsight, without them no operation can
proceed. A log is an official record of operations during a particular period of time. For
information security professionals, a log is used to record data or to obtain information on
who, what, when, where and why an activity occurs for a particular device or application.
Then they have the ability to analyze the device or application activities in deep and to
understand exactly what happened there.

3.2 Types of logs

There are several log categories, which depend on the system current system by which
are gathered. The most common is the syslog log. Syslog is a way for network devices to
send event messages to a logging server. The syslog protocol is supported by a wide range
of devices and can be used to log different types of events. For example, a router might
send messages about users logging on to console sessions, while a web-server might log
access-denied events. The following image shows an example from a syslog log and more
specific from an authpriv log. Authpriv log record the logins and logouts to a system. As
it seems here user root has logged on in the system rensdclb (172.25.23.85) at 2
February 00:00:01.

[arcs1ght@cosmologd2 172.26.231.7]5

Feb 2 60:80:01 Feb 2 60:00:01 172. ; .pam_unl\[ for user root by {u1d=0)

i
Feb 2 00:00:02 Feb 2 80:09:02 172.25.23.85 rens ! pan_unixs on closed for user oot .
Feb 2 0:01:00 Feb 2 00:01:00 23,85 reng 2 v.1nfo @ s p‘ Lx(s on opened for user dataprect by (u1d-0)
Feb 200:01:20 Feb 2 00:01:20 172, 0n): sess1on closed for user dataprtct

Figure 2. Syslog (authprlv.log) example

Another important log category is the application log. An application log is a file of
events that are logged by a software application. It contains errors, informational events
and warnings. The format and content of an application log are determined by the
developer of the software program, rather than the OS. The following image shows an
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example of an application log. It’s a log from a telecommunications system that indicates
the MSISDN and the IMEI that have recently activated. The activation was made through
and a web application the numbers was recorded in the following log.

"Voice A Direction Number","Voice A Imei","Date Name","Event amount"," Side Successful Events","Voice A Cell",

"30690604  ","35768303028  ","2015/06/10 00:00:00","16","0","0","§1E","2", 0", "0","g", "Q", O, "7 " ERIMI

"30680605  ","860041021211  ","2015/06/10 00:00:00","17","L","0","1406", 1", "1","0", "5", O, "1, *12" CRNA
"30690615  ","35363006700°  ","2015/06/10 00:00:00","22","0","0","524", 3", "0", "O", Mg, "O", "1, 14" ERIMA
"30690621  ","35778606312!  ","2015/06/10 00:00:00","18","0","1", "1448", 3", "Q", "LN, "IN, N1N vQY, 1] " ERN
30690626 ", 735928606281  ¥,"2015/06/10 00:00:00","17", "N, win, wigTgn, ngn wgn win wew win wgw )o@

Figure 3. Syslog Application log example

There are more kinds of logs, some of them will be discussed in the following sections.
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3.3 Collection of logs

The main Arcsight SIEM Architecture in one big company is the following:

EEE i

0S Server Database Server Virtual/Server Application Server Employee Pc Employee Laptop Employee PC
A,
- EEE-
v

B —
D [ T T T]

[ T T
[T T T T]
[ [ T T |
[T T T T]
--r-

|
Domain Controller Antivirus Server Firewall

Staging Server / Log Collector

Arcsight Logger Arcsight Express / Cosnole

Figure 4: Architecture of Log collection to the Arcsight

In each company, there are plenty of machines that produce useful logs for the
security analysts. More specific:

e To begin with, a variety of Operating Systems (like Linux, Centos, AlX, etc.)
produce logs about their function, the connections which made to them and more.

e Database servers go next. Oracle and Solaris is the most common used. Here the
logs record the queries that have been made to a database, the user who made

them, the source pc from which the connection was made, etc.

e Application servers run all the important applications of the company and many
times the applications contain critical information (like customer numbers,

12



addresses, etc.), so it’s a major priority to collect logs from this kind of
applications.

e Employee’s pc and laptop is the major working tool in the company. Each pc
connects to a Domain Controller in order to authenticate to the intranet. Logs
produced for every login or logout to the intranet. Also, the pc name is unique in
order to be a match between the workstation and his holder. At each location
where the employee will be connected, it will appear from where did the
connection.

e Antivirus solution protects the workstations from virus, malwares and all kind of
this malicious stuff. Moreover it produces antivirus log if a workstation infect
with a malicious entry, indicating if the malicious entry deleted, or cleaned, or left
alone, etc.

e Firewall is the one which says who will pass and which will be blocked. Logs
about the incoming and out coming traffic produced giving the ability to know
which machine connected with what, from the internal to the external network and
the opposite.

The systems above producing interesting security logs, of course there are many more but
they will not be analyzed in the current thesis.

All the above system, produce their logs locally and then forward them to a
centralized log collector, the staging server (fig 4. Staging server/Log collector). Here it
should be noted that logs are not saved locally but sent directly to the collector in order to
comply with data retention rule (minimize the possibility someone touch the logs and
change or leak some critical information). This server is something like a big bucket, all
kind of logs land here and stored for a sufficiently long period (it depends on the
individual company policy). It is therefore clear that staging server needs a great mount of
hard drive storage to afford all Gigabytes of data coming in. The following images show
some stored directories in the staging server:

Figure 5: 3 -days logs (syslog) for 1 system with i |p 172.25. 23 85

13



aurlsftp/  cmsfip/

alrdsftp/  cntdbsftp/ estty) awelits/  retacts oop ar i msfty) sftp/
ccuresftp/ slog/ nginsftp/ E: Lasftp/

Figure 7: List of syslog directories

3.4 Logs forwarding to Arcsight

Logs stored in staging server in a raw form. Raw form is sometimes difficult to be
read, so it needs Arcsight in order to separate log to specified fields and make log easily
readable. Logs should therefore transfer to the Arcsight Logger. This procedure achieved
with the usage of flex connectors. ArcSight connectors are the ideal interface to insulate
the management, compliance and security from the technologies choices for the
devices/application. These connectors can translate the collected raw logs into a data
normalized structure with the same format. ArcSight Connectors produce a single
structure for searching, correlating, and reporting on event information. With this feature
the management tool is robust against changes and new network technologies.

There are 2 different ways of transfer depending on the kind of log:

e Syslog follows and automated procedure and forwarded through Arcsight Logger.
e Application log follows a more complicated way in order to pass through Logger.

To begin with, as said earlier application log usually has a strange structure so it’s
impossible to be forwarded to the Logger as it is. But what it means logs have to be
parsed?

14



Logs are parsing in order to convert in a form that Arcsight can process and separate
them into several fields. This can be done with the usage of regular expressions. Regular
expression is a special text string for describing a search pattern. It can be more
understandable with an example below:

The following log is an application log that needs to be parsed. In order to be forwarded to
Logger it has to be separated into fields.

"Voice A Direction Number","Voice A Imei","Date Name","Event amount", " 5ide Successful Events","Voice & Cell",
"30690604 ", "35768303028 ", "2015/06/10 00:00:00","1g", Q" "Q", "glgm, nam ngn ngn ngn won wow 7RG
"30690605 ", "86004102121 ", "2015/06/10 00:00:00", 17N, 1M nQM M1406", MM, NIM wQn mEe ngn win w30 ERAG
"30690615 ", "35369006700° ", "2015/06/10 00:00:0Q™,m22", QM nQn, mE24n ngm ngm ngn nge wgw nim w4 (RN
"30690621 ", "35778606312! ", "3015/06/10 00:00:0Q", m1g", mQn, m1m, m144qm n3n ngm wiw ngm win ngn wi]n gy
"30690626 ", "35928606281 T, "2015/06/10 00:00:00", 17", QN mAn, nAgT7gn, ngn nge win mgn mim ngn w00 ERiNg

Figure 8: Syslog Application log example

Arcsight has a tool for implementing regular expressions, Regex. With regex it is feasible
to parse almost any kind of application log. In this example the regular expression that
will be used to parse the log above is the following:

Regex=\"([\d]*)\*\, ?([\d]*)\VAN (VAN TV, (*)

Red color matches the first number, green color matches the second number, blue color
matches the date/time and purple color matches the rest of the log.

The following image illustrates in detail all the hole procedure and the field mapping. The
following file is named example.sdkrfilereader.properties and is the imput of the
connector in order to parse the log.

15
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1

by

1

Ry =

1

|—‘; Flexhgent  Regex Configuration Filellig
line.ignore.regex= (" \"Voice.*)
do.unparsed.events=tru=ilg

regex=" " { [%Nal =) WA AN CEAWRA T # ) NN N LIRS T TE NN, (L F)

token.

count=24ilg

token[0] .name=deviceCustomStringlilag
token[0] . tvpe=Stringila

token[l] .name=deviceCustomString2 g
token[l] . tvpe=Stringila

token[2] .name=endT imela
token[2] . tvpe=Time5Stamg il
token[2] . format=yvvv/HM,/dd hh" :mm\ : s=l3

token[3] .name=messageilal
token[3] . tvpe=Stringila

#subme gs -me geid. coken=mE

#fzubmessags - token=ma

event .deviceCustomStringl=deviceCustomStringl ilg

event .deviceCustomStringZ=deviceCustomStringZ

event . endTime=endT ime g

event .message=messagcili@

event.deviceVendor= stringConstant ("COS ™)
event.deviceProduct=_ stringConstant ("SAT APP CEM")
event.name=__ stringConstant ("cemappl™)
£#110n.£ilenams -prefix=ila

Figure 9: Regex example

Line.igone.regex=(\\Voice.*): ignores all the lines starting with VVoice. Only the pure log

is usable for parsing so the rest information has to be excluded.

Regex : the regular expression to read the log.

Tokens are used to send each part of the log that has been read to a several field. For

example:

Token[0].name=deviceCustomStringl : means that the fist number (30690604 XXXX)
of the first line of the log will be illustrated in the Logger field deviceCustomString1.

If the example.sdkrfilereader.properties filled correctly the Regex will look like the

following image:
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file://Voice.*

ArcSigllt Agent FlexAgent Regex Tester(4/5000) - |0 5‘
File Options Tools
Reload Parser 4 IZI III ‘ Check Common Regex. | | Check SubMessage |

Message ‘ "306906043764" "357633030280720°,"20 15/06/10 00:00:00°,16","0","0" "6167, 2" "0" 0" "3", "0","0" 7" |
Regex ‘ Generate | ‘\'({\d]‘]\'\‘\'(l\d]’}\'\,\'({\d\/\s\:]‘}\'\,(.‘} |
SubMessageld ‘ ‘v‘ | |
SubMessage ‘ ‘v‘ | |

SM.Pattern E

Common Elements

Group Label Value Field Mapping Value
30 deviceCustom$t...| 306906049764 event deviceVendor |__stringConstant(" )
81 deviceCustomst..|357683030280... | :[eventendTime endTime 1433883600000
52 endTime 1433883600000 | :|eventname _stringConstant('cemapp1”) cemappl
53 message "16770°707"616... | : [event deviceCustomsString1 deviceCustomsString1 306906049764
event message messane 1670707, 6162770707907 0T
event deviceCustomstring2 deviceCustomString2 357683030280720
event deviceProduct stringConstant("SAI_APP_CEW') SAI_APP_CEM
SubMessage Elements
Group | Value Field Mapping Value

# FlexAgent Regex Configuration File
line.ignore regex=(IVoice.")
do.unparsed events=irue

regex=\"([hd]* W WO PR WIS I W0 (%)
token.count=4
token[0].name=deviceCustomString1

token[0] type=String
(] I [*]

Figure 10: Regex example

It seems that the mapping has done correctly and the fields have taken their values.
For example, endtime field=1433883600000 which is the time in epoh (unix timestamp).
In the Arcsight logger it will be displayed in regular form.

The next step is to configure the agent.properties file. This file says to Arcsight
connector where each log file is located in the staging server and also which
example.sdkrfilereader.properties file to be used for parsing. After correct configuration
of all files the connector should be restarted and if everything is correct the logs on staging
server should be renamed to log.processed, and start forwarding to the arcsight Logger. In
the following image it seems the processed logs:
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Figure 11: Processed logs example

The final result in the Arcsight Logger should be the following:

21q
() Mcightlogger <oy dnae v o {94 S0l By i
‘! v
A\ T
i .
1000
5000
15451 64519 16455
ventlont  device(ustomString1 umstingz  endTime

Device loguer  devicelendor  deviceProduct  devicellersion  deviceFvemtClassd  mame  agemthddress  agemthostiame  agentType
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Figure 12: Arcsight Logger application log example

Log is now separated into fields and it’s easier for the security analyst to read it and to
deduce useful information.

3.5 Capabilities of Arcsight Logger

After forwarding the logs to the Arcsight logger, time has come for the real
development of the Arcsight.

’ o ) — 119
mlrdﬂtlmu Summary  Analyzey  Dashboards  Reporsv  Configuation v SystemAdmin - Take meto.. (Alis0) i :,"|L|L| wsotd o dy grtogann v
I L}
HA XY Ov s VLTS v
GeviceProduct=SAI_APP (EM vm Aozt
21,000,000 events (samet 31,890 Tebevents, 00175%) | & raren
1000
1500
1nm
500
1
145 ) 164511 164519 1§57 16635 16455 154551 16455
Mor than 1,000,000 search it ound fortissearch aperafon. Oy the it 1,000,000 are diplayed.
Dt logeer  dewiceVendor  deiceProdoct  eicelersion  devicofvemClassd  mame  ageaihddress  ageatosthame  agenType aentZonelfl DaseEvemComt  deviceCustomStringl  dewiceCustomSuring? endTime
lng2. Lol m emapl 12068020 cosmologl?  sckmuffolcereader (AN Zones/ArcSight SystenyPrivate 1 Jeo309344 J54198065160730 2016/01/28 00000 EET
[ ] e Spae Tnes RFCIE:
192.168.0.0-19L168.155.255
(12 ) Lol m emapl 192068020 cosmologl?  sckmuffoldereader /AN Zones/ArcSight SystenyPrivate 1 06363108004 3505190604628701 2016401728 00000 EET
lusnce . o] i e ECOE
102168.04-102.168.255.255
logl Loal M emgpl 1208020 smolngl?  omuiffolierater A Zones ArcightSysteny Priate Je3gn07813 JISET00N0 200601728 0ORD0EET
[ e ] e Spae Tnes RFCIE:
192.168.0.0-19L168.155.255
(L] : Lol m emapl 192068020 cosmologl?  sckmuffoldereader /AN Zones/ArcSight SystenyPrivate 1 ez BeBaAZ2034640 201601728 (0:00:00 EET
[cosmote_it_sppicaion o] Adores Spate ZonesfRFCIS1E:
102168.04-102.168.255.255
0 Lol m emapl 12068020 cosmologl?  sckmuffolcereader (AN Zones/ArcSight SystenyPrivate 1 608307632 355266068505730 2016/01/28 00000 EET
[ it splcaion o] hiess Spate TonesfRFC191E:

Figure 13: Arcsight Logger application log example

The raw log is now separated into several fields like:

e deviceProduct: SAl_APP_CEM =» it’s the mapped name of the log. Analyst uses
this name in order to search for all the logs of this system.
e agentHostName : cosmology=» it’s the staging server where the logs are stored.
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e agentType : sdkmultifolder = it’s the kind of the used connector.

e deviceCustomStringl: 3069831 XXXXX=> it’s the content of the log
e deviceCustomString2: 35419XXXXXXXXX=>» it’s the content of the log

e endTime: 2016/01/28=» it’s the time of the log creation

Arcsight support many fields to map big raw logs. At any case that the fields are not
enough to cover the log, after a given point information can be added to a single field.

One use of the Arcsight Logger is for searching events from security incidents. It

can present logs a depth of two months time in order to give a detailed view of what

happened. It’s highly efficient and performs the log research in a very short time. It gives
the opportunity to deepen research by presenting specific log fields. This can be achieved

using a Query and by using indicators like “CONTAINS”, “NOT CONTAINS”, “1=",

AND, OR, etc. For example in the image above a Query could be:

“deviceProduct=SAl_CEM_APP and deviceCustomString1!=3069831XXXXX”

This query will display all the logs except logs with
deviceCustomString1=3069831XXXXX.

The image above presents the overview of the Arcsight Logger:

() ArcSight Logger  summary  Analyze ~  Dastboaros  Reports v Configuration ~ System Admin
Global Summary
There are 10,536,384,662 events indexed from 2015/11/06 14:13:30:929 EET to 2016/02/03 13:16:02:316¢T. [[TIILE]

Event Summary by Receiver HEln/¢)  EventSummary by Device
_it_unix_rcv
_t_fw_rov
_it_windows_rcv
failover_rcy
_nt_application_rcy
_nt_unix_rew
it av_rcv
Logger Internal Event Device
] W G _it_application_rcv " W G
_it_oracle_rcv
dev_flex_rcy
Event Summary by Agent Severity BE[ul()  EventSummary by Agent Type
Low
Medium
Unknown
High
Very-High
1
7
3
116G 2 116
5

Figure 14: Arcsight Logger overview
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In this view appears all the receivers (unix, firewall,windows,oracle, etc) which collects
the logs to Logger. Also this view appears a generic viewpoint of the Logger like how
much data size is stored, which is the severity of each event, etc.

3.5.1 Logger charts

Another useful usage of the Arcsight Logger is the charts. It can group the logs (with
the proper query) and display them in charts, like the chart below:

@ ArcSightLogger  summary  Analyze » Dashboards  Reports ~  Configuration »  System Admin

W B X | k| AlFieds v Today v
dcc | chart count by destinationHostName v m Advanced
42 events (Scanned: 50,471,458 events, 03:51.803) ¥
Search Results
900k
800k
700k
600k
500k
400k
o 300k
E 200k
1 100k
0.0+
© . r 1 q .
& ¢ & & & ¢ &
s g F F & &
g 3 4] g Fai & &
=3 F § o & & &
& £ S S g & q
© £
destinationHostName Q
destinationHostName _count
1775
CTXROMPS 18 1
-dccahr0l 4
DCCAHRDT 90874
DCCAHRDZ 22402
DCCMEGDZ 35
DCCMEGDZ 914210
DCCRESO1 21
DCCRESD2 27

Figure 15: Domain Controllers chart

Here is presented a chart showing the logs from the domain controllers grouped by the
name o each one. This can be performed by using the Query: “dcc | chart count by
destinationHostName”. DestinationHostName contains the name of each domain
controller.

This chart presents an overview about pc’s logins and logouts and gives the opportunity to
analyst to know if one day there are an increased number of incidents.
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3.5.2 Logger Reporting

Moreover, the Arcsight Logger provides the capability of reporting. Daily log
reporting is a very important stage of a big company’s Information Security Section,
because it offers an automated daily running procedure which produces an analytic report
for every corporate system in the company. In this way the company's staff checked if
there is an insider security incident. Furthermore security reports are also useful for the
compliance audits from ADAE, as they present an analytical representation of what
happened in a specific time period.

Reports can be easily created by using queries. After creating the appropriate query, it
is stored in a report and the report scheduled to run daily at a specific time. The security
analyst can export the query from logger and evaluate the results.

The image above shows the query used for one scheduled report:

— | [=] | i3
& bips://10.95.52.20/logger/report/webdesigner/SQLEditor.jsp?CALLER_TYPE=QUERY&CONNECTION_NAME=

SOL Designer Schema refreshed on: 01/13/2016 09:49:00

=
o
=

® Table Design Edit Result

Entities . -
select events.arc_endTime as "Timestamp”,

[PARAMETERS] pVENts.arc_message as "Query”,

events events.arc_destinationProcessMame as "Action”,
events.arc_fileName as "Directory”,
gvents.arc_requestClientApplication as "Database”,
gvents.arc_sourceAddress as "Source Address”,
events.arc_sourceHostName as "Source Host Mame®,
events.arc_sourcelserName as "Source User Name”

from events

where events.arc_deviceEventCategory LIKE %V DM-5elective_Critical_Tables%' OR
events.arc_fileName LIKE '%/home/sweaver' OR
events.arc_deviceCustom5String2 LIKE "“evmsKeys_ %"

Attributes
ORDER BY events.arc_endTime;

Figure 16: Scheduled Report Query

The SELECT clause is used for choosing so the appropriate Arcsight fields that will be
displayed in the report as the name of fields that will displayed in the report. Also the
WHERE clause is used to extract only those records that fulfill a specified criterion.
Finally the events will be order by endTime using the ORDER BY clause.
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The result of the report shown above:

Start Time:10/31/15 11:56 AM End Time:11/04/15 11:56
Scan Limit:100000
Action Directory Query Database Source Address. Source Host Name Source User Name

usrbinigzp Mome/sweaveriog™og 2 sweaver
fonvtar

usrbinpython ckupbackup_vms py > o9 ook

Mome/sweaverivmsKeys/keyStoreKey.reg

oevtar
tontar

:::::::

usribinipython tsiback: up_vms.py > o9 root

Mome/sweavervmsKeysikeyStore.reg

Mome/sweavervmsKeysikeyStoreKey.reg

211115335 my
211115 10:19 ms

saplus exe 10.95.152.169 Wks01758 dmar

2111115 1033 ms sqplus.exe 10.95.162.169 wks01768 dmar

STATE~ACTIVATED'
211115 1035 mp select * from saipius exe 10.95.162.169 wks01768 dmar
VMS VMS_VOUCHER

WHERE

SECRETNUMBER="ebdsal

08637c6145551086dc1770d

Figure 17: Arcsight report export

This report shows some actions that have been made in specific folders of an enterprise
system. In the yellow circle, it displayed some sqgl queries.

More specific, in the field:

e Query: select * from.... =» the sgl query executed.

e Database: sqlplus.exe =» type of database running.

e Source Address: 10.95.152.189 =>» the ip address from where the sql query was
executed.

e Source Host Name: wks01753 =» the workstation from where the sql query was
executed.

e Source User Name: dmar =» the user run the query

These are only some of the main functions of the Arcsight logger. Depending on the needs
of each company it can be configured properly in order to provide the desired information.
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3.6 Capabilities of Arcsight Express/ESM

staging Server / Log Collector

Arcsight Logger Arcsight Express / ESMN

Figure 18: Staging server to Logger or ESM

As it mentioned above, Log collector forwards the event logs both to Arcsight Logger and
Arcsight Express / ESM. The Arcsight Logger receives all kind of logs stored in the staging server,
but Arcsight Express receives only the most “important” logs for editing. It is used for 24/7 real
time monitoring because all its filters, rules, etc. process logs non-stop.

For top, capabilities of Arcsight Express /ESM will be presented:

3.6.1 Event Correlation

After normalizing the log events for central collection and analysis, there must also be
a way to correlate the events with each other. This correlation can be between events from
the same source or from different sources. Manually correlating numerous logs can be a
difficult process as the amount of data events produced from even a single node can yield
vast amounts of information. Arcsight Express provides a means to apply pre-defined
rules automatically to the collected, aggregated and normalized events. This removes the
requirement for personnel to manually analyze events. Also a rule can be defined to
indicate a correlation if certain log event parameters is met. These rules can be designed to
highlight a correlation between events that may indicate malicious insider activity.

For example, a log event may be generated showing an employee accessing a station
or office outside of normal work hours for that specific employee. In addition, log events
may be generated showing a high level of printer activity from that employee’s
workstation. Any or all employee actions that elicited these events may be benign, or they
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may be indicative of malicious activity. By correlating the events, a deeper picture of that
employee’s overall network activities can be derived, and potential issues may be
identified for further investigation.

3.6.2 Filters

With numerous nodes providing log events, it becomes necessary to filter out some log
event inputs and concentrate on the important events. Important, in this context, means
those events that are deemed most likely to provide meaningful security cueing
information. Filters are used to reduce the overall amount of events processed by the
SIEM. Filters can be designed to be broad or narrow in the scope of events they filter. For
example, an administrator may wish to only include log events from certain workstations
or IP addresses, or during a specific time period, or even certain applications involved.
Filters can be specified to focus on these events for evaluation and they can also be used
as components of a SIEM rule. Within the ArcSight SIEM product, filters are a basic
component used in rule development. They are a “set of conditions that focus on particular
event attributes”. The filters select only the events that match those conditions for further
processing by the SIEM. A filter is defined using ArcSight’s Common Conditions Editor,
and once defined it can be saved as a named conditions filter that allows it to be used by
other resources of the SIEM. Rules can then easily implement those named condition
filters as components of the overall rule without having to define the same filter over and
over.

3.6.3 Rules

Rules are used within a SIEM to evaluate events received from normalized log data
that will produce a certain result. Rules within ArcSight are typically created using a
combination of previously defined filters “joined together” using Boolean logic (e.g.,
AND, OR, NOT). The intent is to design rules to perform some useful security action
when the semantics of some select subset of events collectively indicate the existence, or
possibility of existence, of a security policy violation. Aggregation within rules allows for
12 for responses to be triggered after a specified number of occurrences within a specified
time frame. This can be useful in recognizing patterns of activities and can also reduce
false positives based on single occurrence events. Rules within ArcSight can be
configured to take one or more actions based on one event, multiple events, event
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thresholds, or some minimum number of events occurring within some specified time
interval(s).

When the previously defined conditions of a rule are met within ArcSight, a
correlation event occurs and is added to the database, highlighting the important event for
SIEM operators. In addition to generating correlation events, matched rules can also
perform previously defined actions. Two example actions are: 1) sending notifications to
designated personnel, and 2) executing a mitigating response action such as shutting down
an infected node.

3.6.4 Dashboards

The use of dashboards within SIEMs allows for a convenient central location for
monitoring an organization’s network activity. The various logs from nodes connected to
the SIEM can be used as data sources for display on the dashboard. The dashboard may be
configured to display a variety of information related to the dashboard monitor’s
advertised usage and functionality, or some other tailor-made information that supports
the unique needs of an organization. If an item of interest or an alert shows up on a SIEM
dashboard, the SIEM operator interface allows the operator to drill-down on the
information regarding the event in order to more closely inspect and analyze the activity.

3.6.5 Active Lists

Active lists are comparable to a type of watch list as described in previous chapters.
Active lists are typically used within ArcSight Express in “conjunction with rules
specifically tailored to interact with and populate the lists dynamically”. Rules are written
to populate the list with certain data items of interest. Basically, the active list is a “shell to
store/display the data” populated by any particular rule. In addition to being populated
dynamically with rules driven data, active lists can also be populated manually with static
entries. Active lists can also be used as input conditions for use in other rules.
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4. Arcsight Express / ESM usage in a big company

In this section will be presented some Arcsight Express / ESM use case scenarios in a
big company/organization. The screenshots have been taken from a real organization so
some data is altered, in order to maintain company’s anonymity. These scenarios will help
to understand better the whole operation of Arcsight and the capabilities offered.
Moreover it will be presented who the log events can be correlated and combined in order
to perform an investigation about a security event that occurred.

The following image presents an overview about logs import in the Arcsight Express
/ ESM. Moreover, it can be used for performance control and possible error detection:

Event Tl

3 0:56:29 2/3 2:56:29 2/34:56:29 2/3 6:56:29

201 15:11:29 2/1 17:21:29 2/1 19:31:29 2/1 21:41:29 2§1 23:51:29 22 1:56:29 2/2 3:56:29 2/2 5:56:29 22 7:56:29 2/2 9:56:29 2/2 12:01:29 2/2 14:11:29 2(2 16:21:29 2/2 18:31:29 2/2 20:41:29 2/2 22:51:29 2.

6/12 16:21:23 - 2/3 81457

EloTerled =

Event Tl Statistics O -x
hame D Efs(avg.) E/s(min) * [Events E/day Min Efs Max Efs
Server Lifetime - 2,148.2 1,698.8 1,095,798,085 185.7M 0.0 15,202.9
Manager Internal Agent 3ZWKSLOEBABCAYIWP-haTug== | 678.0 553.3 345,694,057 58.6M 00 10,800.7
_iit_fw_x64_sc 30DMr3EWBABDBOWEXSADX6W==_ | 306.7 310.0 156,356,806 26.5M 0.0 3,583.4
Logger. 3GXxJg1IBABCIKebQv 3ymnQ== 185.1 276.5 94,356,295 16.0M 0.0 7,914.6
f_x64_sc 320Gk IknBABCV-2eX5dDX6w==_ | 202.7 2167 103,355,756 17.54 0.0 2,0117
_it_windows_sc 3EKOXg0BBABDAh7Pa+7Psg== 291.3 208.4 148,515,689 25.2M 0.0 2,030.1
windows _x64_sc 3+880 1knBABCI IWeXSdDX6w==_ | 116.9 1335 59,596,763 10.1M 0.0 1,15L8
tmem_db 36fKMEQBABCaWEVRLUIIg== | 0.3 0.4 158,516 0.0M 0.0 2.3
rsa 3geulsD0BABDCI2eX 5dDXEw == 0.1 0.0 37,069 0.0M 0.0 4.7
Logger Hf9TE1ABABDITLPa+7Psg== 514.2 0.0 180,536,126 M 0.0 11,443.4
Failover_Logger * 3BYXp3FABABD-VrPa+7Psg== 0.0 0.0 3,473 0.0M 0.0 10.0
Failover_Logger 3mh7I3FABABCeSLPa +Psg== 0.0 0.0 10,991 0.0M 0.0 13.3
Fallover_dblogger 30X 13FABABCItPa+7Psg== 0.0 0.0 663 0.0M 0.0 0.0
dblogger _ 3iHixE 1ABABDNSbPa+7Psg== 14.1 0.0 7,168,188 1.2M 0.0 455.6
_it_orade_multidb_sc 3ChZExksBABCTkkTHOVAFw==_ | 0.0 0.0 7,693 0.0M 0.0 0.5
resight:servic Tac...

Figure 19: Arcsight Express / ESM overview

It shows the graphic representation of the number of logs that coming in, in real time and
also it gives a statistical analysis about the number of events/sec that each connector
forwards to Arcsight / ESM.
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4.1 OS Failed Login Attempts

In this scenario, the Operating System’s logs about login and logout will be analyzed.
Each operation system produces a log event when logs in the company network. The
Active Channel above monitors all the failed login attempts that are made by the users in
the company network:

@Mﬁvethannel: 05 Failed Logon Attempts (33%) Total Events: 229522 =

Start Time: 19cp 2015 0%:00:00 EET Very High: 3,789

End Time: 3¢ 2016 10:00:00EET High: 672

Fitters ~ ((ExtemalID = 425" Or Extemal 1D = "4771" Or MatchesFiter (05 Windois Faled Logon’) JAnd Destination User Name NOT Containg W' And Destination Lser Name NOT Contains "0VD" ) Mediu: 225057 (R
low 4

Tnline Fitter: No Fier Verylow 0

| Radar -
IEndTme# T 1|Generator (R 3 {Category Device Group | Source Addvess Dest‘naﬁonhddt‘s#[kstmﬁonl}sam Category Outcome ¢ |Category Device Type {Source HostName (SourcePort 5 |SourcelserName | Destinaton HostName | Device Custom String3 14
1383501 | Cperating System FRAdmn Falure Log Consoidtor 0 Hcath 2.centra domainy., A 10,1016, 141 ﬂ
2383501 Cperating System FRAdmin Falure Log Consoldztor 5405 deathi2.centra-domainy.. ffF 10,1016, 141 =
0303501 \Cperating System FRAdnin Falure Log Consoidtor 0 Qeati.centra domainyr., nffF 10,1016, 141
0383501 Operating System FRAdmin Falre Log Consodator 54831 Qcathi.centra-domain,.., ffFi10. 1016, 141
1383501 | Cperating System FRAdmn Falure Log Consoidtor M Hcath 2.centra domainy., A 10,1016, 141

Figure 20: OS Failed Login Attempts — Active Channel

Active Channel: OS Failed Logon Attempts

e End Time: 2/3 9:35:01 =»indicates the time that the event occurred.

e Category Device Group: /Operationg System =» indicates the type of the system.

e Destination User Name: PRAdmin = indicates the username that made the failed
attempt.

e Category Outcome: /Failure =» indicates the result of the attempt (failed)

e Destination Host Name: dcath12.centra-domain..... =»Indicates the domain
controller which recorded the failed login attempt.

e Device Custom String 3: 10.101.6.141 =» indicates the ip address of the user pc
that made the login attempt.

In order to create the Active channel above, the Windows event ids used. Event id is a 4
digit number that each one indicates specific event. In this case, the event ids 4625 and
4771 are used.

Event id 4625: An account failed to log on =» this is a useful event because it documents
each and every failed attempt to logon to the local computer regardless of logon type,
location of the user or type of account.
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Event id 4771: Kerberos pre-authentication failed =» this event is logged on domain
controllers only and only failure instances of this event are logged.

So the filter that used for the Active Channel above is the following:

Inspect/Edit
[»] Active Channel:05 Failed Logon. .. |

Attributes  Filter I Sort Fieldsl Local 'u'ariablesl Notesl
{} & [ 1l | 1= B Gili=rs | @R Assets | B Vulnerabilities || B Active Lists

Edit I Summary |
¥ Event conditions
50
=& AND
E| II OR
i L@ External ID = 4525
. @ External ID = 4771

Figure 21: OS Failed Login Attempts — Filter

Finally in order to have a better view about the number of events in a specific period (like
a week, or a month), a dashboard is used. The following image displays the results of a
dashboard for the period of 2 weeks:
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D5 - Failed Logon Attempts g - x

Dst User name  Count (Total Legends 48) =
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Mrisid 100,932
Mrlyronis 22,261 1457388
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Wrpaly £0.936
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| EX-y 58.024
Evkatsiol 57.346 495796
Mcster 49,950
W iannism 116,710 247893
’ =
1721 #:46:57 - 23 84557 =180 ~:

Figure 22: OS Failed Login Attempts — Dashboard

It displays all the failed login attempts made in 2 weeks, and counts the number of failed
login attempts that each user made.

By this view, the security analyst can comprehend if something going wrong (some user
doing failed login attempts all the time) and investigate the incident.
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4.2 0S Brute Force Login Attempts

In the previous sector was presented the monitoring of Windows failed logon attempts.
In order to have a better view about the failed attempts the simple monitoring of events
isn’t enough. It should be used event correlation in order to have clear view for a brute
force attack for example. The following figures show the active channels, the filters and
the rules for monitoring brute force login attempts in Operating Systems.

In this scenario a brute force login attempt considered the event occurring 5 “same” failed
login attempts over a period of 2 minutes. The following images display the configuration
of an active channel for monitoring Brute force login attempts for Operating Systems:

[>] Active Channel:0S Brute Farce |

Attributes I Filter I Sort Fields I Local Variables I Motes I
= Active Channel

¥* Name 05 Brute Force
Sub Type Event Active Channe
* Start Time SMow - 5d
¥ End Time SMow
% Use as Timestamp End Time
Time Parameters Continuously evaluate
Default Field Set 05 - Failed logon
E Commeon
Resource ID Q2 7 L2+ ==
External ID
Alizs (Display Name)
Description
Version ID
Deprecated -
= Assign

Owner

Motification Groups
= Parent Groups

gkontogiannis's Active Channels Al Active Channels/Personaliphontoganniss Active Channels,
E Creation Information

Created By

Creation Time

Time Since Creation
[ Last Update Information

Last Updated By

Last Update Time

Time Since Last Update i8.

Figure 23: OS Brute Force Login Attempts — Active Channel

e Start Time: $Now — 5d = indicates the time frame that the active channel will
run

e Time Paremeters: Continuously evaluate =» indicates if the active channel will
run once or continuously.

The next image shows all the rules that have been attached to active channel. Brute force
login attack can be separated into the following categories:

Brute force attack from:

e Same source hostname & same destination address & different destination
username

e Same source hosthame & same destination address & same destination
username
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e Same source hostname & different destination address & same destination
username

e Same source hostname & different destination address & different
destination username

e Different source hostname & same destination address & same destination
username

e Different source hostname & different destination address & same
destination username

Inspect/Edit

[] Active Channel:0S Brute Force |

Attributes  Filter | Sort Fieldsl Local Variablesl Nohesl

{} | & | 11 | I= | B A= | B rszet= | B vulnerabiities | B8 Active Lists |

Edit I Summary |

[o# Event conditions
50
= AND
i) Type = Correlation
Event Annotation Flags | = isReviewed
Event Annotation Flags ! = inCase;isReviewed

@ Generator =("/All Rules/Real-time Rules/Custom,Old/0S - Mon Aggressive Failled Logon Attempts, same src hostname, same dst addr, diff dst uname™)
@ Generator ="/l Rules/Real-time Rules /Custom/Old/0S - Mon Aggressive Failed Logon Attempts, same src hostname, same dst addr, same dst uname”)
@ Generator =("/All Rules/Real-time Rules/Custom,Old/0S - Mon Aggressive Failled Logon Attempts, same src hostname, diff dst addr, same dst uname™)
@ Generator ="/l Rules/Real-time Rules/Custom/Old/0S - Mon Aggressive Failed Logon Attempts, same src hostname, diff dst addr, diff dst uname™)

@ Generator =("/All Rules/Real-time Rules/Custom,Cld/0S - Non Aggressive Failled Logon Attempts, diff src hostname, same dst addr, same dst uname™)
... @ Generator =("/all Rules/Real-time Rules /CustomOld/0S - Mon Aggressive Failled Logon Attempts, diff src hostname, diff dst addr, same dst uname®)

Figure 24: OS Brute Force Login Attempts — Active Channel Filter

Generator is the rule used and Type=Correlation=»indicates that the results of active
channel will be only correlated events.

The Active Channel uses the same filters as the sector 4.1 namely the windows event ids:
4625 & 4771

|=] Filter:4625 - An account faile... |

Attributes  Filter ILnaI \c'ariahlesl Notesl

0 | & | ]| | I= | B Fiters | B isets | B vulnerabilties | B Active Lists |

Edit I Summary |

{5 Event conditions
o4}
=& AND
-4 Category Behavior = [Authentication Verify
@ Attacker Address NOT Is NULL
Target Address NOT Is NULL
i@ Category Object NOT StartsWith Host/Application
"-@ External ID = 4625

rigure 25: OS Brute Force Login Attempts —event id 4625 filter

By this view, the security analyst can be alerted if a malicious entity performs a brute
force attack in order to take access to a corporate system.
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4.3 DB Failed Login Attempts

In this scenario, the Databases logs about login and logout will be analyzed. The
Active Channel above monitors all the Database failed login attempts that are made by the
users in the company network:

Active Channek Oracle DB Failed Logon Attempts

Start Time: 1 ®=f 2016 09:00:00 EET
End Time: 3 016 10:00:00 EET
Filter: MatchesFilter {"Orade DB Failed Logon Attempts®)

Inline Filter: No Filter

LOGON aris aris ROMCHS
3 LOGCOMN rommds 1 rommds 1 ROMMDS
3 ef 2016 06:04: 16 EET LOGOMN aris S5YS aris ARIS AMCCHS
3 ®=f 2016 06:04:09 EET LOGOMN icoldb2. ol 5YS icoldb2 colromdbsary : ROMCOL
3 P 2016 06:03:58 EET LOGON rombill 2 SYS rombill2 romrtx_pkg ROMRTX
3 P 2016 06:03:56 EET LOGOM amchill2 SYS amchill2 amcrtipkg AMCRTX
3 @ef 2016 06:03:47 EET LOGON mz.. SYS mz2 . mzdbsrv _ MZDEPRD
3 @ef 2016 06:02:56 EET LOGOMN intilinkdb2. SYS intilinkdb2 * . |amdilinkdbsrv AMCLINK
3 m=f 2016 04:25:47 EET LOGOMN mz2. Tl ALEIVADIOT mz2 mzdbsry MZDEPRD
3 m=f 2016 04:24:53 EET LOGON mz2. L ALEIVADIOT mz2. mzdbsry. MZDEFPRD
2 @ef 2016 23:47: 14 EET LOGON aris ISTAVRI aris ARIS. ROMCHS

Figure 26: DB Failed Login Attempts — Active Channel

Active Channel: DB Failed Logon Attempts

e End Time: 3 feb 2016 06:05:18 EET =» indicates the time that the event occurred

e Destination Host Name: aris = indicates the name of the system where made the
failed login attempt.

e Destination User Name: SYS =» indicates the username which used to make the
failed login attempt.

e Device Address: 172.18.22.33 =»indicates the ip address of the Database
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In order to create the Active Channel above was used the following filter:

Inspect,/Edit
[=] Filter:Orade DB Failed Logon ... I

{} & | 11| 1=| B riters | B Asset= | B vulnerabilities
Edit | Summary |

T e
¥ Event conditions

=4}
E- & AND
@) Name = LOGON

@ Event Qutcome = Failure

----- 2 Device Product = Orade

B Active Lists

Figure 27: DB Failed Login Attempts — Filter

Name: LOGON=> indicates the name of the events that will be filtered.
Event outcome: Failure =» indicates the result of the login attempt.

Device Product: Oracle = indicates the kind of device that will be monitored (in
this scenario its Oracle database)
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Also, it is possible to open a specific event of arcsight Express in order to make an
investigation with all the fields provided. All the fields displayed in the following image:

Event Inspecktor

il

Event | petails | Annotations | Pz o= |

=Ny

gwame Value
Attacker
Attacker Host Mame TPAMCONSOLE

Attacker User Mame

QuestService

Attacker User ID

QuestService

Target

Target Host Mame aris

Target User Mame SYS

Target Process MName LOGOM
Original Agent

Criginal Agent Host Mame dblogl2
Original Agent Address 192.168.0.20

Criginal Agent Zone

<Resource URI="/All ZonesfArcSight System/Private Address Space Fones/RFC19:

Criginal Agent Zone ID

M-fU32AABABCDVFPY AT IUDQ ==

Criginal Agent Zone URI

fAll ZonesArcSight SystemPrivate Address Space Zones/RFC1915: 192, 168.0.0-1

Criginal Agent Zone Resource

FRFC1918: 192,168.0.0-192, 168,255,255

Criginal Agent Zone Mame

RFC1918: 192,168.0.0-192, 168,255, 255

Criginal Agent Version 7.1.7.7600.0
Criginal Agent Time Zone EuropefAthens
Criginal Agent Time Zone Offset 7200000
Criginal Agent ID 3Smyra8lEBABCAA3ZY HP7uw==
Criginal Agent Type oracle_db
Final Device

Final Device Host Mame ARIS

Final Device Version 9.2.0.6.0

Final Device Time Zone EuropefAthens
Final Device Time Zone Offset 7200000

Final Device External ID ROMCHS

Final Device Vendor ORACLE

Final Device Product Oracdle

Event Annotation

Event Annotation Stage

<Resource URI="fAll Stages/Queued” ID="RAMHINfoAMBCASsxbPIxG0g=="=>

Ewvent Annotation Stage ID

RaMHINfoAABCASsxbPIxGOg==

Event Annotation Stage URI

fall Stages/Queued

Ewvent Annotation Stage Resource Queued

Event Annotation Stage Mame Queued

Event Annotation Modification Time 3 P 2016 06:06: 20 EET
Event Annotation Audit Trail 1entry

Event Annotation Version 1

1l

Figure 28:

DB Failed Login Attempts — Event Inspector

35



There are many fields with information about the event, but it’s up to the security analyst
to choose which of them will display and monitor in the Active Channel.

Finally in order to have a better view about the number of events in a specific period (like
a week, or a month), a dashboard is used. The following image displays the results of a
dashboard for the period of 2 weeks:

DB - Brute Force per Dsk Host Mame, Dst Uname, Counk

Destinakion User Mame COUMT(Mame) (Tokal Legends 7)

HEaLEIvADIOT z
Cepos

CErPOs_wFL

EHPovo

EisTavRI

Esvs 1
EsvsTEM

L U VR S

amchillz amceposdb1 aris inktilinkdbz rombillz  romepos1l  rommds1

241 9:15:57 - 2/ 911557 =~ -~

Figure 29: DB Failed Login Attempts — Dashboard

It displays all the Database failed login attempts made in last 2 weeks, and counts the
number of DB failed login attempts that each user made.

By this view, the security analyst can comprehend if something going wrong (some user
doing failed login attempts all the time) and investigate the incident.
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4.4 DB Brute Force Failed Login Attempts

In the previous sector was presented the monitoring of DB failed logon attempts. As
presented in the previous chapter with Windows logs, DB logs can also be correlated in
order to have clear view for a brute force attack. The following figures show the active
channels, the filters and the rules for monitoring brute force login attempts in Databases.

In this scenario a brute force login attempt considered the event occurring 5 “same” failed
login attempts over a period of 2 minutes. The following images display the configuration
of an active channel for monitoring Brute force login attempts for Databases:

[k} Active Channek: DB Brute Force

Start Time: 29 [gv 2016 09:00:00 EET
End Time: 3 ®ef 2016 10:00:00 EET
Filter: ( Type = "Correlation™ And Event Annotation Flags != "isReviewed” And { Generator = "DB - Non-Aggressive Brute Force Logon Attempts - same src hostname, diff dst

Inline Filter: No Filter

Radar

# |End Time % 4 1|Mame % Source Host Mame Destination User Name | Device Host Name %

Priority & |

=

[T Highlight IR + -

% 1B 2016 09:00:06 EET DB - Mon-Aggressive Brute Forc... - .. .\TESTFMETEPOS2 EPOS_WFL arcsiem
31 Iav 2016 09:00:07 EET |DB - Mon-Aggressive Brute Forc... | \TESTFMETEPOS2 EPOS_WFL arcsiem

# (30 Tav 2016 09:00:08 EET |DB - Mon-Aggressive Brute Forc... | TESTFMETEROS2 EPOS_WFL arcsiem

Figure 30: DB Brute force Login Attempts — Active Channel

This is an active channel showing the correlated events of Databases Brute force attacks.
When a user make 5 consecutive failed login attempts in 2 minutes, a correlated event is
generated as shown above.

e End Time: 1 Feb 2016 09:00:06 =>» indicates the time of the correlated event
occurred

e Name: DB — Non-Aggressive Brute force login attempt =» indicates the name of
the event occurred

e Source Host Name: TESTFNETPOS2 = indicates the name of the Database

e Destination User Name:EPOS_WFL =»indicates the username who used in the
brute force login attempt.

It is possible to add more fields if desired, in order to have a more detailed view about the
incident. A view with more fields is the following:
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Event Inspector

- ¢ LOGON

- i LOGON

- i LOGON

- i LOGON

o i LOGON

Figure 31: DB Brute force Login Attempts — Correlated Event

The image from above presents a correlated event. As it said above in our scenario a Brute
force correlated event consists of 5 failed login attempts in 2 minutes. As shown in the
image, there are 5 failed login events that create 1 Brute force login attempt event.

The image below shows an analytic view of 1 failed login attempt with many filed

displayed:

ent Inspector

| Ewents

E|--‘DB - Mon-Aggressive Bruke Force Logon Attempts - same src hostname, same dst addr, same dst uname

-

N A Lelclel)]

- LOGEON

N A ReTcle)]

A LOEoN

-

Event | Details | Annotations | F=ylo=c |

@tE

Ewent Inspector

all\lame Value
Destination User Privileges (]
Attacker

Attacker Host Mame

COSMOTERYTESTFMETEROS2

Attacker Address

10.244.11.80

Attacker Zone

<Resource URI="/All ZonesfArcSight System/Private Address Space Zones/RFC1918: 10.0.0.0-10,. 255, 255, 255" ID="MLE022AABAE!

Attacker Zone ID

MLE0Z2AABABCDTFPYAT3UdQ==

Attacker Zone URI

/all Zones fArcSight System Private Address Space Zones/RFC1918: 10.0.0.0-10, 255, 255,255

Attacker Zone Resource

RFC1918: 10.0.0.0-10,255.255.255

Attacker Zone Name

RFC1918: 10.0.0.0-10,255.255.255

Attacker Port 1661
Attacker User Name admloc
Target

Target Host Mame romeposl
Target User Name EPOS_\WFL
Target Service Mame LOGOM
Target User Privileges (]

Original Agent

Original Agent Host Mame dblogn2

Criginal Agent Address

192.168.0.20

Original Agent Zone

<Resource URI="jall Zones/ArcSight System/Private Address Space Zones/RFC1918: 192,.168.0,0-192, 168.255.255" ID="M-flU32A4

Original Agent Zone ID

M-flZ2AABABCDVFPYAT3UdQ ==

Original Agent Zone URI

/Al Zones fArcSight System /Private Address Space Zones/RFC1918: 192.168.0.0-192, 168,255,255

Original Agent Zone Resource

RFC1918: 192, 168.0.0-192, 168,255,255

Criginal Agent Zone Name

RFC1918: 192, 168.0.0-192, 168,255,255

Criginal Agent Version

7.1.7.7600.0

Criginal Agent Time Zone EuropefAthens
Original Agent Time Zone Offset 7200000
Original Agent ID 35myrE8lEBABCAA3ZY HPTuw==
QCriginal Agent Type oracle_db
Final Device

Final Device Host Mame romepossrv
Final Device Version 10.2.0.4.0
Final Device Time Zane Europefathens
Final Device Time Zone Offset 7200000

Final Device External ID ROMEPOS
Final Device Vendor ORACLE

Final Device Product Oracle

Figure 32: DB Brute force Login Attempts — Inspect view
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This figure presents a more detailed view of a failed login attempt. Some of them are:

e Attacker Address: 10.244.11.80 =» indicates the ip address of the system that
attempted the login.

e Attacker port: 1661 = indicates the port used for the login.
e Attacker User Name: admloc =» indicates the name of the “attacker”

e Original Agent Host Name: dblog02 =» indicates that the current agent is used
for DB logs.

e Final Device Product: Oracle =» indicates the type of database.

The filter used for creating the current active channel is the following:

[=] Filter:Brute Force Login Attemn. .. |

Attributes FIHHI Local Variablesl Nobesl

{} & | 11| =| B Filter= | B Assets || @R Vulnerabilities @é::'.'&-s:s

Edit | Summary |

¢ Event conditions

=0
=& AND

Figure 33: DB Brute force Login Attempts — Filter

e Name: DB Brute Force login attempts =» indicates the name of the rule used (rule
used in order to create the correlated event).

e Event Annotation Flags!= isReviewed =» shows only incidents that have not
been marked as reviewed by the security analyst.

e Destination User Name: SYS =» defines the username be equal to SYS, that’s
because username SYS & SYSADM are used by the administrators.

e Target Address is NOT NULL =» don’t appears the event with null destination
address.

Implementing this scenario, a company could monitor their databases and protect them
from malicious brute force attempts. Moreover, depending on the criticality of each
database further measures can be added. For example, company’s Information Security
wants only designated users to have access to the “critical” Databases. This could be
easily implemented by the usage of an Active List that will store all the privileged users
and allow them access the Database.
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4.5 VPN Brute Force Login Attempts

Another big issue for big companies is the VPN connection. A virtual private
network (VPN) extends a private network across a public network, such as the Internet. It
enables users to send and receive data across shared or public networks as if their
computing devices were directly connected to the private network, and thus are benefiting
from the functionality, security and management policies of the private network. It is
therefore easily understood that a big company has to thoroughly check and monitor the
VPN logs.

In this sector, Active Channel that monitors the VPN Brute force login attempts and VPN
attempts for external authorized logins will be presented. In this scenario a brute force
login attempt considered the event occurring 5 “same” failed login attempts over a period
of 2 minutes.

The following images display the configuration of an active channel for monitoring Brute
force login attempts for VPN connections:

Radar

f EndTime ¥ T 1{Name ¥ Device Event Class 1D | Destination User Name: | Device Custom Siring1 | Destination Adcress| Category Qutcome | Device Vendor 3

;;:'.'f:i 3e 2016 07:52:06 EET VPN - Non-Aggressive Brute Force Logon Attempts ... rule: 105 merinsky@orovys.com  193.84.252,100 [Success ArcSight
30 2016 07:47: 10 EET  |VPN - Non-Aggressive Brute Farce Lagon Attempts ... rule: 105

Figure 34: VPN Brute Force Login Attempts — Active Channel

e Destination User Name: merinsky@provys.com =» indicates the username of the
user who attempted the VPN login attempt.

e Device Custom Stringl: 193.84.252. XXX=» indicates the source ip address of the
user who attempted the VPN login attempt.

e Category Outcome: success =» indicates the result of the VPN connection
(Success / Failed)
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The following image presents the structure of the filter for the Active Channel:

Attributes  Conditions I .ﬁ.ggregatinnl Actions | Local Variables | Motes |

& | 11| v=]| B Fiters | B 2sset= | B vulnerabilities Active Lists | =& Joins
{} %

Edit I Summaryl

T¥ Event conditions

=4}
=& AND

-u« MatchesFilter ("fall Filters{ArcSight Express /Devices ANMPNAPMN Events™)

. Category Behavior = fAuthentication fVerify

- Category Outcome = Failure

- Device Address = 10,.101,7.217

. Device Custom String6 = Vpndients

Figure 35: VPN Brute Force Login Attempts — Filter

e MatchesFilter(XXXXXXX) =» indicates one filter that is going to be used. In this

example it is used a default filter of the Arcsight Express for the VPN Events.
e Category Behavior: Authentication/verify =» indicates that this is a case of

authentication.

e Category Outcome: Failure =» indicates that the result of the authentication will

be failed

e Device Address: 10.101.7.217 =» that’s the address used for VPN Events.

The following image presents the correlation rule structure:

Attributes | Conditions Agaregation | Actions | Local Variables | Motes |

# of Matches: |5
Time Frame: Iz IMlnunes vl

~ Aggregate only if these fields are unique

eventl.Device Custom String1

Add... Remove |
~ Agaregate only if these fields are identical
eventi.Target User Name
Add. Remave |

~ Summary

fields are the same (eventl.Target User Name)
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Figure 36: VPN Brute Force Login Attempts — Rule

In this Figure appears the configuration of the correlation rule in order to “match” 5
consecutives events in 2 minutes, as a correlated event.

e # of Matches: 5 =» indicates the number of matching events.

e Time Frame: 2 minutes =» indicates the minutes that the rule will wait in order to
create the correlated event.

e Aggregate only if these fields are unique: Eventl.Device Custom Stringl =
indicates the fields that are going to be unique in the correlated event.

e  Aggregate only if these fields are identical: event.1Target User Name =
indicates the fields that are going to be identical in the correlated event.

By implementing this filter, the security analysts have a detailed view about the VPN
Brute Force Logins attempted from the external network to the company’s network.
Furthermore it is a very important monitoring because if an attacker gains access to a
company system using a VPN connection, it can easily leak critical information outside of
the company.

4.6 VPN External authorized logins

Except for VPN brute force login attempts, there are VPN external logins by authorized
users that can be monitored. This could become very important information about security
sector of the company. It’s a kind of firewall, because it monitors specified users that exist
in a specific active list.

The following image displays an active list filled with the usernames of legitimate users:
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Mame: VPN External Users Always On
Start Time : 7 Moz 2015 11:49:56 EET
End Time: 5®zf 2016 11:49:56 EET

Last Update: 5 ®zf 2016 11:49:56 EET
Filter: Mo Filter

Destination User Mame | | Creation Time

a.dimitro, 30 Touw 2015 12:51:12E...
a.hunashikatti 30 Iouwv 2015 12:51:12E...
a.ntouchanis@ vonn (30 Iouw 2015 12:51:12E...
a.srinivas.achar @ ..|30 Iouv 2015 12:51:12E...
abir . bhattacharya@ ..|30 Touy 2015 12:51: 12 E...
afentakis. | 30 Iouw 2015 12:51:12E...
AGEORGE! 30 Touy 2015 12:51:12E...
ajay. kuma@ ) 30 Iouw 2015 12:51:12E...
Akanksha.anilkumar _ . [30 Touy 2015 12:51:12E...
akhilesh.shrivastava@ . |30 Touv 2015 12:51:12 E...

Figure 37: VPN External Connections — Active List

The Active Channel filter checks if the VPN login is made by a user in active list and if
the user is in the active list (legitimate) user it produces one event. The following image
displays the VPN external successful login active channel:

Radar
& |Mame & End Time % 4+ 1|Destination Address| Destination Geo Couniry Destination User Name

pallavi.s.deshpande:_
hladas @

akar @«
bhushan.s.pawar @
m.sudarshan. gundeli@:
pallavi.s.deshpande @:
merinsky @f

VPN - External Authorized Users Successfull Logon 5@:f 2016 11:38: 20 EET  |144.36.214
VPN - External Authorized Users Successfull Logon 5 e 2016 11:03:06 EET 194,30, 241,
VPN - External Authorized Users Successfull Logon 5 Mzl 2015 10:55:56 EET  [85.72.53.

VPM - External Authorized Users Successfull Logon 5®ef 2016 10:29:31EET  |144.36.214.
VPN - External Authorized Users Successfull Logon 5 hef 2016 09:58:58 EET  |144.36.214
VPM - External Authorized Users Successfull Logon 5 ozp 2016 09:58:53 EET  |144.36.214
/PN - External Authorized Users Successfull Logon 5 ®gf 2016 09:47:35 EET  (193.84,252

Figure 38: VPN External Connections — Active Channel

| EE [

e Name: VPN — External Authorized Users Successful Logon =» indicates the name
of the rule used

e Destination Address: 144.36.214. XXX =¥ indicates the ip address of the user
who attempted the VPN connection

e Destination Geo Country: B3 = indicates the flag of the country that launched
the VPN connection.

e Destination User Name: hladas@xxxx.com =» indicates the username used for
the VPN connection.

In order to monitor only the successful login attempts, the following filter is necessary:
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Attributes  Filter | Local Variables | Motes |
& | 11|1=]| B Fiters | @B Assets | @ vulnerabiities | [ Active Lists

Edit | Summary I

7% Event conditions

a4

=& AND
- @ Device Vendor != ArcSight

. Category Behavior = [authenticationVerify
-' Category Outcome = [Success

. Mame = User authenticated

----- @ Category Device Group = VPN

Figure 39: VPN External Connections — Filter

e Device Vendor != Arcsight = indicates that the events with name “Arcsight” will
not appeared(they are internal events).

e Category Behavior : /Authentication/Verify = indicates the kind of
authentication.

e Category Outcome: /Success = indicates the result of the connection.

e Category Device Group : /VPN = indicates the kind of the connection.

Except the active channel, security analyst could have a better view of the VPN
connections performed. This could be performed by the use of a Dashboard which will
presents the whole planet in a graphical display and the VPN connections performed by
each country.

The following image presents this option:
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Figure 40: VPN External Connections — Dashboard

As it said above, the dashboard shows the connections that have been successfully
performed. For example, there are connections from Italy, Greece, East Asia, etc.
The target of the VPN connections is not appeared. The Arcsight can be configured
properly in order to display as the target the company’s Country.

Finishing this sector, it is obvious that VPN connection of a company should be
monitored because it’s a major passageway of which can seep corporate data. Security
Analysts should monitor in detail VPN connection attempts, and and perform the
appropriate action if a VPN incident occurs.

4.7 Antivirus log - Malware monitoring

Another big issue concerning the companies is the virus infection. A virus can be very
destructive for a company, if for example infect a large number of computers and encrypt
all the containing files. This scenario could make the company lose a great amount of
money, that’s why all the big companies have installed Antivirus programs.

All of these programs are sending logs also, and the security analysts check them in order
to confirm that no computer is infected.

In this scenario the Active channels, filters, dashboards of antivirus & malware monitoring
will be presented.
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The following image presents an active channel containing the infected workstations that
have not been cleaned, and there is a need for further investigation.

Radar

flEnd Time % f 1| Device Custom String1 |Manager Receipt Time % |Desﬁnah‘on Host Name |F|\e MName IHIE Path I

1®:p 2016 16:11:29 EET [Trojan. Gen 19f 2016 16: 1408 EET  [WKS01963 c:\users\skaramanos\appdatalocal\temp\{abf 4341-,.. |[All Rules/Real-time Rules/Custom/Oldfav - C... |[Execute/fQuery
1dep 2016 14:10:04 EET Eicar_test_1 1B 2016 14:10:09EET  [LAB-PC atxt C:\Wsers\Administrator{Desktop) VExecute/Query
1dep 2016 14:10:04 EET Possible_SCRDL 1ep 2016 14:10:09 EET  LAB-PC C233E6038689543D80CBFDESED 163689A16 17E74 (C:\Users\Administrator\AppData'Local Mozila... | [Execute fQuery
1®eB 2016 14:10:04 EET [TROJ_GEM.RO2LCOECR 15 10ef 2016 14:10:09 EET  [LAB-PC 6f1ZDXlp.rar.part IC:\WUsers\ADMINI ~1\AppDataiLocal{Templ \Execute fQuery
1®ep 2016 14:10:04 EET [TROJ_GEN.R0O02C00I515 10f 2016 14:10:09 EET  LAB-PC Redkite.dll (C:\Users\Administrator \AppDataiLocal \MSBirds), |/Execute fQuery
19ep 2016 14:10:04 EET [TROJ_GEM,RO47CORAK 15 10gf 2016 14:10:09EET  [LAB-PC Hard Disk Sentinel PRO 4,60 patch [www.procracks.com].rar.part  [C:\sers\Administrator\Desktop', VExecutefQuery
1®ep 2016 14:10:04 EET Eicar_test_1 1B 2016 14:12:25EET  LAB-PC atxt C:Wsers\Administrator{Desktop) WExecute/Query
1dep 2016 14:10:04 EET Possible_SCRDL 1ef 2016 14:12:25EET  [LAB-PC C233E6038689543030CBFDESED 163689A16 17E74 (C:\sers\Administrator\AppData'Local Mozila. .. |[Execute fQuery
1@eB 2016 14:10:04 EET [TROJ_GEN.RO2LCOECR 15 10ef 2016 14:12:25EET  [LAB-PC 6f1ZDXlp.rar.part (C:\Users\ADMINI ~1\AppDataiLocal{Templ \Execute fQuery
1®ep 2016 14:10:04 EET [TROJ_GEN.RO02C00I515 10p 2016 14:12:25EET  LAB-PC Redkite.dll C:Wsers\Administrator \AppDataiLocal \MSBirds), |/Execute fQuery
1®:p 2016 14:10:04 EET [TROJ_GEM.RO47CORAK 15 1@gf 2016 14:12:25EET  LAB-PC Hard Disk Sentinel PRO 4.60 patch [www.procracks.com].rar.part  [C:\sers\Administrator\Desktop, VExecute/Query
1dep 2016 14:09:23EET [TROJ_GEM.ROZKCOOAZ15 1B 2016 14:09:32 EET  [LAP-9IH1KX1 SmdmFHIpFF32.dll (C:WUsers\Administrator \AppData‘Roaming'Fir... |[Execute/Query
1dep 2016 14:.09: 23 EET [TROJ_GEN.ROOUCOOA41E 1@ep 2016 14:09:32 EET  [LAP-9IH1KX1 ani ) lls_ 12828 1776447170 _il14332.exe C:Yusers\administrator\downloads, \Execute/Query
1®eB 2016 14:09:23 EET [TROJ_GEN.ROZKCOOAZ15 10ef 2016 14:10:26 EET  [LAP-9IH1KX1 SmdmFHIpFF32.dll [C:\Users\Administrator \AppData‘Roaming'Fir... |[ExecutefQuery
1®ep 2016 14:09:23EET [TROJ_GEN.ROOUCOOA41E 10f 2016 14:10:26 EET  [LAP-9IH1KX1 ani 12828 _i1776447170_il14332.exe (C:Yusers\administrator\downloads \Execute/Query
1®ep 2016 14:09:05 EET [TROJ_GEM.ROC1COPFE15 10ef 2016 14:09:21 EET  [LAB-PC GarreDeskman.xyz.exe (Cs\Users\Administrator \AppDataiLocal \Temp), .. |/Execute fQuery
1dep 2016 14:09:05 EET 1B 2016 14:09:30 EET  [LAB-PC AV - Multiple Viruses - Same PC [/l Rules Real-time Rules/Custom OldfAV - M... |[Execute/Query
1dep 2016 14:.0%:05 EET [TROJ_GEM.ROCICOPFE1S 1ef 2016 14:10:26 EET  [LAB-PC GarreDeskman.xyz.exe C:\sers\Administrator\AppData'Local Temp), .. |[Execute/Query
1®eB 2016 14:07:48 EET [TROJ_GEN.ROC1COOAZ215 1@eB 2016 14:08:02 EET  [LAP-9IH1KX1 SmdmFHIpFF29.dll (C:\Users\Administrator \AppData'RoamingFir... |[Execute fQuery
1®ep 2016 14:07:48 EET [TROJ_GEN.ROC1COEAE1S 10p 2016 14:08:02 EET  [LAP-9IH1KX1 SmdmFHIpFF 12.dll IC:Wsers\Administrator \AppData‘Roaming'Fir... |[Execute/Query
1@ep 2016 14:07:48 EET [TROJ_GEM.ROC1COOAZ15 1B 2016 14:08:02 EET  [LAP-9IH1KX1 SmdmFHIpFF30.dll (C:\Users\Administrator \AppData'Roaming'Fir... |/Execute/Query
1dep 2016 14:07:48 EET [TROJ_GEM.ROC1COOA215 1B 2016 14:08:02 EET  [LAP-9IH1KX1 SmdmFHIpFF 13.dll (C:WUsers\Administrator \AppData‘Roaming'Fir... |[Execute/Query
1dep 2016 14:07:48 EET [TROJ_GEN.ROCICOOA215 1@ep 2016 14:08:02 EET  [LAP-9IH1KX1 SmdmFHIpFF21.dll (C:\Users\Administrator\AppData'Roaming \Fir... |[Execute/Query
1®eB 2016 14:07:48 EET [TROJ_GEN.ROZKCOOAZ15 1@ef 2016 14:08:02 EET  [LAP-9IH1KX1 SmdmFHIpFF26.dll [C:\Users\Administrator \AppData‘Roaming'Fir... |[ExecutefQuery
1R 2016 14:07:48 EET [TROJ_GEN.ROC1COOA215 1®ep 2016 14:08:02 EET  [LAP-9IH1KX1 SmdmFHIpFF 14.dll (C:\Users\Administrator \AppData‘\Roaming\Fir... |[Execute /Query
1®ep 2016 140748 EET [TROJ_GEM.ROC1COOAZ15 1B 2016 14:08:02 EET  [LAP-9IH1KX1 SmdmFHIpFF25.dll (Cs\WUsers\Administrator \AppData'Roaming'Fir... |/Execute/Query
1®ep 2016 14:07:48 EET [TROJ_GEM.ROZKCOOAZ15 1B 2016 14:08:02 EET  [LAP-9IH1KX1 SmdmFHIpFF4.dll (C:\WUsers\Administrator \AppData‘Roaming\Fir... |[Execute/Query
19ep 2016 14:07:48 EET [TROJ_GEM.ROZ1CO0OAZ15 10gf 2016 14:08:02EET  [LAP-9IH1KX1 SmdmFHIpFF 18.dll (Cs\Users\Administrator \AppData'Roaming'Fir... |[Execute/Query

Figure 41: Antivirus logs — Active Channel

e End Time: 1 Feb 2016 16:11:00 =» indicates the date & time of the infection.

e Device Custom Stringl : Trojan Gen =» indicates the type of the virus.

e Device Host Name : LAB-PC =» indicates the name of the workstation infected.
e File Name: a.txt =» indicates the “suspicious”file.
e File Path: C:\Users\Administator\Desktop =» indicates the path destination of the

“suspicious”file.

Moreover, each virus log could be opened to analyzed most and retrieve more information
about the incident.
The following 2 images present the event inspection of a virus log:
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Device Custom
Device Custom IPve Address4, Agent ... [feB0::c634:6bff:febs:3b4a

Device Custom Date1.CLF_LogGenera... |23 Iouh 2015 13:14: 15 EEST
Device Custom Mumber 1.VLF_Pattern... 1230900

Device Custom Number2.VLF_Second... |4
Device Custom String1.Virus Mame Eicar_test_1

Device Custom String2.VLF_EngineVer...|9.850, 1003

Device Custom String3.CLF_Producty... |11.0

Device Custom String4.CLF_ReasonC... |virus log

Device Custom String5.VLF_FirstActio... |Clean unsuccessful
Device Custom String6.VLF_SecondAc. .. |Upload unsuccessful

N,

Event | Details | Annotations | P=o=d |

@ E Ewent Inspector
ﬂp\lame Value
Event
Event ID 39073034360
External ID 103391
Mame Eicar_test_1
Type Base
Start Time 1 2016 14:10:04 EET
End Time 1®:f 2016 14: 10:04 EET
Manager Receipt Time 1z 2016 14:12:20 EET
Concentrator Agents [AgentDescriptor =[id=[3Xi 1. 1IEMBABCAA4vDzhI3zA==]name=[null] type =[trendmicrong_db] SensorRelatedDescriptor =[desriptorID=]
Originator Source
Aggregated Event Count 1
Correlated Event Count 0
Locality Local
Category
Category Significance /Informational Mfarning
Category Behavior Modify/Content
Category Device Group /IDS Host/Antivirus
Category Device Type Anti-Virus
Category Outcome [Success
Category Object /Host/Resource [File

Figure 42: Antivirus logs — Event inspection

Some more fields are:

e Device Custom String5: Clean unsuccessful = indicates the result of the virus
detection from the Antivirus. In this case the antivirus could not clean the virus.

e Device Custom String6: Upload unsuccessful = indicates the result of the virus
update in the antivirus database. In this example the antivirus could not update the
database with the virus signature.

e Category Significance: /Informational/Warning =» indicates the Significance of
the virus. In this case is just a warning.

e Category Behavior: /Modify/Content =» indicates the “possible” action of the
virus.
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Another critical incident that can occur is the multiple workstations virus infection. This
incident is very serious because it can make useless all the workstations of a company
sector for example.

A dashboard could be applied for this situation in order to appear graphically if a
workstation has been infected with multiple viruses or multiple workstations have been
infected by a virus.

The following image presents a workstation that has been infected by multiple viruses:

TROU_EEN ROSOCOFADE
O
T
TROU_GEN ?I_C\Cﬂﬁ-‘ 16
|
Y

TROM_GEN RRTSROOAS
{ )

e Parsistont Malwan: - ingemal Doy lces
A

Figure 43: Antivirus logs — Dashboard

As shown in the dashboard, different kind of virus has infected the workstation “LAB-
9JH1KX1” . Some of these viruses’ names are TROJ_GEN_RO2KCOCUB14,
TROJ GEN_RO2KCOBUC14, TROJ GEN_SPNR.11BH14, etc.

In the Active channel the above event will look like:
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10e 2016 14:0%:05 EET

1 0ef 2016 14:09:30EET

LABPC

AV - Multiple Viruses - Same PC

Fig 42. Antivirus logs — Active channel, multiple virus

and

Event Inspector

|Des::ri|:l1jnr1

(Ewents

=) ff A - Multiple Wiruses - Same PC

EY 45

Persiskent Malware - Internal Devices

... 4 Possible_Hifrm-5

EI--‘-':'-"-"-

Persiskent Malware - Internal Devices

i... 4 Eicar_test_1

EI--‘-':'-"-"-

Persiskent Malware - Internal Devices

... 4 Possible_Hifrm-5

EI--‘-':'-"-"-

Persiskent Malware - Internal Devices

.. 4 Eicar_test_1

o i TROI_GEN.ROCICOPFELS

Figure 44: Antivirus logs — Active channel, multiple virus event inspector

Another critical action that the security analysts have to perform after a critical virus
infection is the «marking» of the virus.
For example if a ransomware Crypto Locker virus occurs (which is very important virus
— can encrypt all the files of a system), the analysts can create a channel only for the
ransom virus and monitor it so that when it appears again to make immediate actions to

clean it.

The following image presents a filter that monitors one particular ransomware virus.
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[=] Filter:OTE-COSMOTE Virus Activ. .. |

Local 'Jariablesl Notesl

0O | & | [ ] | | I= | B Fiters | B sssets | B vulnerabiities | B Achve Lists |

Device Custom Stringl = Trojan. Gen.5MH
@ MatchesFilter("/All Filters/Personal/ssaraoud's FiltersMalware fmalware
=& AND

Device Custom Stringl Contains LOCK

L@ MatchesFilter("/all Filters/Personal fssaracud's Filters/Malware malware .

)

(Device Action MOT MULL)")

Figure 45: Antivirus logs — Filter for specific ransomware virus

As it said above, the Device Custom Stringl =» indicates the type of the virus.

So in the field Device Custom Stringl is set to contain specific virus names like:

e Trojan.Gen.SMH
e LOCK
e CRYPALPHA

An “overview” dashboard about virus infection in a company could be the following:

Malware Count per Workstation -/ .o oo .o oo ._._ firus Activity (R Persistent Malware ("~ )
Target Host Name COUNT (Device Custom String1) NEEE =R EE R o Target Host Name Device Custom String1
LAPO475 2455 || 1 LAB-PC Eicar_test_1
wks00534 1308 LAB-PC Possble_Hifrm-5
wks00539 1416 LAB-PC Possble_SCRDL
LARD258 1093 LAP-9IHIKX1 TROJ_GEM.FOC2C00C415
wks00572 650 LAB-PC TROJ_GEM.RO02CD01515
lap791 212 LAP-8IH1KX1 TROI_GEN.ROOUCOOA416
LAP-SJH1KX1 206 LAP-9JH1KX 1 TROJ_GEN.ROOUCO0IC 14
wks00511 183 LAP-9IH1KX1 TROJ_GEN.RO21C00A215
lap78 102 LAP-9JH1KX 1 TROJ_GEN.ROZKCOEA215
WKS02933 101 LAP-BIHIKX1 TROJ_GEN.ROZKCO0A215
91 LAP-GIHIKX1 TROJ_GEN.ROKCOOAF1S

LAPO479 77 LAP-GIHIKX1 TROJ_GEN.ROKCO0IB14
PC-MNTALIAS 0 LAB-PC TROJ_GEM.RO2LCOECR 15
LAB-PC 36 WFM-J0DF 1W 1 TROJ_GEM.RO47COEAT16
wks02667 34 LAB-PC TROJ_GEM.RO47CORAK1S
RNOC_PATRASO1 32 TMMA 1S TROI_GEN.ROSOCOPAD16
wks02963 2 LAP-9JH1KX 1 TROJ_GEN.ROC1COEA215
PC-00176 % I LAP-9JH1KX1 TROJ_GEN.ROC1COEAE1S
PC-01898 2% LAP-9JH1KX 1 TROJ_GEN.ROC1C00A215
PC-00106 pr] LAP-BIHIKX1 TROJ_GEN.ROCIC00A315
PC-KSOFIKITIS 2 LAB-PC TROJ_GEN.ROC1COPFB1S
WKS00469 21 LAP-GIHIKX1 TROJ_SPNR.OCGQ 14
WKS0367 19 Trojan. Gen. SMH wks01819 Quarartined | /Success. LAP-9JH1KX1 TROJ_SPNR.OEIB14
_ _-651ACC54787 16 LAP-9IHIKX1 TROJ_SPNR. 11HB14
PC-RIZIKOS 16 wksD1772 Trojan.Cryptolacker.N

WKS01963 Trojan.Gen

wks01478 Trojan.Gen.2

wks02744 Trojan.Gen.2

wks00534 Trojan. Swifi

wks01312 WS Reputation. 1

LAP-00165 WS, SecurityRisk.3

‘Source: Device Custom String1 Event: Targe... | Rendersd inl 5, Nodesi3, Edgesi2 | Layout: Hierarchic Layout

122 9:04:13 - 25 3104 13 ¥z ~ | 1/27 133630 - 2/1 23:02:09 ~ |[2/1 2:i58:20 - 25 35820 e

Figure 46: Antivirus logs — Dashboard overview
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e Malware Count per Workstation: presents the count of the virus infections in
each workstation

e Virus Activity (Ransomware): presents the dashboard for the specific monitoring
of high importance virus.

e Persistent Malware: presents the workstations with the virus which has infected
each one.

The conclusion of this scenario is that there are many ways to secure company’s
workstation, but the combination of all the measures with the antivirus logs monitoring
could lead to a unique result and give the opportunity to the security analysts to be
updated for every virus incident occurs in the company and its facilities.

4.8 Suspicious Communication with malicious IP’s - Domains

In the final scenario, the Firewall / Proxy logs will be analyzed in order to “capture”
communications with suspicious domains or ip. This technique can help the security
analysts to gather information about a workstations behavior. For example, if a
workstation is infected with a malware, it will probably start trying to communicate with
known C&C servers. If this server contained in the active list of suspicious domains / ip
then an alert log will be produced.

The following image presents the active channel “communication with suspicious
domain™:

51



@ Active Channek PC - Communication with suspicious Domain

Start Time: 2 ®=f 2016 09:00:00 EET
End Time: 9 ®=f 10:00:00 EET
Filter: ( Generator = "PC - Communication with suspicious Domain”™ And Event Annotation Flags ! = “inCase;isReviewed” And Event Annotation Flags

1= "isReviewed"” And Type = "Correlation™ And Message

Inline Filter: No Filter

= 4 1|Name & Message Attacker Address 3| Device Custom String2
8 ©eP 2016 16:11:14EET  |PC - Communication with suspicious Domain “www .hp.com/country fusfen imagesfus_en_module7_Isaac-banner-mob-20160203b....(10.31.20.195 business-and-economy
8 ®zf3 2016 16:11: 12EET  |PC - Communication with suspicious Domain “www . hp.com/™ 10.31.20.195 business-and-economy
8 ®eP 2016 16:07:02EET  |PC - Communication with suspicious Domain “www . hp.com/country fus/en images/us_en_module7_Isaac-banner-mob-20160203b....(10.31.20.195 business-and-economy
8 ©ef 2016 16:06:59 EET  |PC - Communication with suspicious Domain “www .hp.com/™ 10.31.20.195 business-and-economy
8 ©zf3 2016 16:02:54EET  |PC - Communication with suspicious Domain “www ,hp.com/country fus/fenfimagesfus_en_module7_Isaac-banner-mob-20160203b....|10.31, 20,185 business-and-economy
8 ®eP 2016 16:02:45EET  |PC - Communication with suspicious Domain “www .hp. com,™ 10.31.20.195 business-and-economy
8 ®zf3 2016 15:59:27EET  |PC - Communication with suspicious Domain “www ,hp.com/™ 10.31.20.195 business-and-economy
8 ©zf3 2016 15:5%:07EET  |PC - Communication with suspicious Domain “www . hp.com/™ 10.31.20.195 business-and-economy
S8 ®eP 2016 15:56:46 EET  |PC - Communication with suspicious Domain “www . hp. com™ 10.31.20.195 business-and-economy
8 ©zf3 2016 15:56:25EET  |PC - Communication with suspicious Domain “www . pafospress. comfwp-content/uploads 20 15/07/Yece %091 %ce Yea 1 %%0e %98 %6C. .. |10.100.26.50 business-and-economy
8 ®zf3 2016 15:3%:30EET  |PC - Communication with suspicious Domain “www . bitdefender,com/themes/dracofimages/box-home-bg.jpg”™ 10.239.96.12 computer-and-interne.
8 0eP 2016 15:39:30 EET  |PC - Communication with suspicious Domain “www .bitdefender.com/themes/draco images/box-home-bg.jpg” 10.239.96.12 computer-and-interne..
8 ®zf3 2016 15:38: 10EET  |PC - Communication with suspicious Domain “www bitdefender. com/site Main,TagIT /getparams,?callback=TagIT_getParams_callb...|10.239.956.12 computer-and-interne.
8 ©zf3 2016 15:38: 10EET  |PC - Communication with suspicious Domain “www . bitdefender . com/site Main,TagIT/getparams/?callback=TagIT_getParams_calb...|10.239.96.12 computer-and-interne. .
8 0eP 2016 15:38:07EET  |PC - Communication with suspicious Domain “www bitdefender. com,/themes /dracofcss/fstyle. cas”™ 10.239.96.12 computer-and-interne..
8 ®zf3 2016 15:38:07EET  |PC - Communication with suspicious Domain “www bitdefender. com/scripts/ZHR t/4b7ac0a30cscfe 2deb06 3686 2d41f996c29744e. ., |10.239.96.12 computer-and-interne. .
8 ®zf3 2016 15:38:07EET  |PC - Communication with suspicious Domain “www bitdefender. com/themes/dracocss/style-fonts.css?v=1" 10.239.96.12 computer-and-interne.
8 ®eP 2016 15:38:07EET  |PC - Communication with suspicious Domain “www .bitdefender.com/themes /dracocss/site. css?v=1" 10.235.96.12 computer-and-interne..
8 ®zf3 2016 15:38:07EET  |PC - Communication with suspicious Domain “www .bitdefender.com/themes/dracocss/newslider . css?v=1" 10.239.96.12 computer-and-interne.
8 ®zf3 2016 15:38:07EET  |PC - Communication with suspicious Domain “www .bitdefender.com/themes/dracocss/style.css™ 10.239.96.12 computer-and-interne. .
8 ®eP 2016 15:38:07EET  |PC - Communication with suspicious Domain “www . bitdefender. com/scripts /ZHR.t/4b7ac0a30c6cfe 2deb06 36816 2d41f996025744. .. |10.235.96. 12 computer-and-interne..
8 ®zf3 2016 15:38:07EET  |PC - Communication with suspicious Domain “www . bitdefender.com/themes/dracocss/style-fonts.css?v=1" 10.239.96.12 computer-and-interne. .
Figure 47: Active Channel — Communication with suspicious domain
e Message: www.bitdefender.com/themes/draco/images/box-home-bg.jpg =
indicates the suspicious domain name.
e Attacker Address: 10.31.20.195 =» indicates the ip address of the workstation
. . @ . . ” . .
performed the connection with the “suspicious” destination.
e Device Custom String2: business-and-economy =» indicates the informational
113 L 2 12
type of the “malicious” link.
<« . . % . . . . . .
Some of the “malicious” domains aren’t really malicious, but one link of the domain may
be blacklisted and the domain enters the blacklist.
. . . ) . . . . . 9.
The following image presents the active channel “communication with suspicious IP”’:
| Radar
fEndTrne: TlName: Message Attacker Address 4| Source User Mame Destination Address &
9 ef 2016 09:47:25 EET  |Server - Qutbound Communication to suspicious IP 10,101.251.34 sdimitri 5.39.124.96
9 ®zf 2016 09:46:37 EET  |Server - Outbound Communication to suspicious IP 10.101.251.34 sdimitri 5.39.124.95
9 ®zf 2016 09:46: 13 EET  |Server - Qutbound Communication to suspidious IP 10.101.251.34 adimitri: 5.39.124.98
9 Dzf 2016 09:46:01 EET  |Server - Outbound Communication to suspicious IP 10.101.251.34 sdimitri 5.35.124.95
9 def 2016 09:45:55EET  |Server - Qutbound Communication to suspicious IP 10.101.251.34 sdimitr’ 5.35.124.95
9 @z 2016 09:45:52 EET  |Server - Qutbound Communication to suspicious IP 10,101.251.34 sdimitri 5.35.124.95
9 Pz 2016 09:44 15 EET  |Server - Qutbound Communication to suspicous IP 10,101.251.34 sdimitri 216.17.99.144
9 @z 2016 09:43:27 EET  |Server - Outbound Communication to suspicious IP 10.101.251.34 =dimitr 216.17.99.144
9 ®zf 2016 09:43:03 EET  |Server - Qutbound Communication to suspidous IP 10.101.251.34 edimitri 216.17.99.144

Figure 48: Active Channel — Communication with suspicious IP

e Attacker Address: 10.31.20.195 =» indicates the ip address of the workstation
performed the connection with the “suspicious” destination.
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e Source User Name: sdmitri =» indicates the username of the user who made the

connection.
e Destination Address: 5.39.124.96 =¥ indicates the suspicious IP.

The filter used to make the above active channels is the following:

Attributes  Conditions I Aggregaﬁunl Acﬁnnsl Local 'u'ariablesl Nntesl

{} & | 11| =] B riters | B Aszets | B vulnerabilities Active Lists
Edit | Summaryl
% Event conditions
54
=& AND
E-& AND
.. @ Source Address NOT Is NULL

@ Target Address NOT Is MULL
@ Event Annotation Flags != isReviewed

:".q Joins

@ InActiveList{"/all Active Lists/Personal/ssaraoud's Active Lists/OLD fsuspicious/IPs")

Figure 49: Filter — Communication with suspicious 1P

As it seems the Attacker and Target address shouldn’t be null, and the basic filter use
another pre-installed Arcsight’s filter for “Cisco Firewall Systems” in order to monitors

the Firewall traffic. Moreover, an active list is used in order to indicate all the malicious
IP/Domains that the filter compares.

The active list is update daily with the latest malicious IP/Domains from the internet.

The following image presents an Active list that contains suspicious IP:

53



Name: [F=s

Start Time : 11 Moz 2015 09:59: 10 EET
End Time: 9 ®zp 2016 09:59:10 EET

Last Update: 9 @z 2015 09:59:09 EET
Filter: Mo Filter

IPs Creation Time

0.0.0.1 23 louh 2015 12:56:23E...
0.0.0.2 23 Iouh 2015 12:56:23E...
1.234.27. 145 22 Iov 2016 16:53:42 EET
1.234.79.115 23 Iouh 2015 12:56:23E...
2.6.177.172 25 Iov 2016 09: 3409 EET
2.9.230.142 25 Iav 2016 09:34:09 EET
2.25,33.250 22 Iogv 2016 16:53: 41 EET
2.28.172.202 25 Iov 20156 09:34: 10 EET
2.83.221.52 22 Iogv 2016 16:53: 41 EET
2.86.73.253 22 Iav 2016 16:53:41 EET
2.87.175.233 22 Iogv 2016 16:53: 41 EET
2.92,173.175 22 Iav 2016 16:53:41 EET
2.93.99.41 22 Iogv 2016 16:53: 41 EET
2.93.244.58 22 Iav 2016 16:53:41 EET
2.103.2158.9 22 Iogv 2016 16:53: 41 EET
2.110.60.68 22 Iav 2016 16:53:41 EET
2.110.146.134 22 Iogv 2016 16:53: 41 EET
2.110.219.47 22 Iav 2016 16:53:41 EET
2,111.70.28 22 Iogv 2016 16:53: 41 EET
2.123.185.2358 22 Iav 2016 16:53:42 EET
2.133.128.98 23 Iouh 2015 12:56:23E...
2.143.9.100 22 Iav 2016 16:53:42 EET
2.221.8.243 22 Iogv 2016 16:53: 41 EET
2,225,141, 134 22 Iav 2016 16:53:41 EET

Figure 50: Active List with malicious IP

If a corporate system communicate or connect with one from the IP above then a security
event will be produced. This is the most efficient way to monitor all the corporate systems
massively and be informed if a suspicious communication occurs.

4.9 General Observation - incident example

After all these scenarios/examples, it is understood that Arcsight has unlimited
capabilities and can help significantly in monitoring and also in investigating security
incidents. A possible security event that could be investigated with all the above
information is the following:

Security Incident Example: A virus has compromised a user’s workstation.

1) First of all, the security analysts check the antivirus logs in order to identify what
is the state of the virus (cleaned, deleted, and quarantined).
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2) Moreover, they check the domain controller logs in order to match the infected
workstation with its user. By domain controller logs can be seen the username that
logged in the workstation, and find out who is its user.

3) After that, the web-proxy logs are checked in order to observe what kind of
domains the user visited and stuck the virus.

4) Finally, if the workstation is infected the analysts check the firewall logs to
identify if the infected workstation tries to communicate with malicious domains
or IP (a C&C server probably).

There are many more similar examples that could be investigated with the same way.
When all the company’s logs are centralized storing and easily searchable then the
investigation of a security event would have more successful results.

5. Conclusion and future work

5.1 Conclusion

The thesis has sought to reflect the importance of centralize, collect and correlate
events of a big Telecommunications company. The Security Information and Event
Management systems enhance the value of an existing security infrastructure by
consolidating and archiving log and event data from across the organization. An efficient
solution as a central event management tool helps to contain the growing-cost of the audits
controls, reducing the investment on security and compliance technologies, improve the
efficiency of the forensic investigations and minimize the incident response time.

The company needs to manage the large amount of events generated by the security-
points technologies (Antivirus, Proxy, Firewall, etc), network devices, OS, Databases,
physical access, etc. The manual monitoring of these events turn the environment
intractable and difficult to prioritize. The SIEM tool (Arcsight) receives all the logs
generated at the company, generates the programmed report and is used to reduce the audit
cost and the IT team efforts and time helping them to track incidents through their
lifecycle and effectively respond to them.

It is in the choice and discretion of the company what kind of the Arcsight filters, rules,
Dashboards, Active Channels, etc. will use in order to better organize and secure its
systems.
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5.2 Future work

There are some basic issues that will need to be researched and addressed prior to
including a SIEM tool as a basic component of a command’s insider threat program. The
architecture described in Chapter 4 uses basic filters, active lists and rules as its
components. These filters can be further defined to capture even more relevant data based
on a variety of log sources, producing even more active lists and potentially more rules.

Purchase costs, administration, and training for the use and implementation of this tool
also need to be considered. A cost-benefit analysis can assist in determining the feasibility
of using this type of tool, quantifying the costs of the SIEM, maintenance, training, and
administration against its ability to effectively combat insider threats. Additionally, the
legalities of including an individual’s PSI and administrative actions on a network access
request form need to be addressed out of concern for privacy and possible Constitutional
issues.

Furthermore, something little more technical and complicated would be the profiling
of the users. Recording and archiving of users actions in the company’s systems in order
to make a profile about him for a several time period. If the “behavior” of some user
suddenly changes, then there is likely an incident. There are different tools that make this
job but only “archives” a users failed logon attempts for example. The Arcsight provides
the power of make a profiling using all the most useful logs of the company, that’s the big
difference with other tools. It’s a project which requires a lot of work but worth it.
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