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ITAPAPTHMA A

ZratieTiky avdalven oedousévav yio rototyta touévroo CEM 11 42,5

One-Variable Analysis - IR_2
Anal ysi's Sunmary
Data variable: IR 2

47 val ues ranging from4,22 to 7,89

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.

Scatterplot
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Summary Statistics for IR 2
Count = 47
Aver age = 6, 04468
Vari ance = 0,576382
St andard deviation = 0, 759198
M ni mum = 4, 22
Maxi mum = 7, 89
Range = 3, 67
St nd. skewness = 0, 440299
Stnd. kurtosis = 0, 373963
The St at Advi sor
This table shows summary statistics for IR 2. It includes neasures

of central tendency, nmeasures of variability, and measures of shape.
O particular interest here are the standardi zed skewness and

st andar di zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test



regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.

Box-and-Whisker Plot
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IR_2

Uncensored Data - IR 2

Anal ysi s Sunmary

Data variable: IR 2

47 val ues ranging from4,22 to 7,89

Fitted normal distribution:
mean = 6, 04468
standard deviation = 0,759198

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on IR 2. The estimted parameters of the fitted distribution
are shown above. You can test whether the normal distribution fits
the data adequately by sel ecting Goodness-of-Fit Tests fromthe |ist
of Tabular Options. You can also assess visually how well the nornal
distribution fits by selecting Frequency Histogramfromthe |ist of
Graphical Options. Oher options within the procedure allow you to
conpute and display tail areas and critical values for the
distribution. To select a different distribution, press the alternate
nouse button and sel ect Analysis Options.



Density Trace for IR_2
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Tests for Normality for IR 2

Conput ed Chi - Square goodness-of-fit statistic = 17,7234
P-Val ue = 0, 277486

Shapiro-W Il ks Wstatistic = 0,983113
P-Val ue = 0, 846182

Z score for skewness = 0, 336449
P-Val ue = 0, 736528

Z score for kurtosis
P-Val ue = 0, 548191

0, 600469

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her | R_2 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of IR 2 into 18 equal ly probable
cl asses and conpares the nunber of observations in each class to the
nunber expected. The Shapiro-Wlks test is based upon conparing the
quantiles of the fitted normal distribution to the quantiles of the
data. The standardi zed skewness test |ooks for |lack of symetry in
the data. The standardi zed kurtosis test |ooks for distributiona
shape which is either flatter or nore peaked than the nornal
di stribution.

The | owest P-val ue anpngst the tests perforned equals 0,277486
Because the P-value for this test is greater than or equal to 0.10, we
can not reject the idea that IR 2 cones froma normal distribution
with 90% or hi gher confidence



Histogram for IR_2
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Goodness-of -Fit Tests for IR 2

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 5, 23418 7 6,71 0,01
5, 23418 5, 61501 5 6,71 0, 44
5, 61501 5, 90801 9 6,71 0,78
5, 90801 6, 18135 7 6,71 0,01
6, 18135 6, 47435 9 6,71 0,78
6, 47435 6, 85518 4 6,71 1,10
above 6, 85518 6 6,71 0, 08

Chi-Square = 3,19147 with 4 d.f. P-Val ue = 0, 526309

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0982058
Esti mat ed Kol nbgorov statistic DM NUS = 0, 0634752
Esti mated overall statistic DN = 0, 0982058

Appr oxi mate P-Val ue = 0, 755155

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 0982058 0, 684459 >=0. 10*
Ander son-Darling A2 0, 359305 0, 365404 0, 4360*

*| ndi cates that the P-Value has been conpared to tables of critical values

specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether IR 2
can be adequately nodeled by a normal distribution. The chi-square
test divides the range of IR 2 into nonoverlapping intervals and
conpares the nunber of observations in each class to the nunber
expect ed based on the fitted distribution. The Kol nogorov-Sni rnov
test conputes the maxi num di stance between the cunul ative distribution
of IR_2 and the CDF of the fitted normal distribution. 1In this case,
t he maxi mum di stance is 0,0982058. The other EDF statistics conpare
the enpirical distribution function to the fitted CDF in different
ways.

Since the smallest P-value anpngst the tests performed is greater
than or equal to 0.10, we can not reject the idea that IR 2 cones from
a normal distribution with 90% or hi gher confidence.



Probability Plots
Probability Plots

Data vari abl e:

Nunmber of observations = 47

Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
IR 2 conmes froma particular type of

to hel p you determ ne whether
di stribution.

After exam ning these plots,

you may fit a distribution

to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot
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I ndi viduals Charts - IR 2

X and MR(2) - Initial Study f
Nunmber of observations = 47

0 observations excl uded

X Chart

UCL: +3,0 sigma = 7,82833

Centerline = 6, 04468

LCL: -3,0 sigma = 4,26103

2 beyond linmts

MR(2) Chart

UCL: +3,0 sigma = 2,19211

Centerline = 0, 670652
LCL: -3,0 sigma = 0,0

1 beyond linmts

Esti mat es

Process nean = 6, 04468
Process sigm = 0,59455
Mean MR(2) = 0, 670652

or

IR 2



The St at Advi sor

This procedure creates an individuals chart for IR2. It is
designed to allow you to determ ne whether the data conme froma
process which is in a state of statistical control. The control

charts are constructed under the assunption that the data cone froma
normal distribution with a nean equal to 6,04468 and a standard

devi ation equal to 0,59455. These paraneters were estimted fromthe
data. O the 47 nonexcl uded points shown on the charts, 2 are beyond
the control linmts on the first chart while 1 is beyond the lints on
the second chart. Since the probability of seeing 2 or nore points
beyond the limts just by chance is 7,87369E-7 if the data cones from
the assumed distribution, we can declare the process to be out of
control at the 99% confidence |evel.

X Chart for IR_2
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One- Variabl e Analysis - Al 208_2
Anal ysi s Sunmary
Data variable: Al 203_2

47 val ues ranging from4,89 to 5,83

UCL = 7,83
CTR = 6,04
LCL=4,26
UCL=2,19
CTR =0,67
LCL = 0,00



The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.

Scatterplot
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Al203_2

Summary Statistics for Al 203_2

Count = 47

Average = 5, 29447

Vari ance = 0, 0405122

St andard deviation = 0,201276
M ni mum = 4, 89

Maxi num = 5, 83

Range = 0, 94

St nd. skewness = 1, 48054
Stnd. kurtosis = 0, 328911
The St at Advi sor
This table shows summary statistics for Al203_2. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andar di zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.



Box-and-Whisker Plot
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Al203_2

Uncensored Data - Al 203_2

Anal ysi s Sunmary

Data variable: Al 203_2

47 val ues ranging from4,89 to 5,83

Fitted normal distribution:
mean = 5, 29447
standard deviation = 0,201276

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on Al203_2. The estimated paraneters of the fitted
distribution are shown above. You can test whether the nornmal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.



Density Trace for AlI203_2
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Tests for Normality for Al 208_2

Conput ed Chi - Square goodness-of-fit statistic = 13,8936
P-Val ue = 0, 533612

Shapiro-Wl ks Wstatistic = 0,975214
P-Val ue = 0, 573948

Z score for skewness = 1, 09169
P-Val ue = 0, 274967

Z score for kurtosis
P-Val ue = 0, 577459

0, 557095

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her Al 203_2 can be adequately nodel ed by a normal distribution
The chi-square test divides the range of Al203_2 into 18 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0,274967
Because the P-value for this test is greater than or equal to 0.10, we
can not reject the idea that Al203_2 cones froma normal distribution
with 90% or hi gher confidence
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Histogram for Al203_2
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Goodness-of -Fit Tests for Al203_2
Chi - Squar e Test
Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 5, 07959 5 6,71 0, 44
5, 07959 5, 18056 8 6,71 0, 25
5, 18056 5, 25824 9 6,71 0,78
5, 25824 5, 3307 7 6,71 0,01
5, 3307 5, 40838 7 6,71 0,01
5, 40838 5, 50935 4 6,71 1,10
above 5, 50935 7 6,71 0,01

Chi-Square = 2,59573 with 4 d.f. P-Val ue = 0, 62758

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0999027
Esti mat ed Kol nbgorov statistic DM NUS = 0, 0484313
Esti mated overall statistic DN = 0,0999027

Appr oxi mate P-Val ue = 0, 736206

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 0999027 0, 696286 >=0. 10*
Ander son-Darling A2 0, 37407 0, 38042 0, 4026*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
Al 208_2 can be adequately nodel ed by a nornmal distribution. The
chi-square test divides the range of Al2G3_2 into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cunul ative distribution of Al203_2 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,0999027. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-value anpngst the tests performed is greater
than or equal to 0.10, we can not reject the idea that Al 203_2 cones
froma normal distribution with 90% or higher confidence.

11



Probability Plots

Probability Plots

Data variable: A 203_2

Nunber of observations = 47
Nunber of values bel ow mi ni mum 0
Nunber of values above maxi mum 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether Al 203_2 conmes froma particul ar type of
distribution. After exami ning these plots, you may fit a distribution
to the data by selecting the Distribution Fitting procedure.

Uniform Probability Plot
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Normal Probability Plot
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I ndi vi dual s Charts - Al203_2
X and MR(2) - Initial Study for A 203_2

Nunber of observations = 47

12



0 observations excl uded

UCL: +3,0 sigma = 5,67317
Centerline = 5, 29447

LCL: -3,0 sigm 4,91577
3 beyond limts

MR(2) Chart

UCL: +3,0 sigma = 0, 465423
Centerline = 0, 142391
LCL: -3,0 sigma = 0,0

2 beyond linmts

Esti mat es

Process nean = 5, 29447
Process sigma = 0, 126233
Mean MR(2) = 0, 142391

The St at Advi sor

This procedure creates an individuals chart for A 203_2.
designed to allow you to determi ne whether the data conme from a
process which is in a state of statistical

control .

The control

is

charts are constructed under the assunption that the data conme froma

normal distribution with a nean equal

devi ation equal to 0,126233.

to 5,29447 and a standard
These paranmeters were estimted fromthe
data. O the 47 nonexcl uded points shown on the charts,

3 are beyond

the control linmts on the first chart while 2 are beyond the limts on
nore points
beyond the limts just by chance is 3,17988E-10 if the data cones from
the assumed distribution, we can declare the process to be out of

the second chart. Since the probability of seeing 3 or

control at the 99% confidence |evel.

X Chart for Al203_2
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MR(2) Chart for AI203_2
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One- Variabl e Analysis - Si O2Mr

Anal ysi s Sunmary

Data variabl e: Si Q2Mr1

47 val ues ranging from21,32 t

The St at Advi sor

This procedure is designed
It will calculate various stat
procedure are confidence inter
Tabul ar Options and Graphical
to access these different proc

S
NIRRT P

20 30 40

Observation

1

0 23,24

to summari ze a single sanple of data.
istics and graphs. Also included in the
vals and hypot hesis tests. Use the
Options buttons on the anal ysis tool bar
edures.
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Summary Statistics for Si O2Mr1

Count = 47
Average = 22,2479
Vari ance = 0, 160952

SiO2MT1

UCL=0,47
CTR=0,14
LCL =0,00
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St andard deviation = 0,401188
M ni rum = 21, 32

Maxi num = 23, 24

Range = 1,92

St nd. skewness = 0, 338989
Stnd. kurtosis = -0,0933634
The St at Advi sor
This tabl e shows summary statistics for SiO2Mr1. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma nornmal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.

Box-and-Whisker Plot

21 21,4 218 222 226 23 234
SiO2MT1

Uncensored Data - Si O2Mri1

Anal ysi s Sunmary

Data vari abl e: Si @2Mr1

47 val ues ranging from21,32 to 23,24

Fitted normal distribution:
mean = 22, 2479
standard deviation = 0,401188

The St at Advi sor

Thi s anal ysis shows the results of fitting a normal distribution to
the data on SiO2Mrl. The estimated paranmeters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.

15



Density Trace for SIO2MT1
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Tests for Normality for SiO2Mr1

Conput ed Chi -Square goodness-of-fit statistic = 16, 9574
P-Val ue = 0, 321415

Shapiro-Wl ks Wstatistic = 0, 989491
P-Val ue = 0, 976281

Z score for skewness = 0, 259431
P-Val ue = 0, 795298

0, 105692

Z score for kurtosis
P-Val ue = 0, 915822

The St at Advi sor

This pane shows the results of several tests run to deternmn ne
whet her Si 2MI'1 can be adequately nodel ed by a normal distribution
The chi-square test divides the range of Si2MI1 into 18 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for I|ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0, 321415
Because the P-value for this test is greater than or equal to 0.10, we
can not reject the idea that Si 2Mr1 cones froma normal distribution
with 90% or hi gher confidence

16



Histogram for SiO2MT1
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Goodness-of -Fit Tests for Si2Mr1
Chi - Squar e Test
Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 21, 8196 7 6,71 0,01
21, 8196 22,0208 6 6,71 0, 08
22,0208 22,1757 5 6,71 0, 44
22,1757 22,3201 8 6,71 0, 25
22,3201 22,4749 8 6,71 0, 25
22,4749 22,6762 6 6,71 0, 08
above 22,6762 7 6,71 0,01

Chi-Square = 1,10625 with 4 d.f. P-Val ue = 0, 893279

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0543982
Esti mat ed Kol nbgorov statistic DM NUS = 0, 0765867
Esti mated overall statistic DN = 0, 0765867

Appr oxi mate P-Val ue = 0, 945629

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 0765867 0, 533782 >=0. 10*
Ander son-Darling A2 0, 201625 0, 205048 0, 8729*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
Si @MT1 can be adequately npdel ed by a normal distribution. The
chi-square test divides the range of Si O2Mrl1 into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of Si2Mr1 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,0765867. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-value anpngst the tests performed is greater
than or equal to 0.10, we can not reject the idea that Si ®MI1l cones
froma normal distribution with 90% or higher confidence.

17



Probability Plots

Probability Plots

Data variabl e: Si Q2Mr1

Nunmber of observations = 47
Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether Si ®2MrI1 conmes froma particular type of
distribution. After exami ning these plots, you may fit a distribution
to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot
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SiO2MT1

One- Variabl e Anal ysis - BLAINEMI1
Anal ysi s Sunmary

One- Variabl e Anal ysis - BLAINEMI1
Anal ysi s Sunmary

Data vari abl e: BLAI NEMT1

47 val ues ranging from 4700,0 to 4900,0

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Scatterplot
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Summary Statistics for BLAI NEMI1

Count = 47

Average = 4778, 81

Vari ance = 1245, 85

St andard devi ati on = 35, 2967
M ni nrum = 4700, 0

Maxi nrum = 4900, 0

Range = 200, 0

St nd. skewness = 2, 55893
Stnd. kurtosis = 3, 70393
The St at Advi sor
This tabl e shows summary statistics for BLAINEMI1. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e comes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is not within the range expected for data from a nornal
distribution. The standardized kurtosis value is not within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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BLAINEMT1

Uncensored Data - BLAI NEMI1

Anal ysi s Sunmary

Data vari abl e: BLAI NEMT1

47 val ues ranging from 4700,0 to 4900,0

Fitted normal distribution:
mean = 4778, 81
standard deviation = 35, 2967

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on BLAINEMI1l. The estinmated paraneters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for BLAINEMT1
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Tests for Normality for BLAINEMI1

Conput ed Chi -Square goodness-of-fit statistic = 38,4043
P-Val ue = 0, 000786098

Shapiro-W 1l ks Wstatistic = 0, 946815
P-Val ue = 0, 0512854

Z score for skewness = 1,77145
P-Val ue = 0, 0764857

Z score for kurtosis = 2,53646
P-Val ue = 0, 0111979

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her BLAI NEMT1 can be adequately nodel ed by a nornal distribution
The chi-square test divides the range of BLAINEMI1 into 18 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0,000786098
Because the P-value for this test is less than 0.01, we can reject the
i dea that BLAI NEMI1 cones froma nornmel distribution with 99%
confidence
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Histogram for BLAINEMT1
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Goodness-of -Fit Tests for BLAI NEMI1

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 4741, 13 6,71 0, 08
4741, 13 4758, 83 5 6,71 0, 44
4758, 83 4772, 45 11 6,71 2,74
4772, 45 4785, 16 6 6,71 0, 08
4785, 16 4798, 78 7 6,71 0,01
4798, 78 4816, 49 8 6,71 0, 25
above 4816, 49 4 6,71 1,10

Chi-Square = 4,68093 with 4 d.f. P-Val ue = 0, 321629

Esti mat ed Kol nbgorov statistic DPLUS = 0, 120274
Esti mat ed Kol nbgorov statistic DM NUS = 0, 0795373
Estimated overall statistic DN = 0, 120274

Approxi mate P-Value = 0,517764

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 120274 0, 838269 <0. 10*
Ander son-Darling A2 0, 715646 0, 727795 0, 0578*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
BLAI NEMT1 can be adequately nodeled by a normal distribution. The
chi-square test divides the range of BLAINEMI1 into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of BLAINEMI1 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,120274. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-value anpngst the tests perfornmed is |ess than
0.10, we can reject the idea that BLAINEMI1 cones from a nor nal
distribution with 90% confi dence.
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Probability Plots

Probability Plots

Data vari abl e: BLAI NEMI1

Nunmber of observations = 47
Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether BLAINEMI1 cones froma particular type
of distribution. After exam ning these plots, you may fit a
distribution to the data by selecting the Dstribution Fitting
procedure.

Normal Probability Plot
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I ndi vi dual s Charts - BLAI NEMI1
X and MR(2) - Initial Study for BLAI NEMI1

Nunmber of observations = 47
0 observations excl uded

UCL: +3,0 signa = 4883,92
Centerline = 4778, 81

LCL: -3,0 sigm 4673,7
1 beyond linmts

MR(2) Chart

UCL: +3,0 sigma = 129, 181
Centerline = 39, 5217
LCL: -3,0 sigma = 0,0

1 beyond linmts

Esti mat es

Process nean = 4778, 81
Process sigma = 35,037
Mean MR(2) = 39,5217
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The St at Advi sor

This procedure creates an individuals chart for
designed to allow you to determ ne whether the data conme froma

process which is in a state of statistical

charts are constructed under the assunption that the data conme froma

control .

BLAI NEMI1. It is

The control

nor mal

distribution with a mean equal

to 4778, 81 and a standard

devi ati on equal

to 35, 037.

These parameters were estimated fromthe

dat a.

O the 47 nonexcl uded points shown on the charts,

the control
the second chart.

Since the probability of seeing 1 or

1 is beyond

limts on the first chart while 1 is beyond the linmts on

nore points

beyond the linmts just by chance is 0,00126818 if the data cones from

the assunmed distribution,
control

we can declare the process to be out of

at the 99% confi dence | evel.

X Chart for BLAINEMT1
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MR(2) Chart for BLAINEMT1
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One-Variable Analysis - LOIMT1

Anal ysi s Sunmary

Data variable: LO M1

UCL = 4883,9:

CTR = 47788
LCL = 4673,7C
UCL = 129,18
CTR = 39,52
LCL = 0,00
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47 val ues ranging from4,1 to 6,01

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.

Scatterplot
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Summary Statistics for LO M1
Count = 47
Average = 5,09128
Vari ance = 0, 151268
St andard deviation = 0, 388932
Mnimm-= 4,1
Maxi mum = 6, 01
Range = 1,91
St nd. skewness = -1, 4963
Stnd. kurtosis = 1, 60564
The St at Advi sor
This table shows summary statistics for LOMI1. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andar di zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot

oo
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LOIMT1

Uncensored Data - LO M1

Anal ysi s Sunmary

Data vari able: LO M1

47 val ues ranging from4,1 to 6,01

Fitted normal distribution:
mean = 5,09128
standard deviation = 0,388932

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on LOMrl. The estimated paranmeters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for LOIMT1
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Tests for Normality for LO M1

Conput ed Chi - Square goodness-of-fit statistic = 23,8511
P-Val ue = 0, 0676662

Shapiro-Wl ks Wstatistic = 0,951019
P-Val ue = 0, 0770139

Z score for skewness = 1, 10246
P-Val ue = 0, 270261

Z score for kurtosis = 1,54184
P-Value = 0, 123111

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her LO M1 can be adequately nodel ed by a normal distribution.
The chi-square test divides the range of LOMI1 into 18 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normel distribution.

The | owest P-val ue anpongst the tests perforned equals 0,0676662.
Because the P-value for this test is less than 0.10, we can reject the
idea that LOMI1 cones froma nornel distribution with 90% confidence.
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Histogram for LOIMT1
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Goodness-of -Fit Tests for LO Ml
Chi - Squar e Test
Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 4, 67606 5 6,71 0, 44
4,67606 4,87116 5 6,71 0, 44
4,87116 5,02126 8 6,71 0, 25
5,02126 5,16129 7 6,71 0,01
5,16129 5,31139 9 6,71 0,78
5,31139 5, 50649 8 6,71 0, 25
above 5, 50649 5 6,71 0,44

Chi-Square = 2,59572 with 4 d.f. P-Val ue = 0, 627581

Esti mat ed Kol nbgorov statistic DPLUS = 0, 101277
Esti mat ed Kol nbgorov statistic DM NUS = 0, 12057
Esti mated overall statistic DN = 0, 12057
Approxi mate P-Value = 0, 514221

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 12057 0, 840331 <0. 10*
Ander son-Darling A2 0, 827538 0, 841586 0, 0303*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
LO Mr1 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of LO MI1l i nto nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of LOMI1 and the CDF of the fitted normal
distribution. |In this case, the maxi mum di stance is 0,12057. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-val ue anpngst the tests performed is |l ess than
0.10, we can reject the idea that LO M1 conmes from a nor nal
distribution with 90% confi dence.
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Probability Plots

Probability Plots

Data variable: LO M1

Nunmber of observations = 47
Nunmber of val ues bel ow nmi ni num
Nunmber of val ues above maxi num

The St at Advi sor

This procedure creates seven different types of probability plots
to help you determ ne whether LO M1 comes froma particular type of
distribution. After exam ning these plots,

0
0

you may fit a distributi

to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot
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X and MR(2) - Initial Study for

Nunmber of observations = 47
0 observations excl uded

UCL: +3,0 sigma = 5,92153
Centerline = 5,09128

LCL: -3,0 sigm 4,26103
4 beyond limts

MR(2) Chart

UCL: +3,0 sigma = 1,02038

Centerline = 0, 312174
LCL: -3,0 sigma = 0,0

0 beyond limts

Esti mat es

Process nean = 5,09128
Process sigma = 0,27675
Mean MR(2) = 0, 312174
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The St at Advi sor

This procedure creates an individuals chart for LOM1. It is
designed to allow you to determnmi ne whether the data conme from a
process which is in a state of statistical control. The control

charts are constructed under the assunption that the data cone froma
normal distribution with a nean equal to 5,09128 and a standard

devi ation equal to 0,27675. These paraneters were estimted fromthe
data. O the 47 nonexcl uded points shown on the charts, 4 are beyond
the control linmts on the first chart while O are beyond the limits on
the second chart. Since the probability of seeing 4 or nore points
beyond the limts just by chance is 0,0 if the data conmes fromthe
assunmed distribution, we can declare the process to be out of control
at the 99% confi dence |evel.

X Chart for LOIMT1
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One- Variabl e Anal ysis - Est1MI1
Anal ysi s Sunmary
Data variable: Est1Mrl

47 val ues ranging from11l,4 to 19,0
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The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.

Scatterplot
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EStIMT1
Summary Statistics for Est 1M1
Count = 47
Average = 14,7298
Vari ance = 2,64083
St andard deviation = 1, 62506
M ni mum = 11,4
Maxi mum = 19,0
Range = 7,6
St nd. skewness = 1, 49803
Stnd. kurtosis = 0, 750746
The St at Advi sor
This table shows summary statistics for Est1MIl. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e comes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma nornmal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot

11 13 15 17 19
EstiIMT1

Uncensored Data - Est 1M1

Anal ysi s Sunmary

Data vari abl e: Est1MI1l

47 val ues ranging from11l,4 to 19,0

Fitted normal distribution:
mean = 14, 7298
standard deviation = 1,62506

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on Est1Mrl. The estimated paranmeters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for EstIMT1
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EstiMT1

Tests for Normality for Est1MI1

Conput ed Chi - Square goodness-of-fit statistic = 20,0213
P-Val ue = 0,171118

Shapiro-Wl ks Wstatistic = 0, 962556
P-Val ue = 0, 220985

Z score for skewness = 1, 10364
P-Val ue = 0, 269747

Z score for kurtosis
P-Val ue = 0, 350355

0, 933899

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her Est 1M1 can be adequately nodel ed by a normal distribution
The chi-square test divides the range of Est1MI1l into 18 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0,171118
Because the P-value for this test is greater than or equal to 0.10, we
can not reject the idea that Est 1Ml cones froma normal distribution
with 90% or hi gher confidence
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Histogram for EsStIMT1
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Goodness-of -Fit Tests for Est1Mr1l

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 12, 9949 3 6,71 2,05
12, 9949 13, 8101 11 6,71 2,74
13, 8101 14, 4373 6 6,71 0, 08
14,4373 15, 0223 13 6,71 5, 88
15, 0223 15, 6495 2 6,71 3,31
15, 6495 16, 4647 4 6,71 1,10
above 16, 4647 8 6,71 0, 25

Chi - Square = 15,4035 with 4 d.f. P-Val ue = 0, 00393356

Esti mat ed Kol nbgorov statistic DPLUS = 0, 136094
Esti mat ed Kol nbgorov statistic DM NUS = 0, 0797338
Estimated overall statistic DN = 0, 136094

Appr oxi mate P-Value = 0, 351623

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 136094 0, 948528 <0. 05*
Ander son-Darling A2 0, 614573 0, 625006 0, 1036*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
Est 1IMI'1 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of Est1MI1l into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of Est1MI1 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,136094. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-val ue anpngst the tests performed is |l ess than
0.01, we can reject the idea that Est1MI1l conmes from a nornal
distribution with 99% confi dence.
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Probability Plots

Probability Plots

Data variabl e: Est1MI1

Nunmber of observations = 47
Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether Est1MI1l comes froma particular type of
distribution. After exami ning these plots, you may fit a distribution
to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot
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I ndi vi dual s Charts - Est1Mr1l
X and MR(2) - Initial Study for Est1MI1l

Nunmber of observations = 47
0 observations excl uded

UCL: +3,0 sigma = 18, 141
Centerline = 14,7298

LCL: -3,0 sigm 11, 3186
2 beyond linmts

MR(2) Chart

UCL: +3,0 sigma = 4,19236
Centerline = 1, 28261
LCL: -3,0 sigma = 0,0

0 beyond limts

Esti mat es

Process nean = 14,7298
Process sigma = 1,13706
Mean MR(2) = 1,28261



The St at Advi sor

This procedure creates an individuals chart for Est1MIl. It is
designed to allow you to determnmi ne whether the data conme from a
process which is in a state of statistical control. The control

charts are constructed under the assunption that the data cone froma
normal distribution with a nean equal to 14,7298 and a standard

devi ation equal to 1,13706. These paraneters were estimated fromthe
data. O the 47 nonexcl uded points shown on the charts, 2 are beyond
the control linmts on the first chart while O are beyond the limits on
the second chart. Since the probability of seeing 2 or nore points
beyond the limts just by chance is 7,87369E-7 if the data cones from
the assumed distribution, we can declare the process to be out of
control at the 99% confidence |evel.

X Chart for Est1MT1

Observation

MR(2) Chart for EstIMT1
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One- Variabl e Anal ysis - Est2MI1
Anal ysi s Sunmary
Data vari abl e: Est2Mrl

47 val ues ranging from22,5 to 30,7

UCL =18,14
CTR=14,73
LCL=11,32
UCL=4,19
CTR=1,28
LCL =0,00
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The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Est2MT1
Summary Statistics for Est2MI1l
Count = 47
Aver age = 26,4021
Vari ance = 3, 0476
St andard deviation = 1, 74574
M ni mum = 22,5
Maxi num = 30,7
Range = 8,2
St nd. skewness = -0, 339696
Stnd. kurtosis = 0, 0280958
The St at Advi sor
This table shows summary statistics for Est2MIl. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
standardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot

22 24 26 28 30 32
Est2MT1

Uncensored Data - Est2Mrl1

Anal ysi s Sunmary

Data vari abl e: Est2Mrl

47 val ues ranging from22,5 to 30,7

Fitted normal distribution:
mean = 26, 4021
standard deviation = 1,74574

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on Est2Mrl. The estimated paranmeters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for Est2MT1
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Tests for Normality for Est2MI1

Conput ed Chi - Square goodness-of-fit statistic = 19, 2553
P-Val ue = 0, 202396

Shapiro-W Il ks Wstatistic = 0,974384
P-Val ue = 0, 544778

Z score for skewness = 0, 259969
P-Val ue = 0, 794883

Z score for kurtosis
P-Val ue = 0, 806751

0, 244614

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her Est 2MI'l can be adequately nodel ed by a normal distribution
The chi-square test divides the range of Est2MI1l into 18 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0,202396
Because the P-value for this test is greater than or equal to 0.10, we
can not reject the idea that Est2Mrl cones froma normal distribution
with 90% or hi gher confidence
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Histogram for Est2MT1
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Goodness-of -Fit Tests for Est2Mrl
Chi - Squar e Test
Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 24,5384 6 6,71 0, 08
24,5384 25,4141 8 6,71 0, 25
25,4141 26, 0879 4 6,71 1,10
26, 0879 26, 7164 4 6,71 1,10
26, 7164 27,3901 12 6,71 4,16
27,3901 28, 2658 9 6,71 0,78
above 28, 2658 4 6,71 1, 10

Chi-Square = 8,55345 with 4 d.f. P-Val ue = 0, 0732836

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0746559
Esti mat ed Kol nbgorov statistic DM NUS = 0, 122059
Estimated overall statistic DN = 0, 122059

Appr oxi mate P-Val ue = 0, 496658

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 122059 0, 850709 <0. 10*
Ander son-Darling A2 0, 529035 0, 538016 0, 1680*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
Est 2MI'1 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of Est2Mrl into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of Est2Mrl1 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,122059. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-val ue anpngst the tests performed is |l ess than
0.10, we can reject the idea that Est2MI1 conmes from a nornal
distribution with 90% confi dence.

40



Probability Plots
Probability Plots

Data vari abl e: Est2Mr1

Nunmber of observations = 47

Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether Est2MI1 comes froma particular type of
distribution. After exam ning these plots,

to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot

you may fit a distribution

999 F '

cumulative percent
a1
o

I ndi vi dual s Charts - Est2Mrl
X and MR(2) - Initial Study for

Nunmber of observations = 47
0 observations excl uded

X Chart

UCL: +3,0 signma = 29,9058
Centerline = 26, 4021
LCL: -3,0 sigma = 22,8984
2 beyond linmts

MR(2) Chart

UCL: +3,0 sigma = 4, 30605
Centerline = 1,31739
LCL: -3,0 sigma = 0,0

2 beyond linmts

Esti mat es

Process nean = 26,4021
Process sigma = 1, 1679
Mean MR(2) = 1,31739

26 28 30 32
Est2MT1

Est 2MT1
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The St at Advi sor

This procedure creates an individuals chart for

Est2Mrl. It is

designed to allow you to determnmi ne whether the data conme from a

process which is in a state of statistical control.

charts are constructed under the assunption that the data cone froma

The control

nor mal

distribution with a mean equal

to 26,4021 and a standard

devi ati on equal
dat a.

to 1,1679.

These parameters were estimated fromthe

the control

O the 47 nonexcl uded points shown on the charts,
limts on the first chart while 2 are beyond the limts on

the second chart.

Since the probability of seeing 2 or

2 are beyond

nore points

beyond the limts just by chance is 7,87369E-7 if the data cones from
the assunmed distribution,
at the 99% confi dence | evel.

control

we can declare the process to be out of

X Chart for Est2MT1
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Est 7MT1

Data vari abl e:

Est 7MT1

47 val ues ranging from34,9 to 45,7

UCL =29,91
CTR = 26,40
LCL = 22,90
UCL=4,31
CTR=1,32
LCL =0,00
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The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.

Scatterplot
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Est/MT1

Summary Statistics for Est7MI1

Count = 47

Aver age = 40, 7362

Vari ance = 4,12497

St andard deviation = 2,031
M ni mum = 34,9

Maxi mum = 45,7

Range = 10,8

St nd. skewness = -1,12259
Stnd. kurtosis = 1, 41632
The St at Advi sor
This tabl e shows summary statistics for Est7MIl. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
standardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot

34 36 38 40 42 44 46
Est/MT1

Uncensored Data - Est7Mrl1

Anal ysi s Sunmary

Data vari abl e: Est7MI1

47 val ues ranging from34,9 to 45,7

Fitted normal distribution:
mean = 40, 7362
standard deviation = 2,031

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on Est7Mrl. The estimated paranmeters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.



Density Trace for ESt7TMT1
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Tests for Normality for Est7MI1

Conput ed Chi -Square goodness-of-fit statistic = 18,4894
P-Val ue = 0, 237812

Shapiro-Wl ks Wstatistic = 0,973938
P-Val ue = 0, 529335

Z score for skewness = 0, 841074
P-Val ue = 0, 400305

Z score for kurtosis = 1, 42152
P-Val ue = 0, 155166

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her Est 7MI'1l can be adequately nodel ed by a normal distribution
The chi-square test divides the range of Est7MI1l into 18 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0, 155166
Because the P-value for this test is greater than or equal to 0.10, we
can not reject the idea that Est7MIl cones froma normal distribution
with 90% or hi gher confidence
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Histogram for Est7/MT1
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Goodness-of -Fit Tests for Est7Mrl

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 38, 5679 6 6,71 0, 08
38, 5679 39, 5867 6 6,71 0, 08
39, 5867 40, 3706 6 6,71 0, 08
40, 3706 41,1018 5 6,71 0,44
41,1018 41, 8856 11 6,71 2,74
41, 8856 42,9044 8 6,71 0, 25
above 42,9044 5 6,71 0,44

Chi - Square = 4,08527 with 4 d.f. P-Val ue = 0, 394589

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0699902
Esti mat ed Kol nbgorov statistic DM NUS = 0, 108283
Estimated overall statistic DN = 0, 108283

Appr oxi mate P-Val ue = 0, 640051

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 108283 0, 754696 >=0. 10*
Ander son-Darling A2 0, 566604 0, 576222 0, 1345*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
Est 7MI'1 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of Est7MIl into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of Est7MI1 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,108283. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-value anpngst the tests performed is greater
than or equal to 0.10, we can not reject the idea that Est7MIl cones
froma normal distribution with 90% or higher confidence.
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Probability Plots
Probability Plots

Data vari abl e: Est2Mr1

Nunmber of observations = 47

Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether Est2MI1 comes froma particular type of
distribution. After exam ning these plots,

to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot

you may fit a distribution
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I ndi vi dual s Charts - Est2Mrl
X and MR(2) - Initial Study for

Nunmber of observations = 47
0 observations excl uded

X Chart

UCL: +3,0 signma = 29,9058
Centerline = 26, 4021
LCL: -3,0 sigma = 22,8984
2 beyond linmts

MR(2) Chart

UCL: +3,0 sigma = 4, 30605
Centerline = 1,31739
LCL: -3,0 sigma = 0,0

2 beyond linmts

Esti mat es

Process nean = 26,4021
Process sigma = 1, 1679
Mean MR(2) = 1,31739

26 28 30 32
Est2MT1

Est 2MT1

47



The St at Advi sor

This procedure creates an individuals chart for

Est2Mrl. It is

designed to allow you to determnmi ne whether the data conme from a

process which is in a state of statistical control.

charts are constructed under the assunption that the data cone froma

The control

nor mal

distribution with a mean equal

to 26,4021 and a standard

devi ati on equal
dat a.

to 1,1679.

These parameters were estimated fromthe

the control

O the 47 nonexcl uded points shown on the charts,
limts on the first chart while 2 are beyond the limts on

the second chart.

Since the probability of seeing 2 or

2 are beyond

nore points

beyond the limts just by chance is 7,87369E-7 if the data cones from
the assunmed distribution,
at the 99% confi dence | evel.

control

we can declare the process to be out of
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Data vari abl e:

Est 7MT1

47 val ues ranging from34,9 to 45,7

UCL =29,91
CTR = 26,40
LCL = 22,90
UCL=4,31
CTR=1,32
LCL =0,00
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The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Est/MT1

Summary Statistics for Est7MI1

Count = 47

Aver age = 40, 7362

Vari ance = 4,12497

St andard deviation = 2,031
M ni mum = 34,9

Maxi mum = 45,7

Range = 10,8

St nd. skewness = -1,12259
Stnd. kurtosis = 1, 41632
The St at Advi sor
This tabl e shows summary statistics for Est7MIl. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
standardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot

34 36 38 40 42 44 46
Est/MT1

Uncensored Data - Est7Mrl1

Anal ysi s Sunmary

Data vari abl e: Est7MI1

47 val ues ranging from34,9 to 45,7

Fitted normal distribution:
mean = 40, 7362
standard deviation = 2,031

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on Est7Mrl. The estimated paranmeters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for ESt7TMT1
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Tests for Normality for Est7MI1

Conput ed Chi -Square goodness-of-fit statistic = 18,4894
P-Val ue = 0, 237812

Shapiro-Wl ks Wstatistic = 0,973938
P-Val ue = 0, 529335

Z score for skewness = 0, 841074
P-Val ue = 0, 400305

Z score for kurtosis = 1, 42152
P-Val ue = 0, 155166

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her Est 7MI'1l can be adequately nodel ed by a normal distribution
The chi-square test divides the range of Est7MI1l into 18 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0, 155166
Because the P-value for this test is greater than or equal to 0.10, we
can not reject the idea that Est7MIl cones froma normal distribution
with 90% or hi gher confidence
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Histogram for Est7/MT1
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Goodness-of -Fit Tests for Est7Mrl

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 38, 5679 6 6,71 0, 08
38, 5679 39, 5867 6 6,71 0, 08
39, 5867 40, 3706 6 6,71 0, 08
40, 3706 41,1018 5 6,71 0,44
41,1018 41, 8856 11 6,71 2,74
41, 8856 42,9044 8 6,71 0, 25
above 42,9044 5 6,71 0,44

Chi - Square = 4,08527 with 4 d.f. P-Val ue = 0, 394589

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0699902
Esti mat ed Kol nbgorov statistic DM NUS = 0, 108283
Estimated overall statistic DN = 0, 108283

Appr oxi mate P-Val ue = 0, 640051

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 108283 0, 754696 >=0. 10*
Ander son-Darling A2 0, 566604 0, 576222 0, 1345*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
Est 7MI'1 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of Est7MIl into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of Est7MI1 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,108283. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-value anpngst the tests performed is greater
than or equal to 0.10, we can not reject the idea that Est7MIl cones
froma normal distribution with 90% or higher confidence.
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Probability Plots

Probability Plots

Data variabl e: Est7MI1

Nunmber of observations = 47
Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether Est7MI1 comes froma particular type of
distribution. After exami ning these plots, you may fit a distribution
to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot
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I ndi vi dual s Charts - Est7Mr1l
X and MR(2) - Initial Study for Est7MI1

Nunmber of observations = 47
0 observations excl uded

X Chart

UCL: +3,0 sigma = 45, 4598
Centerline = 40, 7362
LCL: -3,0 sigma = 36,0125
2 beyond linmts

MR(2) Chart

UCL: +3,0 sigma = 5,80535
Centerline = 1,77609
LCL: -3,0 sigma = 0,0

2 beyond linmts

Esti mat es

Process nean = 40, 7362
Process sigma = 1,57455
Mean MR(2) = 1, 77609

53



The St at Advi sor

This procedure creates an individuals chart for
designed to allow you to determni ne whether the data
process which is in a state of statistical control.
charts are constructed under the assunption that th

Est 7Mr1. It is
cone froma
The control

e data cone froma

nor mal

distribution with a mean equal

to 40,7362 and a standard

devi ati on equal

to 1,57455.

These paranmeters were estimted fromthe

dat a.

the control

O the 47 nonexcl uded points shown on the charts,

2 are beyond

limts on the first chart while 2 are beyond the limts on

the second chart.

Since the probability of seeing 2 or

nore points

beyond the limts just by chance is 7,87369E-7 if the data cones from

the assunmed distribution,

we can declare the process to be out of

control

at the 99% confi dence | evel.
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One- Variabl e Analysis -

Anal ysi s Sunmary

Observation

Est 28MT'1

Data vari abl e:

Est 28Mr'1

38 val ues ranging from50,0 to 55,9

UCL = 45,46
CTR = 40,74
LCL = 36,01
UCL =581
CTR=178
LCL = 0,00
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The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Est28MT1

Summary Statistics for Est28MI1

Count = 38

Aver age = 53, 4237

Vari ance = 2,17213

St andard deviation = 1,47381
M ni mum = 50,0

Maxi num = 55,9

Range = 5,9

St nd. skewness = -1, 98657
Stnd. kurtosis = 0, 145137
The St at Advi sor
This tabl e shows summary statistics for Est28MI1. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
standardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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Est28MT1

Uncensored Data - Est28MI1l

Anal ysis Summary

Data variabl e: Est28Mri

38 val ues ranging from50,0 to 55,9

Fitted normal distribution:
mean = 53,4237
standard deviation = 1,47381

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on Est28Mrl. The estinmated paraneters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of-Fit
Tests fromthe |list of Tabular Options. You can al so assess visually
how wel I the normal distribution fits by selecting Frequency Histogram
fromthe Iist of Gaphical Options. Qher options within the
procedure allow you to conmpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate nouse button and sel ect Analysis Options.
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Density Trace for Est28MT1
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Tests for Normality for Est28Mrl

Conput ed Chi - Square goodness-of-fit statistic = 14,2105
P-Val ue = 0, 359187

Shapiro-W 1l ks Wstatistic = 0, 930875
P-Val ue = 0, 0270984

Z score for skewness = 1, 43215
P-Val ue = 0, 152101

Z score for kurtosis
P-Val ue = 0, 704658

0, 379036

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her Est 28MI'1 can be adequately nodel ed by a normal distribution
The chi-square test divides the range of Est28MI1l into 16 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0,0270984
Because the P-value for this test is less than 0.05, we can reject the
idea that Est28MI1 cones froma nornel distribution with 95%
confidence
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Histogram for Est28MT1
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Goodness-of -Fit Tests for Est28Mrl

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 51, 8503 5 5,43 0, 03
51, 8503 52,5896 4 5, 43 0, 38
52, 5896 53, 1584 5 5, 43 0, 03
53, 1584 53, 689 3 5, 43 1,09
53, 689 54, 2578 9 5, 43 2,35
54,2578 54,9971 9 5,43 2,35
above 54,9971 3 5,43 1, 09

Chi-Square = 7,31601 with 4 d.f. P-Val ue = 0, 120101

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0815425
Esti mat ed Kol nbgorov statistic DM NUS = 0, 153401
Estimated overall statistic DN = 0, 153401

Appr oxi mate P-Val ue = 0, 335227

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 153401 0, 965248 <0. 05*
Ander son-Darling A2 0, 882269 0, 901057 0, 0216*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
Est 28MI'1 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of Est28MI1l i nto nonoverl apping
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of Est28Mr1 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,153401. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-val ue anpngst the tests performed is |l ess than
0.05, we can reject the idea that Est28Mrl cones froma nornal
distribution with 95% confidence.
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Probability Plots

Probability Plots

Data vari abl e: Est28MI1

Nunmber of observations = 38
Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether Est28Mr1 conmes froma particular type of
distribution. After exami ning these plots, you may fit a distribution
to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot
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Est28MT1

I ndi vi dual s Charts - Est28Mr1
X and MR(2) - Initial Study for Est28Mr1

Nunmber of observations = 38
0 observations excl uded

UCL: +3,0 sigma = 56, 2701
Centerline = 53, 4237

LCL: -3,0 sigm 50, 5772
3 beyond limts

MR(2) Chart

UCL: +3,0 sigma = 3,4983
Centerline = 1,07027
LCL: -3,0 sigma = 0,0

0 beyond limts

Esti mat es

Process nean = 53,4237
Process sigma = 0,948821
Mean MR(2) = 1,07027



The St at Advi sor

This procedure creates an individuals chart for Est28MI1. It is
designed to allow you to determnmi ne whether the data conme from a
process which is in a state of statistical control. The control

charts are constructed under the assunption that the data cone froma
normal distribution with a nean equal to 53,4237 and a standard

devi ation equal to 0,948821. These paraneters were estimated fromthe
data. O the 38 nonexcl uded points shown on the charts, 3 are beyond
the control linmts on the first chart while O are beyond the limits on
the second chart. Since the probability of seeing 3 or nore points
beyond the limts just by chance is 1,65354E-10 if the data cones from
the assumed distribution, we can declare the process to be out of
control at the 99% confidence |evel.

X Chart for Est28MT1
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One-Variable Analysis - IRMT4
Anal ysi s Sunmary
Data vari abl e: | RMI4

48 val ues ranging from2,16 to 6,85

The St at Advi sor

This procedure is designed to summarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.

Scatterplot
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Summary Statistics for | RMI4
Count = 48
Average = 5, 38812
Vari ance = 0, 684092
St andard deviation = 0, 827099
M ni mum = 2, 16
Maxi num = 6, 85
Range = 4,69
St nd. skewness = -3, 42009
Stnd. kurtosis = 4,97428
The St at Advi sor
This table shows summary statistics for |RMI4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is not within the range expected for data from a nornal
distribution. The standardized kurtosis value is not within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot

2,1 31 4,1 51 6,1 7,1
IRMT4

Uncensored Data - | RMI4

Anal ysi s Sunmary

Data vari abl e: | RMI4

48 val ues ranging from2,16 to 6,85

Fitted normal distribution:
mean = 5, 38812
standard deviation = 0,827099

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on IRMI4. The estimated paraneters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for IRMT4
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Tests for Normality for | RMI4

Conput ed Chi - Square goodness-of-fit statistic = 22,5
P-Val ue = 0, 0953482

Shapiro-W Il ks Wstatistic = 0,933851
P-Val ue = 0, 0127672

Z score for skewness = 2, 23362
P-Val ue = 0, 0255076

Z score for kurtosis = 2,95247
P-Val ue = 0, 00315256

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her | RMI4 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of IRMI4 into 18 equal ly probable
cl asses and conpares the nunber of observations in each class to the
nunber expected. The Shapiro-Wlks test is based upon conparing the
quantiles of the fitted normal distribution to the quantiles of the
data. The standardi zed skewness test |ooks for |lack of symetry in
the data. The standardi zed kurtosis test |ooks for distributiona
shape which is either flatter or nore peaked than the nornal
di stribution.

The | owest P-val ue anpngst the tests perfornmed equals 0,00315256
Because the P-value for this test is less than 0.01, we can reject the
idea that IRMI4 cones froma nornmal distribution with 99% confidence
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Histogram for IRMT4
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Goodness-of -Fit Tests for | RVI4
Chi - Squar e Test
Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 4,50514 7 6, 86 0, 00
4, 50514 4, 92003 5 6, 86 0, 50
4, 92003 5, 23924 8 6, 86 0, 19
5, 23924 5,53701 6 6, 86 0,11
5, 53701 5, 85622 7 6, 86 0, 00
5, 85622 6,27111 10 6, 86 1, 44
above 6, 27111 5 6, 86 0, 50

Chi - Square = 2,75009 with 4 d.f. P-Val ue = 0, 600478

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0666527
Esti mat ed Kol nbgorov statistic DM NUS = 0, 0890638
Esti mated overall statistic DN = 0, 0890638

Appr oxi mate P-Val ue = 0, 840931

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 0890638 0, 627088 >=0. 10*
Ander son-Darling A2 0, 521185 0, 529838 0, 1761*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether |RMI4
can be adequately nodeled by a normal distribution. The chi-square
test divides the range of |RMI4 into nonoverl apping intervals and
conpares the nunber of observations in each class to the nunber
expect ed based on the fitted distribution. The Kol nogorov-Sni rnov
test conputes the maxi num di stance between the cunul ative distribution
of IRMI4 and the CDF of the fitted normal distribution. 1In this case,
t he maxi mum di stance is 0,0890638. The other EDF statistics conpare
the enpirical distribution function to the fitted CDF in different
ways.

Since the smallest P-value anpngst the tests perfornmed is greater
than or equal to 0.10, we can not reject the idea that | RM4 cones
froma normal distribution with 90% or higher confidence.
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Probability Plots

Probability Plots

Data vari abl e: | RMI4

Nunmber of observations = 48
Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether | RMI4 cones froma particul ar type of
distribution. After exami ning these plots, you may fit a distribution
to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot
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One- Variabl e Analysis - Sl O2Mr4
Anal ysi s Sunmary
Data vari abl e: Sl Q2MT4

49 val ues ranging from20,04 to 22,61

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Scatterplot
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SI0O2MT4

Summary Statistics for SI O2Mr4

Count = 49

Average = 21,9122

Vari ance = 0,235714

St andard deviation = 0, 485503
M ni nrum = 20, 04

Maxi num = 22, 61

Range = 2,57

St nd. skewness = -4, 29694
Stnd. kurtosis = 5, 34637
The St at Advi sor
This table shows summary statistics for SIO2MI4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e comes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is not within the range expected for data from a nornal
distribution. The standardized kurtosis value is not within the range
expected for data froma normal distribution.

66



Box-and-Whisker Plot
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SI0O2MT4

Uncensored Data - Sl O2Mr4

Anal ysi s Sunmary

Data vari abl e: Sl Q2Mr4

48 val ues ranging from 20,69 to 22,61

Fitted normal distribution:
mean = 21, 9513
standard deviation = 0,405702

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on SIO2Mr4. The estimated paraneters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for SIO2MT4
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Tests for Normality for Sl O2Mr4

Conput ed Chi - Square goodness-of-fit statistic = 21,75
P-Val ue = 0, 114529

Shapiro-W Il ks Wstatistic = 0, 952734
P-Val ue = 0, 0857084

Z score for skewness = 1, 51611
P-Val ue = 0, 12949

Z score for kurtosis = 1,0764
P-Val ue = 0, 281746

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her SI O2MI'4 can be adequately nodel ed by a normal distribution
The chi-square test divides the range of SI2MI4 into 18 equal ly
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0,0857084
Because the P-value for this test is less than 0.10, we can reject the

idea that SI ®Mr4 cones froma normal distribution with 90% confi dence
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Histogram for SIO2MT4
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Goodness-of -Fit Tests for SI2Mr4
Chi - Squar e Test
Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 21,5181 8 6, 86 0,19
21,5181 21,7216 3 6, 86 2,17
21,7216 21,8782 7 6, 86 0, 00
21, 8782 22,0243 8 6, 86 0, 19
22,0243 22,1809 7 6, 86 0, 00
22,1809 22,3844 9 6, 86 0, 67
above 22,3844 6 6, 86 0,11

Chi-Square = 3,33324 with 4 d.f. P-Val ue = 0, 503684

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0718395
Esti mat ed Kol nbgorov statistic DM NUS = 0, 0983571
Esti mated overall statistic DN = 0,0983571

Appr oxi mate P-Value = 0, 741872

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 0983571 0, 692522 >=0. 10*
Ander son-Darling A2 0, 571401 0, 580887 0, 1309*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
SI @2MT4 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of SI O2Mr4 into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of SIO2Mr4 and the CDF of the fitted normal
distribution. |In this case, the maxi num di stance is 0,0983571. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-value anpngst the tests performed is greater
than or equal to 0.10, we can not reject the idea that Sl ®Mr4 cones
froma normal distribution with 90% or higher confidence.
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Probability Plots

Probability Plots

Data vari abl e: Sl Q2Mr4

Nunmber of observations = 48
Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether SI2MI4 conmes froma particular type of
distribution. After exami ning these plots, you may fit a distribution
to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot
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One- Variabl e Analysis - AMI4l 2Q3
Anal ysi s Sunmary
Data vari abl e: AMI4l 203

48 val ues ranging from4,71 to 5,47

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Scatterplot
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Summary Statistics for AMI4l 203
Count = 48
Average = 5,00333
Vari ance = 0,0270014
St andard deviation = 0,164321
M ni mum = 4,71
Maxi mum = 5, 47
Range = 0,76
St nd. skewness = 1, 38937
Stnd. kurtosis = 0, 147439
The St at Advi sor
This tabl e shows summary statistics for AMI4l203. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot

4,7 4,9 5.1 53 55
AMT41203

Uncensored Data - AMr4l 203

Anal ysi s Sunmary

Data vari abl e: AMI4l 203

48 val ues ranging from4,71 to 5,47

Fitted normal distribution:
mean = 5, 00333
standard deviation = 0,164321

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on AMI4l 2G3. The estinmated paraneters of the fitted
distribution are shown above. You can test whether the nornmal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for AMT41203
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Goodness-of -Fit Tests for AMI4l 2C3

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 4,82791 8 6, 86 0,19
4, 82791 4,91034 9 6, 86 0, 67
4,91034 4,97375 3 6, 86 2,17
4,97375 5,03291 7 6, 86 0, 00
5, 03291 5, 09633 10 6, 86 1, 44
5, 09633 5,17876 4 6, 86 1,19
above 5,17876 7 6, 86 0, 00

Chi -Square = 5,66669 with 4 d.f. P-Val ue = 0, 225461

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0898056
Esti mat ed Kol nbgorov statistic DM NUS = 0, 0501047
Esti mated overall statistic DN = 0, 0898056

Appr oxi mate P-Val ue = 0, 833607

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 0898056 0, 632311 >=0. 10*
Ander son-Darling A2 0, 361605 0, 367609 0, 4309*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
AMT4] 2G3 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of AMI4l 2Q3 i nto nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of AMr4l 208 and the CDF of the fitted normal
distribution. |In this case, the maxi num di stance is 0, 0898056. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-value anpngst the tests perfornmed is greater
than or equal to 0.10, we can not reject the idea that AMI4l 203 cones
froma normal distribution with 90% or higher confidence.
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Histogram for AMT41203
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Probability Plots

Probability Plots

Data vari abl e: AMT4l 203

Nunmber of observations = 48
Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether AMI4l 203 cones froma particul ar type of
distribution. After exami ning these plots, you may fit a distribution
to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot
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One- Variabl e Anal ysis - BLAI NEMT4

Anal ysi s Sunmary
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Data vari abl e: BLAI NEMT4

48 val ues ranging from4110,0 to 4350,0

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.

Scatterplot

T T T T T T
o
=]
o o o
o |:|E
o o
o
o
o
o
Bono
o o o
o o
o
[u] [u] [= I o
o
o B® o
o o B
o

4100 4150 4200 4250 4300 4350
BLAINEMT4

Summary Statistics for BLAI NEMI4

Count = 48

Average = 4255,0

Vari ance = 2936, 17

St andard devi ati on = 54, 1864
M ni rum = 4110, 0

Maxi num = 4350, 0

Range = 240, 0

St nd. skewness = -2,57892
Stnd. kurtosis = 1,21891
The St at Advi sor
This table shows summary statistics for BLAINEMI4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is not within the range expected for data from a nornal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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Uncensored Data - BLAI NEMT4

Anal ysi s Sunmary

Data vari abl e: BLAI NEMT4

48 val ues ranging from4110,0 to 4350,0

Fitted normal distribution:
mean = 4255,0
standard deviation = 54, 1864

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on BLAI NEMI4. The estinmated paraneters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for BLAINEMT4
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Tests for Normality for BLAINEMT4

Conput ed Chi - Square goodness-of-fit statistic = 21,75
P-Val ue = 0, 114529

Shapiro-Wl ks Wstatistic = 0,931973
P-Val ue = 0, 010514

Z score for skewness = 1, 78276
P-Val ue = 0, 0746257

Z score for kurtosis = 1, 28702
P-Val ue = 0, 198087

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her BLAI NEMT4 can be adequately nodel ed by a nornal distribution
The chi-square test divides the range of BLAINEMI4 into 18 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0,010514
Because the P-value for this test is less than 0.05, we can reject the
i dea that BLAI NEMI4 cones froma nornmel distribution with 95%
confidence
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Histogram for BLAINEMT4
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Goodness-of -Fit Tests for BLAI NEMI4

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 4197, 15 6 6, 86 0,11
4197, 15 4224, 33 3 6, 86 2,17
4224, 33 4245, 25 8 6, 86 0, 19
4245, 25 4264, 75 7 6, 86 0, 00
4264, 75 4285, 67 10 6, 86 1, 44
4285, 67 4312, 85 10 6, 86 1, 44
above 4312, 85 4 6, 86 1,19

Chi-Square = 6,54168 with 4 d.f. P-Val ue = 0, 162183

Esti mat ed Kol nbgorov statistic DPLUS = 0,0717156
Esti mat ed Kol nbgorov statistic DM NUS = 0, 134765
Estimated overall statistic DN = 0, 134765

Appr oxi mate P-Val ue = 0, 350746

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 134765 0, 948865 <0. 05*
Ander son-Darling A2 0, 952259 0, 968068 0, 0148*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
BLAI NEMT4 can be adequately nodeled by a normal distribution. The
chi-square test divides the range of BLAI NEMI4 into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of BLAINEMI4 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,134765. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-val ue anpngst the tests performed is |l ess than
0.05, we can reject the idea that BLAINEMI4 cones from a nor nal
distribution with 95% confidence.
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Probability Plots

Probability Plots

Data vari abl e: BLAI NEMT4

Nunmber of observations = 48
Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether BLAI NEMI4 cones froma particular type
of distribution. After exam ning these plots, you may fit a
distribution to the data by selecting the Dstribution Fitting
procedure.

Normal Probability Plot
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One- Variabl e Analysis - LO M4
Anal ysi's Sunmary
Data vari abl e: LO M4

48 val ues ranging from3,04 to 6,07

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.

It will calculate various statistics and graphs. Also included in the

procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Scatterplot
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Summary Statistics for LO M4
Count = 48
Aver age = 4,82917
Vari ance = 0, 315659
St andard deviation = 0,561835
M ni mum = 3, 04
Maxi mum = 6, 07
Range = 3,03
St nd. skewness = -1, 26573
Stnd. kurtosis = 1, 85195
The St at Advi sor
This tabl e shows summary statistics for LOM4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e comes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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Uncensored Data - LO M4

Anal ysi s Sunmary

Data vari abl e: LO M4

48 val ues ranging from3,04 to 6,07

Fitted normal distribution:
mean = 4, 82917
standard deviation = 0,561835

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on LO Mr4. The estimated paranmeters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for LOIMT4
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Goodness-of -Fit Tests for LA M4

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 4,22937 4 6, 86 1,19
4, 22937 4,5112 7 6, 86 0, 00
4,5112 4, 72803 12 6, 86 3, 86
4, 72803 4, 9303 5 6, 86 0, 50
4, 9303 5, 14714 5 6, 86 0, 50
5, 14714 5, 42897 10 6, 86 1, 44
above 5, 42897 5 6, 86 0, 50

Chi - Square = 8,00019 with 4 d.f. P-Val ue = 0, 0915711

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0768642
Esti mat ed Kol nbgorov statistic DM NUS = 0, 099066
Estimated overall statistic DN = 0, 099066

Appr oxi mate P-Value = 0, 733824

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 099066 0, 697513 >=0. 10*
Ander son-Darling A2 0, 410302 0, 417113 0, 3305*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
LO Mr4 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of LO M4 into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of LOMI4 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,099066. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-value anpngst the tests perfornmed is |ess than
0.10, we can reject the idea that LO M4 conmes from a nor nal
distribution with 90% confi dence.
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Histogram for LOIMT4
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Probability Plots

Probability Plots

Data variable: LO M4

Nunber of observations = 48
Nunber of values bel ow mi ni mum 0
Nunber of values above maxi mum 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether LO M4 conmes froma particular type of
distribution. After exami ning these plots, you may fit a distribution
to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot

999 F ' ' ' "

cumulative percent
a1
o

0,1 L L L L 11
3 4 5 6 7

LOIMTA4

One- Variabl e Anal ysis - Est 1MI4

Anal ysi s Sunmary
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Data vari abl e: Est 1MI4

44 val ues ranging from10,7 to 15,8

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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EstiMT4

Summary Statistics for Est1MI4

Count = 44

Average = 13,4477

Vari ance = 1, 34441

St andard deviation = 1,15949
M ni rum = 10,7

Maxi num = 15,8

Range = 5,1

St nd. skewness = -0, 13506
Stnd. kurtosis = -0, 682939
The St at Advi sor
This table shows summary statistics for Est1MI4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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EstiMT4

Uncensored Data - Est1MI4

Anal ysis Summary

Data vari abl e: Est1Mr4

44 val ues ranging from 10,7 to 15,8

Fitted normal distribution:
mean = 13, 4477
standard deviation = 1,15949

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on Est 1MI4. The estinated paraneters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of-Fit
Tests fromthe |list of Tabular Options. You can al so assess visually
how wel I the normal distribution fits by selecting Frequency Histogram
fromthe Iist of Gaphical Options. Qher options within the
procedure allow you to conmpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate nouse button and sel ect Analysis Options.
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Density Trace for Est1MT4
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Tests for Normality for Est1Mr4

Conput ed Chi -Square goodness-of-fit statistic = 12,4091
P-Val ue = 0, 573486

Shapiro-W 1l ks Wstatistic = 0,980089
P-Val ue = 0, 765114

Z score for skewness = 0, 103916
P-Val ue = 0,917231

Z score for kurtosis = -0, 713759
P-Val ue = 0, 475374

The St at Advi sor

This pane shows the results of several tests run to determn ne
whet her Est 1MI'4 can be adequately nodel ed by a normal distribution
The chi-square test divides the range of Est1MI4 into 17 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0,475374
Because the P-value for this test is greater than or equal to 0.10, we
can not reject the idea that Est 1Mi4 cones froma normal distribution
with 90% or hi gher confidence
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Histogram for Est1MT4
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Goodness-of -Fit Tests for Est1Mr4

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 12, 2099 6 6, 29 0,01
12,2099 12,7915 7 6, 29 0, 08
12,7915 13, 239 7 6, 29 0, 08
13, 239 13, 6565 5 6, 29 0, 26
13, 6565 14,1039 5 6, 29 0, 26
14,1039 14, 6856 5 6, 29 0, 26
above 14, 6856 9 6, 29 1, 17

Chi-Square = 2,1365 with 4 d.f. P-Val ue = 0, 71067

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0885961
Esti mat ed Kol nbgorov statistic DM NUS = 0, 067938
Esti mated overall statistic DN = 0, 0885961

Appr oxi mate P-Value = 0, 880163

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 0885961 0, 598147 >=0. 10*
Ander son-Darling A2 0, 281607 0, 286734 0, 6227*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
Est 1MI'4 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of Est1Mr4 into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cumul ative distribution of Est1MI4 and the CDF of the fitted normal
distribution. |In this case, the maxi num di stance is 0,0885961. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-value anpngst the tests performed is greater
than or equal to 0.10, we can not reject the idea that Est1MI4 cones
froma normal distribution with 90% or higher confidence.
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Probability Plots

Probability Plots

Data vari abl e: Est 1MI4

Nunmber of observations = 44
Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether Est1MI4 comes froma particular type of
distribution. After exami ning these plots, you may fit a distribution
to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot
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One- Variabl e Anal ysis - Est2MI1
Anal ysi s Sunmary
Data vari abl e: Est2Mrl

46 val ues ranging from22,5 to 30,7

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Scatterplot
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Est2MT1
Summary Statistics for Est2MI1l
Count = 46
Aver age = 26,4109
Vari ance = 3,11166
St andard deviation = 1,76399
M ni mum = 22,5
Maxi mum = 30,7
Range = 8,2
St nd. skewness = -0, 375575
Stnd. kurtosis = -0,0491938
The St at Advi sor
This table shows summary statistics for Est2MIl. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e comes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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Probability Plots

Probability Plots

Data vari abl e: Est2Mr4

Nunmber of observations = 43
Nunmber of val ues bel ow m nimnum 0
Nunmber of val ues above maxi num 0

The St at Advi sor

This procedure creates seven different types of probability plots
to hel p you determ ne whether Est2Mr4 conmes froma particular type of
distribution. After exami ning these plots, you may fit a distribution
to the data by selecting the Distribution Fitting procedure.

Normal Probability Plot
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One- Variabl e Anal ysis - Est 7MI4

Anal ysi s Sunmary



Data vari abl e: Est 7MI4

44 val ues ranging from34,9 to 45,7

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Est/MT4

Summary Statistics for Est 7Mr4

Count = 44

Aver age = 40, 1364

Vari ance = 5,30795

St andard deviation = 2,3039
M ni mum = 34,9

Maxi mum = 45,7

Range = 10,8

St nd. skewness = 0, 317924
Stnd. kurtosis = 0, 0480608
The St at Advi sor
This tabl e shows summary statistics for Est7MI4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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One-Variable Analysis - CLK_3

Anal ysi s Sunmary
Data variable: CLK 3

69 val ues ranging from95,7 to 96,9

The St at Advi sor

This procedure is designed to summarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Summary Statistics for CLK 3
Count = 69
Aver age = 96, 4072
Vari ance = 0,0665644
St andard deviation = 0,258001
M ni mum = 95,7
Maxi mum = 96, 9
Range = 1,2
St nd. skewness = -0, 799751
Stnd. kurtosis = -0,140826
The St at Advi sor
This table shows summary statistics for CLK 3. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
standardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.

93



Box-and-Whisker Plot
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Individuals Charts - CLK_3

X and MR(2) - Initial Study for CLK 3

Nunmber of observations = 66
0 observations excl uded

X Chart

UCL: +3,0 sigma = 97,0284
Centerline = 96, 4106
LCL: -3,0 sigma = 95,7928
1 beyond limts

MR(2) Chart

UCL: +3,0 sigma = 0, 759325
Centerline = 0, 232308
LCL: -3,0 sigma = 0,0

2 beyond limts

Esti mat es

Process nean = 96, 4106
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Process sigma = 0,205947

Mean MR(2) = 0, 232308

The St at Advi sor

This procedure creates an individuals chart for

control .

CLK_3.
designed to allow you to determ ne whether the data conme froma

process which is in a state of statistical The control

charts are constructed under the assunption that the data cone froma

nor mal
devi ati on equal
dat a.
the control
the second chart.

distribution with a mean equal
to 0,205947.

to 96,4106 and a standard
These paranmeters were estimted fromthe
O the 66 nonexcluded points shown on the charts,

1 is beyond
limts on the first chart while 2 are beyond the limts on

Since the probability of seeing 2 or nore points

beyond the linmts just by chance is 0,00000156182 if the data cones

fromthe assuned distribution,

control

X Chart for CLK_3

we can declare the process to be out
at the 99% confi dence |evel.
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Anal ysi s Sunmary
Data variabl e: GYP_3

69 val ues ranging from3,1 to 4,3

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.

Scatterplot
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Summary Statistics for GYP_3

Count = 69

Average = 3,59275

Vari ance = 0,0665644

St andard deviation = 0,258001
Mnimm-= 3,1

Maxi mum = 4, 3

Range = 1,2

St nd. skewness = 0, 799751
Stnd. kurtosis = -0, 140826
The St at Advi sor
This table shows summary statistics for GYP_3. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e comes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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Individuals Charts - GYP_3

X and MR(2) - Initial Study for GYP_3

Nunmber of observations = 66
0 observations excl uded

X Chart

UCL: +3,0 sigma = 4,20723
Centerline = 3,58939
LCL: -3,0 sigma = 2,97155

1 beyond limts

MR(2) Chart



UCL: +3,0 sigma = 0, 759325
Centerline = 0, 232308
LCL: -3,0 sigma = 0,0

2 beyond limts

Esti mat es

Process nean = 3, 58939
Process sigma = 0,205947
Mean MR(2) = 0, 232308

The St at Advi sor

This procedure creates an individuals chart for GYP_3.

It

is

designed to allow you to determ ne whether the data come from a
process which is in a state of statistical control. The control

charts are constructed under the assunption that the data conme froma

normal distribution with a nean equal to 3,58939 and a standard

devi ation equal to 0,205947. These paraneters were estimated fromthe
1 is beyond

the control linmts on the first chart while 2 are beyond the limts on
nore points

data. O the 66 nonexcl uded points shown on the charts,

the second chart. Since the probability of seeing 2 or

beyond the linmts just by chance is 0,00000156182 if the data cones

fromthe assuned distribution, we can declare the process to be out of

control at the 99% confidence |evel.

X Chart for GYP_3

4,1 -
38

35

32

2,9 [ 1 1 1

0 20 40 60
Observation

UCL=4,21
CTR=3,59
LCL =2,97
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MR(2) Chart for GYP_3
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One- Variabl e Analysis - Bl
Anal ysi s Sunmary

Data variable: Blaine_3

69 val ues ranging from3570,0 to 3910,0

The St at Advi sor

oo L
o

Observation

aine_3

This procedure is designed to summarize a single sanple of data.

It will calculate various statistics and graphs.

Al so included in the

procedure are confidence intervals and hypothesis tests. Use the
cal Options buttons on the anal ysis tool bar

Tabul ar Options and Graphi
to access these different

procedures.

UCL=0,76
CTR=0,23
LCL =0,00
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Blaine 3

Summary Statistics for Blaine_3
Count = 69
Average = 3673, 48
Vari ance = 4602, 43
St andard devi ati on = 67, 8412
M ni rum = 3570, 0
Maxi nrum = 3910, 0
Range = 340, 0
St nd. skewness = 3, 34393
Stnd. kurtosis = 3, 97549
The St at Advi sor

This tabl e shows summary statistics for Blaine_3. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
standardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is not within the range expected for data from a nornal
distribution. The standardized kurtosis value is not within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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Uncensored Data - Blaine_3

Anal ysi's Summary

Data variable: Blaine_3

69 val ues ranging from3570,0 to 3910,0

Fitted normal distribution:
mean = 3673, 48
standard deviation = 67,8412

The St at Advi sor

Thi s anal ysis shows the results of fitting a normal distribution to
the data on Blaine_3. The estinmated paraneters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of-Fit
Tests fromthe |list of Tabular Options. You can al so assess visually
how wel I the normal distribution fits by selecting Frequency Histogram
fromthe |ist of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,

101



press the alternate npuse button and sel ect Analysis Options

Density Trace for Blaine_3
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Tests for Normality for Blaine_3

Conput ed Chi -Square goodness-of-fit statistic = 48,1739
P-Val ue = 0, 000141856

Shapiro-Wl ks Wstatistic = 0, 914866
P- Val ue = 0, 0000751461

Z score for skewness = 2,21041
P-Val ue = 0, 0270764

Z score for kurtosis = 2,65365
P-Val ue = 0, 00796263

The St at Advi sor

This pane shows the results of several tests run to deternine
whet her Bl ai ne_3 can be adequately nodel ed by a nornmal distribution
The chi-square test divides the range of Blaine_3 into 21 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0,0000751461
Because the P-value for this test is less than 0.01, we can reject the
idea that Blaine_3 conmes froma normal distribution with 99%
confidence
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Histogram for Blaine_3
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Goodness-of -Fit Tests for Blaine_3

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 3595, 44 10 8, 62 0, 22
3595, 44 3627, 72 5 8, 62 1,52
3627,72 3651, 86 10 8, 62 0, 22
3651, 86 3673, 48 10 8, 63 0, 22
3673, 48 3695, 1 16 8, 63 6, 31
3695, 1 3719, 24 6 8, 62 0, 80
3719, 24 3751, 52 4 8, 62 2,48
above 3751,52 8 8, 62 0, 05

Chi-Square = 11,811 with 5 d.f. P-Val ue = 0, 0374712

Esti mat ed Kol nbgorov statistic DPLUS = 0, 145021
Esti mat ed Kol nbgorov statistic DM NUS = 0, 0892784
Estimated overall statistic DN = 0, 145021

Appr oxi mate P-Val ue = 0, 109804

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 145021 1, 21802 <0.01*
Ander son-Darling A2 1, 38244 1, 39812 0, 0013*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
Bl ai ne_3 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of Blaine_3 into nonoverl apping
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cunul ative distribution of Blaine_3 and the CDF of the fitted nornal
distribution. |In this case, the maxi num distance is 0,145021. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-value anpngst the tests performed is |l ess than
0.01, we can reject the idea that Blaine_3 cones froma nornal
distribution with 99% confi dence.
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One- Variable Analysis - Estl 3
Anal ysi s Sunmary
Data variable: Estl 3

68 val ues ranging from15,5 to 20,8

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.

Scatterplot
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Summary Statistics for Estl 3

Count = 68

Aver age = 18, 0265

Vari ance = 1,25332

St andard deviation = 1,11952
M ni rum = 15,5

Maxi num = 20, 8

Range = 5,3

St nd. skewness = 0, 892448
Stnd. kurtosis = -0, 154937
The St at Advi sor
This table shows summary statistics for Estl 3. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andar di zed kurtosis, which can be used to determ ne whether the
sanpl e cones froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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One- Variable Analysis - Est2_ 3

Anal ysi s Sunmary

Data variable: Est2_3

67 val ues ranging from26,8 to 32,5

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Sunmar y

Statistics for Est2_3

Count

= 67

Aver age
Vari ance

29,191
1,66871



Standard deviation = 1,29178
M ni rum = 26,8

Maxi mum = 32,5

Range = 5,7

Stnd. skewness = 0, 896451
Stnd. kurtosis = -0, 870309
The St at Advi sor
This table shows summary statistics for Est2_3. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.

Box-and-Whisker Plot
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One- Variable Analysis - Est7_3
Anal ysi s Sunmary
Data variable: Est7_3

64 val ues ranging from40,6 to 46,9

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Scatterplot
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Est7_3
Summary Statistics for Est7_3
Count = 64
Average = 43,9922
Vari ance = 2, 4401
St andard deviation = 1,56208
M ni mum = 40,6
Maxi mum = 46, 9
Range = 6,3
St nd. skewness = 0, 00679492
Stnd. kurtosis = -1,55348
The St at Advi sor
This table shows summary statistics for Est7_3. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andar di zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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One- Variabl e Analysis - Est28_3
Anal ysi's Summary
Data variable: Est28_3

49 val ues ranging from57,7 to 64,9

The St at Advi sor

This procedure is designed to summari ze a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Est28_ 3

Summary Statistics for Est28_3
Count = 49

Aver age = 62, 1959
Vari ance = 2,32165
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St andard deviation = 1,5237
M ni mum = 57,7

Maxi mum = 64,9

Range = 7,2

St nd. skewness = -2,58329
Stnd. kurtosis = 0, 876608
The St at Advi sor
This table shows summary statistics for Est28_3. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is not within the range expected for data from a nornal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.

Box-and-Whisker Plot
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Uncensored Data - Est28 3

Anal ysi s Sunmary

Data variable: Est28_3

49 val ues ranging from57,7 to 64,9

Fitted normal distribution:
mean = 62, 1959
standard deviation = 1,5237

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on Est28_ 3. The estimated paraneters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Graphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for Est28_3
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Tests for Normality for Est28_3

Conput ed Chi -Square goodness-of-fit statistic = 22,6327
P-Val ue = 0, 0922569

Shapiro-Wl ks Wstatistic = 0, 935966
P-Val ue = 0, 0144441

Z score for skewness = 1, 7851
P-Val ue = 0, 074244

Z score for kurtosis = 1,03262
P-Val ue = 0, 301779

The St at Advi sor

This pane shows the results of several tests run to deternmn ne
whet her Est28_3 can be adequately nodel ed by a normal distribution
The chi-square test divides the range of Est28 3 into 18 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for I|ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perforned equals 0,0144441
Because the P-value for this test is less than 0.05, we can reject the

idea that Est28_3 cones froma normal distribution with 95% confi dence
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Histogram for Est28_3
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Goodness-of -Fit Tests for Est28_3

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 60, 5693 8 7,00 0, 14
60, 5693 61, 3336 4 7,00 1,29
61, 3336 61, 9216 3 7,00 2,29
61, 9216 62, 4702 6 7,00 0, 14
62, 4702 63, 0583 14 7,00 7,00
63, 0583 63, 8226 10 7,00 1,29
above 63, 8226 4 7,00 1,29

Chi-Square = 13,4287 with 4 d.f. P-Val ue = 0, 00936024

Esti mat ed Kol nbgorov statistic DPLUS = 0, 0773865
Esti mat ed Kol nbgorov statistic DM NUS = 0, 150522
Estimated overall statistic DN = 0, 150522
Approxi mate P-Value = 0, 217277

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 150522 1, 07043 <0.01*
Ander son-Darling A2 1, 18464 1, 20388 0, 0039*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
Est28_3 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of Est28_ 3 into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cunul ative distribution of Est28 3 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,150522. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-val ue anpngst the tests performed is |l ess than
0.01, we can reject the idea that Est28_3 conmes froma nornal
distribution with 99% confi dence.
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Mul tiple Regression - Estl 3

Mul ti pl e Regression Anal ysis

St andar d T
Par anmet er Estimat e Error Statistic
CONSTANT 16, 5879 51,8701 0, 319797
CLK 3 -0,120695 0, 545627 -0,221204
Bl ai ne_3 0, 00355834 0, 00203216 1, 75102

Sour ce Sum of Squares Df Mean Square F-Ratio
Model 3, 7893 2 1, 89465 1, 54
Resi dual 80, 1831 65 1, 23359

Total (Corr.) 83,9724 67

R-squared = 4,51256 percent

R-squared (adjusted for d.f.) = 1,57448 percent
Standard Error of Est. = 1,11067

Mean absolute error = 0, 853729

Dur bi n- Wat son statistic = 1,13485 (P=0, 0001)
Lag 1 residual autocorrelation = 0,427979

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Estl 3 and 2
i ndependent variables. The equation of the fitted nodel is

Estl 3 = 16,5879 - 0, 120695*CLK_3 + 0, 00355834*B| ai ne_3

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 4,51256% of the variability in Estl_3. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 1,57448% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,11067. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absol ute error (MAE) of 0,853729 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,8256, belonging to
CLK 3. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renoving CLK 3 fromthe nodel.
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Component+Residual Plot for Estl_3
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Correlation matrix for coefficient estinmates

CONSTANT CLK 3 Bl ai ne_3
CONSTANT 1, 0000 -0,9899 0, 0273
CLK_3 -0,9899 1, 0000 -0,1689
Bl ai ne_3 0, 0273 -0,1689 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Estl 3

Mul ti pl e Regression Anal ysis

Dependent variable: Estl_3

St andard T
Par anmet er Estimate Error Statistic P- Val ue
CONSTANT 18, 0265 0,135761 132,781 0, 0000

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 0,0 0

Resi dual 83,9724 67 1, 25332

Total (Corr.) 83,9724 67

R-squared = 0,0 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1,11952

Mean absolute error = 0, 879585

Dur bi n-Wat son statistic = 1,17134 (P=0, 0002)
Lag 1 residual autocorrelation = 0,406099

St epwi se regression
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Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O
0 variables in the nodel. 67 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE = 1, 25332

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Estl 3 and 2
i ndependent variables. The equation of the fitted nodel is

Est1 3 = 18, 0265

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Estl_3. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 1,11952.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 0,879585 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

Component+Residual Plot for Estl_3
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CLK_3

Correlation matrix for coefficient estinmates

This table shows estimated correl ati ons between the coefficients in
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the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are no correlations with
absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Est2_3

Mul ti pl e Regression Anal ysis

Dependent variable: Est2_3

St andar d T
Par anmet er Estimat e Error Statistic P- Val ue
CONSTANT 29, 191 0, 157817 184, 968 0, 0000

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 0,0 0

Resi dual 110, 135 66 1,66871

Total (Corr.) 110, 135 66

R-squared = 0,0 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1,29178

Mean absolute error = 1,07423

Dur bi n-Wat son statistic = 1,44532 (P=0,0110)
Lag 1 residual autocorrelation = 0,271197

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O
0 variables in the nodel. 66 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE = 1, 66871

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est2_3 and 3
i ndependent variables. The equation of the fitted nodel is

Est2 3 = 29,191

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Est2_3. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 1,29178.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 1,07423 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |ess than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.
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Component+Residual Plot for Est2_3
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Correlation matrix for coefficient estinmates
S st
CONSTANT 1, 0000

This table shows estimated correl ati ons between the coefficients in
the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations wth
absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Est2_3

Mul ti pl e Regression Anal ysis

St andard T
Par anmet er Estimat e Error Statistic
CONSTANT 41,5619 62, 5487 0, 664473
CLK 3 -0,237812 0, 655206 -0, 362957
Bl ai ne_3 0, 00287281 0, 00238408 1, 205

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 2,50606 2 1, 25303 0,75
Resi dual 107, 629 64 1, 6817

Total (Corr.) 110, 135 66

R-squared = 2,27545 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1, 2968

Mean absolute error = 1,06241

Dur bi n-Wat son statistic = 1,41673 (P=0, 0054)
Lag 1 residual autocorrelation = 0,287393
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The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est2_3 and 2
i ndependent variables. The equation of the fitted nodel is

Est2_3 = 41,5619 - 0,237812*CLK_3 + 0,00287281*Bl ai ne_3

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 2,27545% of the variability in Est2_3. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 0,0% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,2968. This value can be used to construct prediction linmts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,06241 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,7178, belonging to
CLK 3. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renopving CLK 3 fromthe nodel.

Component+Residual Plot for Est2_3
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Correlation matrix for coefficient estinmates

CONSTANT CLK 3 Bl ai ne_3
CONSTANT 1, 0000 -0,9903 0, 0020
CLK_3 -0,9903 1, 0000 -0, 1407
Bl ai ne_3 0, 0020 -0, 1407 1, 0000

This table shows estimated correl ati ons between the coefficients in
the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
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predictor variables. In this case, there are no correlations wth
absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Est7_3

Mul ti pl e Regression Anal ysis

St andard T
Par anmet er Estimat e Error Statistic
CONSTANT 103,579 78, 0255 1, 3275
CLK 3 -0,747787 0, 814227 -0,918401
Bl ai ne_3 0, 00340307 0, 00298395 1, 14046

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 4,71377 2 2,35688 0, 96
Resi dual 149, 012 61 2,44283

Total (Corr.) 153, 726 63

R-squared = 3, 06634 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1,56295

Mean absolute error = 1,27755

Dur bi n-Wat son statistic = 1,20556 (P=0, 0003)
Lag 1 residual autocorrelation = 0,39444

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est7_3 and 2
i ndependent variables. The equation of the fitted nodel is

Est7_3 = 103,579 - 0, 747787*CLK_3 + 0, 00340307*Bl ai ne_3

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 3,06634% of the variability in Est7_3. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 0,0% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,56295. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,27755 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,3620, belonging to
CLK 3. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renoving CLK 3 fromthe nodel.
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Component+Residual Plot for Est7_3
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Correlation matrix for coefficient estinmates

CONSTANT CLK 3 Bl ai ne_3
CONSTANT 1, 0000 -0,9902 -0, 0256
CLK_3 -0,9902 1, 0000 -0,1144
Bl ai ne_3 -0, 0256 -0,1144 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Est7_3

Mul ti pl e Regression Anal ysis

Dependent variable: Est7_3

St andard T
Par anmet er Estimate Error Statistic P- Val ue
CONSTANT 43,9922 0, 19526 225, 3 0, 0000

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 0,0 0

Resi dual 153, 726 63 2, 4401

Total (Corr.) 153, 726 63

R-squared = 0,0 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1,56208

Mean absolute error = 1,30542

Dur bi n- Wat son statistic = 1,30837 (P=0, 0024)
Lag 1 residual autocorrelation = 0, 344588

St epwi se regression
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Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O
0 variables in the nodel. 63 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBSE = 2, 4401

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est7_3 and 2
i ndependent variables. The equation of the fitted nodel is

Est7_3 = 43, 9922

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Est7_3. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 1,56208.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 1,30542 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

Component+Residual Plot for Est7_3
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Correlation matrix for coefficient estinmates

This table shows estimated correl ati ons between the coefficients in
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the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are no correlations with
absol ute val ues greater than 0.5 (not including the constant term.

Mul ti pl e Regression - Est28 3

Mul ti pl e Regression Anal ysis

Dependent variable: Est28_3

St andar d T
Par anmet er Estimat e Error Statistic P- Val ue
CONSTANT 62, 1959 0,217671 285, 734 0, 0000

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 0,0 0

Resi dual 111, 439 48 2,32165

Total (Corr.) 111, 439 48

R-squared = 0,0 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1,5237

Mean absolute error = 1, 1885

Dur bi n- Wat son statistic = 1,53887 (P=0, 0536)
Lag 1 residual autocorrelation = 0,208333

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O
0 variables in the nodel. 48 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE = 2, 32165

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est28_3 and 2
i ndependent variables. The equation of the fitted nodel is

Est28_3 = 62,1959

The R-Squared statistic indicates that the nodel as fitted
expl ains 0,0%of the variability in Est28 3. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 1,5237.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 1,1885 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.
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Component+Residual Plot for Est28 3
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Correlation matrix for coefficient estinmates

CONSTANT
CONSTANT 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmpongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.

Mul tipl e Regression - Est28 3

Mul ti pl e Regression Anal ysis

Dependent variable: Est28_3

St andar d T
Par anmet er Estimat e Error Statistic P- Val ue
CONSTANT - 38,4727 82,8004 -0, 464644 0, 6444
CLK 3 0, 970306 0, 862756 1, 12466 0, 2666
Bl ai ne_3 0, 00192984 0, 00313476 0, 615627 0,5412

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 4,20913 2 2,10456 0, 90 0, 4125
Resi dual 107, 23 46 2,33109

Total (Corr.) 111, 439 48

R-squared = 3, 77706 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1,52679

Mean absolute error = 1,18122

Dur bi n- Wat son statistic = 1,5605 (P=0,0460)
Lag 1 residual autocorrelation = 0,193327

122



The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est28_3 and 2
i ndependent variables. The equation of the fitted nodel is

Est28_3 = -38,4727 + 0,970306*CLK 3 + 0, 00192984*Bl ai ne_3

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 3,77706% of the variability in Est28_3. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 0,0% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,52679. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,18122 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,5412, belonging to
Blaine_3. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renpving Blaine_3 fromthe nodel .

Component+Residual Plot for Est28 3
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Correlation matrix for coefficient estinmates

CONSTANT CLK 3 Bl ai ne_3
CONSTANT 1, 0000 -0,9903 -0, 0360
CLK_3 -0,9903 1, 0000 -0,1030
Bl ai ne_3 -0, 0360 -0,1030 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations with
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absol ute val ues greater than 0.5 (not including the constant term.

ZratieTiny avdiven deoouéveov rototyta totuévrov OPC - uvlog 4
One-Variable Analysis - CLK_4

Anal ysi s Sunmary
Data variable: CLK 4

47 val ues ranging from96,0 to 97,1

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.

Scatterplot
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Summary Statistics for CLK 4

Count = 47

Aver age = 96, 4894

Vari ance = 0,0548844

St andard deviation = 0,234274
M ni mum = 96,0

Maxi mum = 97,1

Range = 1,1

St nd. skewness = 0, 403446
Stnd. kurtosis = 0, 422985
The St at Advi sor
This table shows summary statistics for CLK 4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e cones froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
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skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.

Box-and-Whisker Plot

96 96,2 96,4 96,6 96,8 97 97,2
CLK_4

Individuals Charts - CLK_4
X and MR(2) - Initial Study for CLK 4

Nunmber of observations = 44
0 observations excl uded

UCL: +3,0 signma = 97,0606
Centerline = 96, 4977

LCL: -3,0 sigm 95, 9349
1 beyond linmts

MR(2) Chart

UCL: +3,0 sigma = 0,691731
Centerline = 0, 211628
LCL: -3,0 sigma = 0,0

1 beyond linmts

Esti mat es

Process nean = 96, 4977
Process sigma = 0, 187613
Mean MR(2) = 0,211628

The St at Advi sor

This procedure creates an individuals chart for CLK 4. It is
designed to allow you to determ ne whether the data conme froma
process which is in a state of statistical control. The control

charts are constructed under the assunption that the data conme froma
normal distribution with a nean equal to 96,4977 and a standard

devi ation equal to 0,187613. These paraneters were estimated fromthe
data. O the 44 nonexcl uded points shown on the charts, 1 is beyond
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the control linmts on the first chart while 1 is beyond the linmts on

the second chart.

Since the probability of seeing 1 or nore points

beyond the linmts just by chance is 0,00118728 if the data cones from

the assunmed distribution,

we can declare the process to be out of

control at the 99% confidence |evel.

97,4

97
96,6
96,2
95,8
95,4

95

0,8

0,6

0,4

MR(2)

0,2

One- Variabl e Analysis -

Anal ysi s Sunmary

Data vari abl e:

X Chart for CLK_4

_CI) 1IO 2IO 3IO 4IO 5(;
Observation
MR(2) Chart for CLK_4
T
CI) 1IO ) 2IO H3IO 4(; 5IO

Observation

GYP_4

GYP_4

47 val ues ranging from2,9 to 4,0

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.

It will calculate various statistics and graphs.
procedure are confidence intervals and hypothesis tests.

Al so included in the
Use the

UCL = 97,06
CTR =96,50
LCL = 95,93
UCL =0,69
CTR=0,21
LCL =0,00
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Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.

Scatterplot
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Summary Statistics for GYP_4

Count = 47

Aver age = 3,51064

Vari ance = 0,0548844

St andard deviation = 0,234274
Mnimum= 2,9

Maxi mum = 4,0

Range = 1,1

St nd. skewness = -0, 403446
Stnd. kurtosis = 0, 422985
The St at Advi sor
This table shows summary statistics for GYP_4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
standardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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Individuals Charts - GYP_4

X and MR(2) - Initial Study for GYP_4

Nunmber of observations = 44
0 observations excl uded

UCL: +3,0 sigma = 4,06511
Centerline = 3,50227

LCL: -3,0 sigm 2,93943
1 beyond linmts

MR(2) Chart

UCL: +3,0 sigm = 0, 691731

Centerline = 0,211628
LCL: -3,0 sigma = 0,0

1 beyond linmts

Esti mat es

Process nean = 3,50227
Process sigma = 0, 187613
Mean MR(2) = 0,211628

The St at Advi sor

This procedure creates an individuals chart for GYP_4. It is
designed to allow you to determ ne whether the data conme froma
process which is in a state of statistical control. The control

charts are constructed under the assunption that the data conme froma
normal distribution with a nean equal to 3,50227 and a standard

devi ation equal to 0,187613. These paraneters were estimated fromthe
data. O the 44 nonexcl uded points shown on the charts, 1 is beyond
the control linmts on the first chart while 1 is beyond the linmts on
the second chart. Since the probability of seeing 1 or nore points
beyond the limts just by chance is 0,00118728 if the data conmes from
the assumed distribution, we can declare the process to be out of
control at the 99% confidence |evel.
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X Chart for GYP_4

UCL =4,07

CTR =3,50

LCL=2,94

X
Observation
MR(2) Chart for GYP_4
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One- Variabl e Analysis - Blaine_4
Anal ysi s Sunmary
Data variable: Blaine_4

47 val ues ranging from 3550,0 to 3780,0

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
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to access these different procedures.

Scatterplot
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Blaine_4

Summary Statistics for Blaine_4
Count = 47
Aver age = 3693, 4
Vari ance = 2609, 9
St andard devi ati on = 51, 0872
M ni nrum = 3550, 0
Maxi nrum = 3780, 0
Range = 230, 0
St nd. skewness = -1, 77869
Stnd. kurtosis = 0,172919
The St at Advi sor

This tabl e shows summary statistics for Blaine_4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andar di zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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One- Variable Analysis - Estl 4
Anal ysi s Sunmary
Data variable: Estl 4

46 val ues ranging from15,0 to 19,8

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Summary Statistics for Estl 4

Count = 46
Aver age = 16, 6696
Vari ance = 0, 935498
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St andard deviation = 0,967211
M ni rum = 15,0

Maxi num = 19,8

Range = 4,8

St nd. skewness = 2, 42906
Stnd. kurtosis = 1, 84664
The St at Advi sor
This table shows summary statistics for Estl 4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is not within the range expected for data from a nornal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.

Box-and-Whisker Plot
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Uncensored Data - Estl_4

Anal ysi s Sunmary

Data variable: Estl 4

46 val ues ranging from15,0 to 19,8

Fitted normal distribution:
mean = 16, 6696
standard deviation = 0,967211

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on Estl_4. The estimated paranmeters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Graphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for Estl 4
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Tests for Normality for Estl 4

Conput ed Chi - Square goodness-of-fit statistic = 35,3913
P-Val ue = 0, 00216224

Shapiro-Wl ks Wstatistic = 0, 947304
P-Val ue = 0, 0575996

Z score for skewness = 1, 69611
P-Val ue = 0, 0898646

Z score for kurtosis = 1, 68636
P-Val ue = 0, 0917257

The St at Advi sor

This pane shows the results of several tests run to deternmn ne
whet her Est1 4 can be adequately nodel ed by a normal distribution
The chi-square test divides the range of Estl 4 into 18 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for I|ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perfornmed equals 0,00216224
Because the P-value for this test is less than 0.01, we can reject the
idea that Estl_4 cones froma normal distribution with 99% confi dence
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Histogram for Estl_4
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Goodness-of -Fit Tests for Estl_4

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 15, 637 4 6, 57 1,01
15, 637 16, 1222 12 6, 57 4,48
16, 1222 16, 4955 4 6, 57 1,01
16, 4955 16, 8437 11 6, 57 2,98
16, 8437 17, 217 5 6, 57 0, 38
17, 217 17, 7021 3 6, 57 1, 94
above 17,7021 7 6, 57 0, 03

Chi-Square = 11,8256 with 4 d.f. P-Val ue = 0, 0186964

Esti mat ed Kol nbgorov statistic DPLUS = 0, 120273
Esti mat ed Kol nbgorov statistic DM NUS = 0, 11395
Estimated overall statistic DN = 0, 120273

Appr oxi mate P-Value = 0, 533381

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 120273 0, 829603 <0. 10*
Ander son-Darling A2 0, 781327 0, 794897 0, 0395*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
Est1_4 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of Estl_4 into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cunul ative distribution of Estl_4 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,120273. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-val ue anpngst the tests performed is |l ess than
0.05, we can reject the idea that Estl 4 conmes from a nor nal
distribution with 95% confidence.
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One- Variable Analysis - Est2 4
Anal ysi s Sunmary
Data variable: Est2_4

46 val ues ranging from25,6 to 31,0

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Summary Statistics for Est2_4

Count = 46

Average = 27,7261

Vari ance = 1, 13886

St andard deviation = 1,06717
M ni mum = 25,6

Maxi rum = 31,0

Range = 5, 4

St nd. skewness = 2, 53816
Stnd. kurtosis = 1,59202
The St at Advi sor
This table shows summary statistics for Est2_4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
standardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is not within the range expected for data from a nornal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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Uncensored Data - Est2_4

Anal ysi s Sunmary

Data variable: Est2_4

46 val ues ranging from25,6 to 31,0

Fitted normal distribution:
mean = 27,7261
standard deviation = 1,06717

The St at Advi sor

This anal ysis shows the results of fitting a normal distribution to
the data on Est2_4. The estimated paranmeters of the fitted
distribution are shown above. You can test whether the normal
distribution fits the data adequately by sel ecting Goodness-of -Fit
Tests fromthe |ist of Tabular Options. You can also assess visually
how wel |l the normal distribution fits by selecting Frequency Histogram
fromthe list of Gaphical Options. Qher options within the
procedure allow you to conpute and display tail areas and critical
values for the distribution. To select a different distribution,
press the alternate npuse button and sel ect Analysis Options.
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Density Trace for Est2_4
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Tests for Normality for Est2 4

Conput ed Chi - Square goodness-of-fit statistic = 41, 6522
P-Val ue = 0, 00025418

Shapiro-W Il ks Wstatistic = 0, 921587
P- Val ue = 0, 00463415

Z score for skewness = 1, 75972
P-Val ue = 0, 0784556

Z score for kurtosis = 1,53445
P-Val ue = 0, 124918

The St at Advi sor

This pane shows the results of several tests run to deternmn ne
whet her Est2_4 can be adequately nodel ed by a normal distribution
The chi-square test divides the range of Est2_4 into 18 equally
probabl e cl asses and conpares the nunber of observations in each class
to the nunmber expected. The Shapiro-WI ks test is based upon
conparing the quantiles of the fitted normal distribution to the
quantiles of the data. The standardi zed skewness test |ooks for |ack
of symmetry in the data. The standardi zed kurtosis test |ooks for
distributional shape which is either flatter or nore peaked than the
normal distribution

The | owest P-val ue anpngst the tests perfornmed equals 0,00025418
Because the P-value for this test is less than 0.01, we can reject the
idea that Est2_4 cones froma normal distribution with 99% confi dence
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Histogram for Est2_4
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Goodness-of -Fit Tests for Est2_4

Chi - Squar e Test

Lower Upper bser ved Expect ed
Limt Limt Frequency Fr equency Chi - Squar e
at or bel ow 26, 5868 4 6, 57 1,01
26, 5868 27,1221 13 6, 57 6, 29
27,1221 27,534 12 6, 57 4,48
27,534 27,9182 0 6, 57 6, 57
27,9182 28, 3301 4 6, 57 1,01
28, 3301 28, 8654 7 6, 57 0, 03
above 28, 8654 6 6, 57 0, 05

Chi-Square = 19,4352 with 4 d.f. P-Val ue = 0, 000645347

Esti mat ed Kol nbgorov statistic DPLUS = 0, 214327
Esti mat ed Kol nbgorov statistic DM NUS = 0, 161173
Estimated overall statistic DN = 0, 214327

Appr oxi mate P-Value = 0,0292177

EDF Statistic Val ue Modi fied Form P-Val ue
Kol nogor ov- Sm rnov D 0, 214327 1, 47836 <0.01*
Ander son-Darling A2 1,61297 1, 64099 0, 0003*

*| ndi cates that the P-Value has been conpared to tables of critical values
specially constructed for fitting the currently selected distribution.
O her P-val ues are based on general tables and may be very conservative.

The St at Advi sor

This pane shows the results of tests run to determ ne whether
Est2_4 can be adequately nodel ed by a normal distribution. The
chi-square test divides the range of Est2_4 into nonoverl appi ng
intervals and conpares the nunber of observations in each class to the
nunber expected based on the fitted distribution. The
Kol nogor ov- Sm rnov test conputes the nmaxi num di stance between the
cunul ative distribution of Est2_4 and the CDF of the fitted normal
distribution. |In this case, the maxi num distance is 0,214327. The
other EDF statistics conpare the enpirical distribution function to
the fitted COF in different ways.

Since the smallest P-value anpngst the tests performed is |l ess than
0.01, we can reject the idea that Est2_4 conmes from a nor nal
distribution with 99% confi dence.
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One- Variable Analysis - Est7_4
Anal ysi s Sunmary
Data variable: Est7_4

43 val ues ranging from40,1 to 46,0

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the
Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.

Scatterplot
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Summary Statistics for Est7_4

Count = 43

Aver age = 42,5837

Vari ance = 1,7933

St andard deviation = 1,33914
M ni mum = 40,1

Maxi mum = 46,0

Range = 5,9

St nd. skewness = 1, 30825
Stnd. kurtosis = 0, 243184
The St at Advi sor
This table shows summary statistics for Est7_4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
standardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma nornmal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.
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Box-and-Whisker Plot
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One- Variabl e Analysis - Est28_4
Anal ysi s Sunmary
Data variable: Est28_4

31 values ranging from56,7 to 64,2

The St at Advi sor

This procedure is designed to sunmarize a single sanple of data.
It will calculate various statistics and graphs. Also included in the
procedure are confidence intervals and hypothesis tests. Use the

Tabul ar Options and Graphical Options buttons on the anal ysis tool bar
to access these different procedures.
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Est28_4

Summary Statistics for Est28 4
Count = 31

Average = 61, 2355
Vari ance = 4,77103
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Standard deviation = 2,18427
M ni mum = 56,7

Maxi mum = 64, 2

Range = 7,5

Stnd. skewness = -1, 58248
Stnd. kurtosis = -0, 879819
The St at Advi sor
This table shows summary statistics for Est28_4. It includes

measures of central tendency, neasures of variability, and neasures of
shape. O particular interest here are the standardized skewness and
st andardi zed kurtosis, which can be used to determ ne whether the
sanpl e conmes froma normal distribution. Values of these statistics
outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate any statistical test
regarding the standard deviation. In this case, the standardi zed
skewness value is within the range expected for data froma normal
distribution. The standardized kurtosis value is within the range
expected for data froma normal distribution.

Box-and-Whisker Plot
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Mul tiple Regression - Estl 4

Mul ti pl e Regression Anal ysis

Dependent variable: Estl_4

St andar d T
Par anmet er Estimate Error Statistic
CONSTANT - 46,5083 62,5817 -0, 74316
CLK 4 0,75 0, 639456 1,17287
Bl ai ne_4 -0, 00248938 0, 00282113 -0, 882404

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 2,00842 2 1,00421 1, 08
Resi dual 40, 089 43 0, 932302

Total (Corr.) 42,0974 45

R-squared = 4, 7709 percent
R-squared (adjusted for d.f.) = 0,341637 percent
Standard Error of Est. = 0, 965558
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Mean absolute error = 0,741182
Dur bi n-Wat son statistic = 1,17854 (P=0, 0013)
Lag 1 residual autocorrelation = 0, 383286

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Estl 4 and 2
i ndependent variables. The equation of the fitted nodel is

Estl 4 = -46,5083 + 0, 75*CLK 4 - 0, 00248938*Bl ai ne_4

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 4,7709% of the variability in Estl 4. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,341637% The standard error of
the estimate shows the standard devi ation of the residuals to be
0, 965558. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 0,741182 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,3825, belonging to
Blaine_4. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consi der renpving Blaine_4 fromthe nodel .

Component+Residual Plot for Estl_4
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Mul tiple Regression - Estl 4

Mul ti pl e Regression Anal ysis

Dependent variable: Estl_4

Par anmet er Estimate Error Statistic P- Val ue
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CONSTANT 16, 6696 0, 142608 116, 891
Anal ysi s of Variance
Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 0,0 0
Resi dual 42,0974 45 0, 935498
Total (Corr.) 42,0974 45
R-squared = 0,0 percent
R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 0,967211
Mean absolute error = 0, 736484
Dur bi n-Wat son statistic = 1,08914 (P=0, 0006)
Lag 1 residual autocorrelation = 0,429809
St epwi se regression
Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0
Step O
0 variables in the nodel. 45 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00%

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear

regression nodel to describe the relationship between Estl 4 and 2

i ndependent variables. The equation of the fitted nodel is

Estl 4 = 16, 6696

The R-Squared statistic indicates that the nodel

explains 0,0%of the variability in Estl_ 4.
statistic, which is nore suitable for conparing nodels with different
The standard error of the
esti mate shows the standard deviation of the residuals to be 0,967211.
This value can be used to construct

nunbers of independent vari abl es,

is 0,0%

as fitted
The adj usted R-squared

prediction limts for new

observations by selecting the Reports option fromthe text nenu.

mean absol ute error (MAE) of 0,736484 is the average val ue of the

residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file.
0.05, there is an indication of possible serial
residuals versus row order to see if there is any pattern which can be

seen.

Since the P-value is less than
correl ation.

Pl ot the

MBE = 0, 935498
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Component+Residual Plot for Estl_4
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Correlation matrix for coefficient estinmates

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Est2_ 4

Mul ti pl e Regression Anal ysis

Dependent variable: Est2_4

St andard T
Par anmet er Estimate Error Statistic P- Val ue
CONSTANT 27,7261 0, 157346 176, 211 0, 0000

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 0,0 0

Resi dual 51, 2487 45 1,13886

Total (Corr.) 51, 2487 45

R-squared = 0,0 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1,06717

Mean absolute error = 0, 850284

Dur bi n-Wat son statistic = 1,32218 (P=0, 0099)
Lag 1 residual autocorrelation = 0,32103

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
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F-to-renove: 4,0

Step O
0 variables in the nodel. 45 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MSE = 1, 13886

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est2_4 and 2
i ndependent variables. The equation of the fitted nodel is

Est2 4 = 27,7261

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Est2_4. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 1,06717.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 0,850284 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

Component+Residual Plot for Est2_4
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Correlation matrix for coefficient estinmates

This table shows estimated correl ati ons between the coefficients in
the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
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predictor variables. In this case, there are no correlations wth
absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Est2_ 4

Mul ti pl e Regression Anal ysis

St andard T
Par anmet er Estimat e Error Statistic
CONSTANT 0, 507005 70, 5897 0, 00718242
CLK 4 0, 245614 0, 721281 0, 340525
Bl ai ne_4 0, 000952027 0, 00318212 0, 29918

Sour ce Sum of Squares PDF Mean Square F-Ratio
Model 0, 243716 2 0,121858 0, 10
Resi dual 51, 005 43 1, 18616

Total (Carr.) 51, 2487 45

R-squared = 0, 475555 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1,08911

Mean absolute error = 0, 843562

Dur bi n-Wat son statistic = 1,33937 (P=0, 0082)
Lag 1 residual autocorrelation = 0,316082

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est2_4 and 2
i ndependent variables. The equation of the fitted nodel is

Est2 4 = 0,507005 + 0, 245614*CLK_4 + 0, 000952027*Bl ai ne_4

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 0, 475555% of the variability in Est2_4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 0,0% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,08911. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 0,843562 is the average val ue of the
residuals. The Durbin-Watson (DEW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,7662, belonging to
Blaine_4. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consi der renpving Blaine_4 fromthe nodel .
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Component+Residual Plot for Est2_4
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Correlation matrix for coefficient estinmates
consTaT aKk4  Baine 4
CONSTANT 1, 0000 -0,9860 -0,1665
CLK 4 -0,9860 1, 0000 0, 0000
Bl ai ne_4 -0,1665 0, 0000 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Est7_4

Mul ti pl e Regression Anal ysis

Dependent variable: Est7_4

St andard T
Par anmet er Estimat e Error Statistic
CONSTANT 94, 9098 91, 4316 1, 03804
CLK 4 -0, 580835 0, 925196 -0, 627797
Bl ai ne_4 0, 00100749 0, 00434521 0, 231863

Sour ce Sum of Squares PDF Mean Square F-Ratio
Model 0, 859898 2 0, 429949 0, 23
Resi dual 74, 4587 40 1, 86147

Total (Carr.) 75, 3186 42

R-squared = 1, 14168 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1, 36436

Mean absolute error = 1,00733

Dur bi n- Wat son statistic = 0,944078 (P=0, 0001)
Lag 1 residual autocorrelation = 0,506766
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The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est7_4 and 2
i ndependent variables. The equation of the fitted nodel is

Est7_4 = 94,9098 - 0, 580835*CLK 4 + 0, 00100749*Bl ai ne_4

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ains 1,14168% of the variability in Est7_4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 0,0% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,36436. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,00733 is the average val ue of the
residuals. The Durbin-Watson (DEW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,8178, belonging to
Blaine_4. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consi der renpving Blaine_4 fromthe nodel .

Component+Residual Plot for Est7_4
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Correlation matrix for coefficient estinmates

CONSTANT CLK 4 Bl ai ne_4
CONSTANT 1, 0000 -0, 9845 -0,2198
CLK_4 -0, 9845 1, 0000 0, 0451
Bl ai ne_4 -0,2198 0, 0451 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are no correlations with
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absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Est7_4

Mul ti pl e Regression Anal ysis

St andard T
Par anmet er Estimate Error Statistic P- Val ue
CONSTANT 42,5837 0, 204217 208, 522 0, 0000

Sour ce Sum of Squares PDF Mean Square F-Ratio P- Val ue
Model 0,0 0

Resi dual 75, 3186 42 1, 7933

Total (Carr.) 75, 3186 42

R-squared = 0,0 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1,33914

Mean absolute error = 1, 02596

Dur bi n- Wat son statistic = 0,98236 (P=0,0002)
Lag 1 residual autocorrelation = 0, 488764

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O
0 variables in the nodel. 42 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MSE = 1, 7933

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est7_4 and 2
i ndependent variables. The equation of the fitted nodel is

Est7 4 = 42,5837

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Est7_4. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 1,33914.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 1,02596 is the average val ue of the
residuals. The Durbin-Watson (DEW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.
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Component+Residual Plot for Est7_4
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Correlation matrix for coefficient estinmates

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.

Mul ti pl e Regression - Est28 4

Mul ti pl e Regression Anal ysis

Dependent variable: Est28_4

St andard T
Par anmet er Estimat e Error Statistic P- Val ue
CONSTANT 61, 2355 0, 392306 156, 091 0, 0000

Sour ce Sum of Squares PDF Mean Square F-Ratio P- Val ue
Model 0,0 0

Resi dual 143, 131 30 4,77103

Total (Carr.) 143, 131 30

R-squared = 0,0 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 2,18427

Mean absolute error = 1,83392

Dur bi n-Wat son statistic = 1,93012 (P=0, 4247)
Lag 1 residual autocorrelation = 0,0251971

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
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F-to-renove: 4,0

Step O
0 variables in the nodel. 30 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBSE = 4, 77103

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est28 4 and 2
i ndependent variables. The equation of the fitted nodel is

Est28 4 = 61, 2355

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Est28_4. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 2,18427.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 1,83392 is the average val ue of the
residuals. The Durbin-Watson (DEW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

Component+Residual Plot for Est28_4
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Correlation matrix for coefficient estinmates

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations wth
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absol ute val ues greater than 0.5 (not including the constant term.

Mul tipl e Regression - Est28 4

Mul ti pl e Regression Anal ysis

Dependent variable: Est28_4

St andard T
Par anmet er Estimate Error Statistic P- Val ue
CONSTANT 326, 238 148, 02 2, 20401 0, 0359
CLK 4 -2,2631 1, 49255 -1,51626 0, 1407
Bl ai ne_4 -0,0126088 0, 00719099 -1,75342 0, 0905

Sour ce Sum of Squar es PDF Mean Square F-Ratio P- Val ue
Model 21, 9546 2 10, 9773 2,54 0, 0972
Resi dual 121,176 28 4,32773

Total (Carr.) 143, 131 30

R-squared = 15, 3388 percent

R-squared (adjusted for d.f.) = 9,2916 percent
Standard Error of Est. = 2,08032

Mean absolute error = 1,68222

Dur bi n-Wat son statistic = 1,97808 (P=0, 4344)
Lag 1 residual autocorrelation = -0,00155419

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est28 4 and 2
i ndependent variables. The equation of the fitted nodel is

Est28_4 = 326,238 - 2,2631*CLK 4 - 0,0126088*Bl ai ne_4

Since the P-value in the ANOVA table is less than 0.10, there is a
statistically significant relationship between the variables at the
90% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 15, 3388% of the variability in Est28_4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 9,2916% The standard
error of the estimte shows the standard deviation of the residuals to
be 2,08032. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,68222 is the average val ue of the
residuals. The Durbin-Watson (DEW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,1407, belonging to
CLK 4. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renoving CLK 4 fromthe nodel.
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Component+Residual Plot for Est28_4
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Correlation matrix for coefficient estinmates
consTaT aKk4  Bained
CONSTANT 1, 0000 -0,9838 -0, 2380
CLK 4 -0,9838 1, 0000 0, 0599
Bl ai ne_4 -0, 2380 0, 0599 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Est2 to Est7_4

Mul ti pl e Regression Anal ysis

Dependent variable: Est2 to Est7_4

St andard T
Par anmet er Estimat e Error Statistic
CONSTANT -0, 429942 1, 15272 -0,372981
CLK 4 0, 0113891 0,0116643 0, 976406
Bl ai ne_4 -0, 00000497606 0, 000054782 -0, 0908337

Sour ce Sum of Squares PDF Mean Square F-Ratio
Model 0, 000287468 2 0,000143734 0, 49
Resi dual 0, 011835 40 0, 000295876

Total (Carr.) 0, 0121225 42

R-squared = 2,37136 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 0,017201

Mean absolute error = 0,0131124

Dur bi n- Wat son statistic = 1,29888 (P=0, 0069)
Lag 1 residual autocorrelation = 0,347481
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The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est2 to Est7_4
and 2 independent variables. The equation of the fitted nodel is

Est2 to Est7_4 = -0,429942 + 0,0113891*CLK 4 - 0, 00000497606* Bl ai ne_4

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 2,37136% of the variability in Est2 to Est7_4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 0,0% The standard
error of the estimte shows the standard deviation of the residuals to
be 0,017201. This value can be used to construct prediction linmts
for new observations by selecting the Reports option fromthe text
menu. The nean absolute error (MAE) of 0,0131124 is the average val ue
of the residuals. The Durbin-Watson (DEW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is less than 0.05, there is an indication of possible serial
correlation. Plot the residuals versus row order to see if there is
any pattern which can be seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,9281, belonging to
Blaine_4. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consi der renpving Blaine_4 fromthe nodel .

Component+Residual Plot for Est2 to Est7_4
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Correlation matrix for coefficient estinmates

CONSTANT CLK 4 Bl ai ne_4
CONSTANT 1, 0000 -0, 9845 -0,2198
CLK_4 -0, 9845 1, 0000 0, 0451
Bl ai ne_4 -0,2198 0, 0451 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are no correlations wth

154



absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Est2 to Est7_4

Mul ti pl e Regression Anal ysis

Dependent variable: Est2 to Est7_4

St andard T
Par anmet er Estimate Error Statistic P- Val ue
CONSTANT 0, 650754 0, 00259082 251, 177 0, 0000

Sour ce Sum of Squares PDF Mean Square F-Ratio P- Val ue
Model 0,0 0

Resi dual 0, 0121225 42 0,000288631

Total (Carr.) 0, 0121225 42

R-squared = 0,0 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 0,0169891

Mean absolute error = 0,0133906

Dur bi n- Wat son statistic = 1,20838 (P=0, 0039)
Lag 1 residual autocorrelation = 0,392981

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O
0 variables in the nodel. 42 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MSE = 0, 000288631

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est2 to Est7_4
and 2 independent variables. The equation of the fitted nodel is

Est2 to Est7_4 = 0,650754

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Est2 to Est7_4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 0,0% The standard
error of the estimte shows the standard deviation of the residuals to
be 0,0169891. This value can be used to construct prediction limts
for new observations by selecting the Reports option fromthe text
menu. The nean absol ute error (MAE) of 0,0133906 is the average val ue
of the residuals. The Durbin-Watson (DEW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is less than 0.05, there is an indication of possible serial
correlation. Plot the residuals versus row order to see if there is
any pattern which can be seen.
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Component+Residual Plot for Est2 to Est7_4
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Correlation matrix for coefficient estinmates
S st
CONSTANT 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Est7 to Est 28 4

Mul ti pl e Regression Anal ysis

Dependent variable: Est7 to Est 28 4

St andard T
Par anmet er Estimat e Error Statistic P- Val ue
CONSTANT 0, 109223 0, 269512 0, 405262 0, 6883
Bl ai ne_4 0, 00015669 0, 0000728846 2, 14983 0, 0400

Sour ce Sum of Squares PDF Mean Square F-Ratio P-Val ue
Model 0, 00206218 1 0,00206218 4,62 0, 0400
Resi dual 0, 0129394 29 0,000446188

Total (Carr.) 0, 0150016 30

R-squared = 13, 7464 percent

R-squared (adjusted for d.f.) = 10,7721 percent
Standard Error of Est. = 0,0211232

Mean absolute error = 0,0172772

Dur bi n- Wat son statistic = 1,936 (P=0, 4182)

Lag 1 residual autocorrelation = 0,0019443

St epwi se regression

Met hod: forward sel ection
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F-to-enter: 4,0
F-to-renove: 4,0

Step O

0 variables in the nodel. 30 d.f. for error.

R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE =
Step 1

Addi ng variable Blaine_4 with F-to-enter = 4,62178

1 variables in the nodel. 29 d.f. for error.

R-squared = 13,75% Adj usted R-squared = 10,77% MBE =

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est7 to Est 28 4
and 2 independent variables. The equation of the fitted nodel is

Est7 to Est 28_4 = 0,109223 + 0, 00015669*Bl ai ne_4

Since the P-value in the ANOVA table is less than 0.05, there is a
statistically significant relationship between the variables at the
95% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 13, 7464% of the variability in Est7 to Est 28_4. The
adjusted R-squared statistic, which is nore suitable for conparing
nodel s with different nunbers of independent variables, is 10, 7721%
The standard error of the estimate shows the standard deviation of the
residuals to be 0,0211232. This value can be used to construct
prediction limts for new observations by selecting the Reports option
fromthe text menu. The nean absolute error (MAE) of 0,0172772 is the
average val ue of the residuals. The Durbin-Watson (DEW statistic
tests the residuals to determine if there is any significant
correl ati on based on the order in which they occur in your data file.
Since the P-value is greater than 0.05, there is no indication of
serial autocorrelation in the residuals.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,0400, belonging to
Blaine_4. Since the P-value is less than 0.05, that termis
statistically significant at the 95% confi dence | evel. Consequently,
you probably don't want to renove any variables fromthe nodel.

0, 000500054

0, 000446188
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Component+Residual Plot for Est7 to Est 28 _4
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Correlation matrix for coefficient estinmates
o costawr maine 4
CONSTANT 1, 0000 -0,9999
Bl ai ne_4 -0,9999 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.

Mul tiple Regression - Est7 to Est 28 4

Mul ti pl e Regression Anal ysis

Dependent variable: Est7 to Est 28 4

St andard T
Par anmet er Estimat e Error Statistic P- Val ue
CONSTANT -0, 490017 1, 52523 -0,321274 0, 7504
CLK 4 0, 00614198 0, 0153796 0, 399358 0, 6927
Bl ai ne_4 0,000158464 0, 0000740976 2,13858 0,0413

Sour ce Sum of Squares PDF Mean Square F-Ratio P- Val ue
Model 0, 00213547 2 0,00106773 2,32 0, 1165
Resi dual 0, 0128662 28 0, 000459506

Total (Carr.) 0, 0150016 30

R-squared = 14, 2349 percent

R-squared (adjusted for d.f.) = 8,10883 percent
Standard Error of Est. = 0,0214361

Mean absolute error = 0,0173449

Dur bi n-Wat son statistic = 1,97241 (P=0, 4280)
Lag 1 residual autocorrelation = -0,0137776
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The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est7 to Est 28 4
and 2 independent variables. The equation of the fitted nodel is

Est7 to Est 28_4 = -0,490017 + 0,00614198*CLK_4 + 0,000158464*B| ai ne_4

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 14, 2349% of the variability in Est7 to Est 28_4. The
adjusted R-squared statistic, which is nore suitable for conparing
nodel s with different nunbers of independent variables, is 8,10883%
The standard error of the estimate shows the standard deviation of the
residuals to be 0,0214361. This value can be used to construct
prediction limts for new observations by selecting the Reports option
fromthe text menu. The nean absolute error (MAE) of 0,0173449 is the
average val ue of the residuals. The Durbin-Watson (DEW statistic
tests the residuals to determine if there is any significant
correl ati on based on the order in which they occur in your data file.
Since the P-value is greater than 0.05, there is no indication of
serial autocorrelation in the residuals.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,6927, belonging to
CLK 4. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renoving CLK 4 fromthe nodel.

Component+Residual Plot for Est7 to Est 28 _4
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Correlation matrix for coefficient estinmates

CONSTANT CLK 4 Bl ai ne_4
CONSTANT 1, 0000 -0,9838 -0, 2380
CLK_4 -0,9838 1, 0000 0, 0599
Bl ai ne_4 -0, 2380 0, 0599 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.
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Process Capability Analysis - Est2MT1

Anal ysi s Sunmary
Data vari abl e: Est2Mr1

Di stribution: Nornal
sanpl e size = 46
mean = 26, 4109
standard deviation = 1,76399

6,0 Sigma Limts
+3,0 sigma = 31,7028
mean = 26, 4109
-3,0 sigm = 21,1189

Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 24,0
LSL = 22,0 0, 000000% -2,50 0, 620075% 6200, 75
Tot al 0, 000000% 0, 620075% 6200, 75

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 46 observations in the variable Est2Mr1.

0, 620075% of the fitted distribution lies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |ies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for Est2MT1
LSL = 22,0, Nominal = 24,0

20F 1 Ppk=0,83
5 16 — — Ppk (lower) = (
c C 1 K=121
S 12} ]
g : ]
o °F ;
= i ]
ar .
0 L. : : : : : -
21 23 25 27 29 31 33

Est2MT1

Capability Indices for Est2Mr1

Pp =
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Ppk = 0,833503

Ppk (upper) =

Ppk (lower) = 0,833503
K = 1, 20543

Based on 6,0 sigma linmts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s 0,833503. K equals the mean minus the nominal, divided by
one-hal f the distance between the specs. Since K equals 1,20543, the
mean is |ocated 120, 543% of the way fromthe center of the specs
toward the upper specification limt.

Process Capability Analysis - Est7MIl
Anal ysi s Sunmary
Data vari abl e: Est7MI1

Di stribution: Nornal
sanpl e size = 46
mean = 40, 7304
standard deviation = 2,05306

6,0 Sigma Limts
+3,0 sigma = 46, 8896
mean = 40, 7304
-3,0 sigm = 34,5713

Obser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 38,0
LSL = 36,0 2,173913% -2,30 1, 060872% 10608, 72
Tot al 2,173913% 1, 060872% 10608, 72

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls

outside the specification linmts. |In this case, a normal distribution
was fit to a set of 46 observations in the variable Est7Mr1. 1, 06087%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.
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Process Capability for EsSt7TMT1
ILSL=3§D,NmnpaI=38@|

24 F &
C 1 Ppk=0,77
20F 1 Ppkg
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4+ =
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34 37 40 43 46 49
Est/MT1
Capability Indices for Est7MI1
Pp =
Ppk = 0,76803
Ppk (upper) =
Ppk (lower) = 0,76803
K = 1, 36522
Based on 6,0 sigma limts.
The St at Advi sor
Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equals 0,76803. K equals the nmean mi nus the noninal, divided by
one-hal f the distance between the specs. Since K equals 1,36522, the
mean is |ocated 136,522% of the way fromthe center of the specs
toward the upper specification limt.
Process Capability Analysis - Est28MI1
Anal ysi s Sunmary
Data vari abl e: Est28Mrl
Di stribution: Nornmal
sanpl e size = 37
mean = 53, 4351
standard deviation = 1,49243
6,0 Sigma Limts
+3,0 sigma = 57,9124
mean = 53, 4351
-3,0 sigma = 48,9579
bser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 52,0
LSL = 50,0 0, 000000% -2,30 1,067575% 10675, 75
Tot al 0, 000000% 1,067575% 10675, 75
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The St at Advi sor

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 37 observations in the variable Est28M1.
1,06757% of the fitted distribution lies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for Est28MT1
LSL=50@,Nmnpal=52@l

1 Ppk=0,77
1 Ppk (lower) =(
] K=0,72

12
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Est28MT1

Capabi lity Indices for Est28MI1

Pp =

Ppk = 0,767236

Ppk (upper) =

Ppk (lower) = 0,767236
K = 0, 717568

Based on 6,0 sigma limts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equals 0,767236. K equals the mean minus the nominal, divided by
one- hal f the distance between the specs. Since K equals 0,717568, the
mean is |ocated 71, 7568% of the way fromthe center of the specs
toward the upper specification limt.

Process Capability Analysis - Est2Mr4

Anal ysi s Sunmary
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Data vari abl e: Est2Mr4

Di stribution: Nornal
sanpl e size = 44
mean = 24, 85
standard deviation = 1,35724

6,0 Sigma Limts
+3,0 sigma = 28,9217
mean = 24, 85
-3,0 sigm = 20,7783

Obser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 24,0
LSL = 22,0 2,272727% -2,10 1,787073% 17870, 73
Tot al 2,272727% 1,787073% 17870, 73

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimte the
proportion of the population fromwhich that data conmes which falls

outside the specification linmts. |In this case, a normal distribution
was fit to a set of 44 observations in the variable Est2Mr4. 1,78707%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for Est2MT4
LSL = 22.'0’ Nomir)al = 24’0.

5F 1] Ppk=0,70
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Est2MT4

Capability Indices for Est2Mr4

Pp =

Ppk = 0,699951
Ppk (upper)
Ppk (lower) = 0,699951
K = 0,425

Based on 6,0 sigma linmts.
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The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. |In this case,
Ppk equal s 0,699951. K equals the mean minus the nominal, divided by
one-hal f the distance between the specs. Since K equals 0,425, the
mean is |ocated 42,5% of the way fromthe center of the specs toward
the upper specification limt.

Process Capability Analysis - Est7Mr4
Anal ysi's Sunmary
Data vari abl e: Est7Mr4

Di stribution: Nornal
sanpl e size = 45
mean = 40,1
standard deviation = 2,29059

6,0 Sigma Limts
+3,0 sigma = 46,9718
mean = 40,1
-3,0 sigm = 33,2282

bser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 38,0
LSL = 36,0 2,222222% -1,79 3,673247% 36732, 47
Tot al 2,222222% 3,673247% 36732, 47

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls

outside the specification linmts. |In this case, a normal distribution
was fit to a set of 45 observations in the variable Est7Mr4. 3,67325%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.
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Process Capability for Est7MT4

LSL = 36,0, Nominal = 38,0
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Est/MT4
Capability Indices for Est7Mr4
Pp =
Ppk = 0,596643
Ppk (upper) =
Ppk (lower) = 0,596643
K = 1,05
Based on 6,0 sigma limts.
The St at Advi sor
Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s 0,596643. K equals the mean minus the nonminal, divided by
one-hal f the distance between the specs. Since K equals 1,05, the
mean is |ocated 105,0% of the way fromthe center of the specs toward
the upper specification limt.
Process Capability Analysis - Est28Mr4
Anal ysi s Sunmary
Data vari abl e: Est28Mr4
Di stribution: Nornmal
sanpl e size = 37
mean = 52,6514
standard deviation = 1,66927
6,0 Sigma Limts
+3,0 sigma = 57, 6592
mean = 52,6514
-3,0 sigma = 47, 6435
bser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 52,0
LSL = 50,0 5, 405405% -1,59 5,610550% 56105, 50
Tot al 5, 405405% 5,610550% 56105, 50
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The St at Advi sor

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 37 observations in the variable Est28M4.
5,61055% of the fitted distribution |ies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for Est28MT4
LSL = 50,0, Nominal = 52,0

151 1 Ppk=053

5 12 - 1 Ppk (lower) =(
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Est28MT4

Capabi lity Indices for Est28Mr4

Pp =

Ppk = 0,529444

Ppk (upper) =

Ppk (lower) = 0,529444
K = 0, 325676

Based on 6,0 sigma limts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s 0,529444. K equals the mean minus the nominal, divided by
one-hal f the distance between the specs. Since K equals 0,325676, the
mean is |ocated 32,5676% of the way fromthe center of the specs
toward the upper specification limt.
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Process Capability Analysis - AI203_2
Anal ysi s Sunmary
Data variable: Al 203_2

Di stribution: Nornal
sanpl e size = 47
mean = 5, 29447
standard deviation = 0,201276

6,0 Sigma Limts
+3,0 sigma = 5, 8983
mean = 5, 29447
-3,0 sigm = 4,69064

Obser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsL = 6,6 0, 000000% 6, 49 0, 000000% 0, 00
Nom nal = 5,6
LSL = 4,6 0, 000000% -3,45 0, 028001% 280, 01
Tot al 0, 000000% 0, 028001% 280, 01

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 47 observations in the variable A 203_2.

0, 0280009% of the fitted distribution |ies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for Al203_2
LSIL =46, Npminal = 56 USL = 6,6
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Al203_2

Capability Indices for Al 203_2

Pp = 1, 6561
Ppk = 1,15011
Ppk (upper) = 2,16209
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Ppk (lower) = 1,15011
K = -0, 305532

Based on 6,0 sigma limts.

95, 0% Confi dence Intervals
Pp: (1,31856, 1,99296)
Ppk: (0, 896507, 1,40371)

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. ne
common index is Pp, which in the case of the normal distribution
equal s the distance between the specification linits divided by 6
times the standard deviation. |In this case, Pp equals 1,6561, which
is usually considered to be good. Ppk is a one-sided capability
index, which in the case of the normal distribution divides the
di stance fromthe nmean to the nearer specification limt by 3 tines
the standard deviation. |In this case, Ppk equals 1,15011. The rather
large difference between Pp and Ppk is a sign that the distribution is
not centered well between the specification limts. K equals the nmean
m nus the nom nal, divided by one-half the distance between the specs.
Since K equals -0,305532, the nean is |ocated 30,5532% of the way from
the center of the specs toward the | ower specification limt.

Since capability indices are statistics, they will vary fromone
sanpl e of data to another. The 95, 0% confidence intervals show how
much these statistics mght vary fromthe true val ues given the fact
that only 47 observations were taken.

Process Capability Analysis - AI203_2
Anal ysi s Sunmary
Data variable: Al 203_2

Di stribution: Nornal
sanpl e size = 47
mean = 5, 29447
standard deviation = 0,201276Process Capability Analysis - Si Q2Mrl

6,0 Sigma Limts
+3,0 sigma = 5, 8983
mean = 5, 29447
-3,0 sigm = 4,69064

Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsL = 6,6 0, 000000% 6, 49 0, 000000%
Nom nal = 5,6
LSL = 4,6 0, 000000% -3,45 0, 028001% 280, 01
Tot al 0, 000000% 0, 028001% 280, 01

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 47 observations in the variable A 203_2.

0, 0280009% of the fitted distribution |ies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
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this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options

Process Capability for Al203_2
LSIL =46, Npminal = 56 USL = 6,6
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Al203_2

Capability Indices for Al 203_2

Pp = 1, 6561

Ppk = 1,15011

Ppk (upper) = 2,16209
Ppk (lower) = 1,15011
K = -0, 305532

Based on 6,0 sigma lints

95, 0% Confi dence Intervals
Pp: (1,31856, 1,99296)
Ppk: (0, 896507, 1,40371)

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. ne
common index is Pp, which in the case of the normal distribution
equal s the distance between the specification linits divided by 6
times the standard deviation. |In this case, Pp equals 1,6561, which
is usually considered to be good. Ppk is a one-sided capability
index, which in the case of the normal distribution divides the
di stance fromthe nmean to the nearer specification limt by 3 tinmes
the standard deviation. |In this case, Ppk equals 1,15011. The rather
large difference between Pp and Ppk is a sign that the distribution is
not centered well between the specification limts. K equals the nmean
m nus the nom nal, divided by one-half the distance between the specs
Since K equals -0,305532, the nean is |ocated 30,5532% of the way from
the center of the specs toward the | ower specification limt.

Since capability indices are statistics, they will vary fromone
sanpl e of data to another. The 95, 0% confidence intervals show how
much these statistics mght vary fromthe true val ues given the fact
that only 47 observations were taken

Process Capability Analysis - SiO2MT1

Anal ysi's Sunmary
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Data variabl e: Si Q2Mr1

Di stribution: Nornal
sanpl e size = 47
mean = 22, 2479
standard deviation = 0,401188

6,0 Sigma Limts
+3,0 sigma = 23, 4514
mean = 22, 2479
-3,0 sigma = 21, 0443

Obser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsSL = 25,0 0, 000000% 6, 86 0, 000000% 0, 00
Nom nal = 24,5
Tot al 0, 000000% 0, 000000% 0, 00

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimte the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 47 observations in the variable Si O2MI1.

3, 46523E-10% of the fitted distribution lies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for SiO2MT1
Nomkml=2$5,USL=2§p
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SiO2MT1

Capability Indices for SiO2Mr1

Pp
Ppk = 2,28665
Ppk (upper)
Ppk (| ower)
K = -4,50426

2, 28665

Based on 6,0 sigma linmts.

Ppk = 2,29

Ppk (upper) =
K =-4,50
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The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. |In this case,
Ppk equal s 2,28665. K equals the nmean mi nus the noninal, divided by
one-hal f the distance between the specs. Since K equals -4,50426, the
mean is |ocated 450, 426% of the way fromthe center of the specs
toward the | ower specification limt.

Process Capability Analysis - BLAINEMT1
Anal ysi s Sunmary
Data vari abl e: BLAI NEMT1

Di stribution: Nornal
sanpl e size = 47
mean = 4778, 81
standard devi ati on = 35, 2967

6,0 Sigma Limts
+3,0 sigma = 4884,7
mean = 4778, 81
-3,0 sigm = 4672,92

Obser ved Esti nat ed Def ect s
Speci fi cati ons Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 4750, 0
LSL = 4500, 0 0, 000000% -7,90 0, 000000% 0, 00
Tot al 0, 000000% 0, 000000% 0, 00

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimte the
proportion of the population fromwhich that data cones which falls
outside the specification linmits. |In this case, a normal distribution
was fit to a set of 47 observations in the variabl e BLAI NEMI1.

1, 44329E-13% of the fitted distribution |ies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ati on which |ies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe |list of Gaphical Options.

172



Process Capability for BLAINEMT1
L§L=45OQO,Nmnmal=475q0
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BLAINEMT1

Capabi lity Indices for BLAI NEMI1

Pp =

Ppk = 2,633

Ppk (upper)

Ppk (I ower)

K = 0, 115234

2,633

Based on 6,0 sigma limts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe nean to the nearer
specification limt by 3 tines the standard deviation. |In this case,
Ppk equal s 2,633. K equals the nean m nus the nomi nal, divided by
one- hal f the di stance between the specs. Since K equals 0,115234, the
nean is | ocated 11,5234% of the way fromthe center of the specs
toward the upper specification limt.

Nonnor mal Capability Indices for BLAI NEMI1

Pp =

Ppk = 3, 2546

Ppk (upper) =

Ppk (lower) = 3, 2546
Pr =

K =

50 percentile = 4774, 96
0.135 percentile = 4690, 48

Nom nal = 4750, 0
LSL = 4500, 0

The St at Advi sor

Thi s pane produces estimates of the usual capability indices
wi thout assuming that BLAINEMI1 conmes froma normal distribution. To
conpute the indices, the sanpl e skewness and kurtosis of BLAI NEMI1 are
first calculated. Based on the estimated skewness and kurtosis, a
distribution is selected fromthe general class of Pearson curves.
Estimates of the center, lower |limt and upper limt for the
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distribution are then cal cul ated and used to estimate the capability
indices. These indices should be used in place of the normal
capability indices if the goodness-of-fit tests are not satisfied.

Process Capability Analysis - BLAl NEMI1
Anal ysi s Sunmary
Data vari abl e: BLAI NEMT1

Di stribution: Nornal
sanpl e size = 47
mean = 4778, 81
standard devi ation = 35, 2967

6,0 Sigma Limts
+3,0 sigma = 4884,7
mean = 4778, 81
-3,0 sigm = 4672,92

Esti nat ed
Beyond Spec.

Def ects
Per MIlion

2,185037%

20, 719689%

21850, 37

207196, 89

bser ved
Speci fications Beyond Spec. Z- Score
UsL = 4850, 0 4, 255319% 2,02
Nom nal = 4800, 0
LSL = 4750, 0 12, 765957% -0, 82
Tot al 17, 021277%

22,904726%

229047, 26

This procedure is designed to conpare a set of data against a set

of specifications. The goal of the analysis is to estimte the

proportion of the population fromwhich that data conmes which falls
outside the specification linmits. |In this case, a normal distribution
was fit to a set of 47 observations in the variable BLAI NEMI1.
22,9047% of the fitted distribution lies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |ies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.
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Process Capability for BLAINEMT1
ILSL=475QO,Nmnmat=480QO,U§L=485QQ
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Capability Indices for BLAI NEMI1

Pp = 0,472188

Ppk = 0,272061

Ppk (upper) = 0,672316
Ppk (lower) = 0,272061
K = -0, 42383

Based on 6,0 sigma lints

95, 0% Confi dence Intervals
Pp: (0, 37595, 0,568234)
Ppk: (0, 161734, 0, 382388)

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. ne
common index is Pp, which in the case of the normal distribution
equal s the distance between the specification linits divided by 6
tinmes the standard deviation. |In this case, Pp equals 0,472188, which
is usually considered to be not good. Ppk is a one-sided capability
index, which in the case of the normal distribution divides the
di stance fromthe nmean to the nearer specification limt by 3 tinmes
the standard deviation. |In this case, Ppk equals 0,272061. The
rather large difference between Pp and Ppk is a sign that the
distribution is not centered well between the specification limts. K
equal s the mean minus the noninal, divided by one-half the distance
between the specs. Since K equals -0,42383, the nean is |ocated
42,383% of the way fromthe center of the specs toward the | ower
specification linmt.

Since capability indices are statistics, they will vary fromone
sanpl e of data to another. The 95, 0% confidence intervals show how
much these statistics mght vary fromthe true val ues given the fact
that only 47 observations were taken

Nonnor mal Capability Indices for BLAI NEMI1

Pp = 0, 39508

Ppk = 0,295462

Ppk (upper) = 0, 444989
Ppk (lower) = 0,295462
Pr = 2,53113

K = -0,500763

99. 865 percentile = 4943, 59

50 percentile = 4774, 96
0. 135 percentile = 4690, 48
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USL = 4850, 0
Nom nal = 4800, 0
LSL = 4750,0

The St at Advi sor

Thi s pane produces estimates of the usual capability indices
wi thout assum ng that BLAI NEMT1 cones froma normal distribution. To
conpute the indices, the sanple skewness and kurtosis of BLAINEMI1 are
first calculated. Based on the estimted skewness and kurtosis, a
distribution is selected fromthe general class of Pearson curves.
Estimates of the center, lower limt and upper limt for the
distribution are then calculated and used to estimate the capability
indices. These indices should be used in place of the normal
capability indices if the goodness-of-fit tests are not satisfied.

Process Capability Analysis - Si QM1

Anal ysi s Sunmary

Process Capability Analysis - LO M4
Anal ysi s Sunmary
Data vari abl e: LO M4

Di stribution: Nornal
sanpl e size = 49
mean = 4,81163
standard deviation = 0,569339

6,0 Sigma Limts
+3,0 sigm = 6,51965
mean = 4,81163
-3,0 sigm = 3,10361

Obser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsL = 5,0 36, 734694% 0, 33 37,037605% 370376, 05
Tot al 36, 734694% 37,037605% 370376, 05

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimte the
proportion of the population fromwhich that data conmes which falls

outside the specification linmits. |In this case, a normal distribution
was fit to a set of 49 observations in the variable LO M4. 37,0376%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.
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Process Capability for LOIMT4

uUSL=5,0
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Capability Indices for LO M4
Pp =
Ppk = 0,110284
Ppk (upper) = 0,110284
Ppk (lower) =
K =
Based on 6,0 sigma limts.
The St at Advi sor
Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s 0,110284.
Process Capability Analysis - Sl (M4
Anal ysi s Sunmary
Data vari abl e: Sl Q2Mr4
Di stribution: Nornal
sanpl e size = 49
mean = 21,9122
standard deviation = 0, 485503
6,0 Sigma Limts
+3,0 sigma = 23, 3688
mean = 21,9122
-3,0 sigma = 20, 4557
Obser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
LSL = 22,0 53, 061224% 0,18 57,172074% 571720, 74
Tot al 53, 061224% 57,172074% 571720, 74

Ppk =0,11
Ppk (upper) =
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This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls

outside the specification linmts. |In this case, a normal distribution
was fit to a set of 49 observations in the variable SIO2Mr4. 57,1721%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for SIO2MT4
ILSL = 22,9
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Capability Indices for SIO2Mr4

Pp =

Ppk = -0, 0602502

Ppk (upper) =

Ppk (lower) = -0,0602502
K =

Based on 6,0 sigma limts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s -0, 0602502.

Process Capability Analysis - BLAl NEMT4
Anal ysi s Sunmary
Data vari abl e: BLAI NEMT4
Di stribution: Nornal
sanpl e size = 49

mean = 4255,1
standard deviation = 53,6238

Ppk (lower) = -
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6,0 Sigma Limts
+3,0 sigma = 4415, 97
mean = 4255,1
-3,0 sigma = 4094, 23

Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsL = 4850, 0 0, 000000% 11, 09 0, 000000%
Nom nal = 4800, 0
LSL = 4750, 0 100, 000000% 9, 23 100, 000000% 1000000, 00
Tot al 100, 000000% 100, 000000% 1000000, 00

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls

outside the specification linmts. |In this case, a normal distribution
was fit to a set of 49 observations in the variable BLAI NEMI4. 100, 0%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for BLAINEMT4
. LSL = 47ISO,O, Norpinal = 4890,0, USL = 4850,0|
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BLAINEMT4

Capability Indices for BLAI NEMI4

Pp = 0, 310807

Ppk = -3,07636

Ppk (upper) = 3,69797
Ppk (lower) = -3,07636
K = -10, 898

Based on 6,0 sigma linmts.
95, 0% Confi dence Intervals

Pp: (0, 248785, 0, 372706)
Ppk: (-3, 69879, -2,45393)

The St at Advi sor

Pp=0,31
Ppk = -3,08
Ppk (upper) =
Ppk (lower) = -
K=-10,90
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Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. ne
common index is Pp, which in the case of the normal distribution
equal s the distance between the specification linits divided by 6
times the standard deviation. |In this case, Pp equals 0,310807, which
is usually considered to be not good. Ppk is a one-sided capability
index, which in the case of the normal distribution divides the
di stance fromthe nmean to the nearer specification limt by 3 tinmes
the standard deviation. |In this case, Ppk equals -3,07636. The
rather large difference between Pp and Ppk is a sign that the
distribution is not centered well between the specification limts. K
equal s the mean minus the noninal, divided by one-half the distance
between the specs. Since K equals -10,898, the nean is |ocated
1089, 8% of the way fromthe center of the specs toward the | ower
specification linmt.

Since capability indices are statistics, they will vary fromone
sanpl e of data to another. The 95, 0% confidence intervals show how
much these statistics mght vary fromthe true val ues given the fact
that only 49 observations were taken.

Process Capability Analysis - Sl (M4

Process Capability Analysis - SIO2MT4

Anal ysi s Sunmary
Data vari abl e: Sl Q2Mr4

Di stribution: Nornal
sanpl e size = 49
mean = 21,9122
standard deviation = 0, 485503

6,0 Sigma Limts
+3,0 sigm = 23, 3688
mean = 21,9122
-3,0 sigma = 20, 4557

Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsSL = 25,0 0, 000000% 6, 36 0, 000000% 0, 00
Nomi nal = 22,0
Tot al 0, 000000% 0, 000000% 0, 00

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimte the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 49 observations in the variable Sl O2Mr4.

1, 01397E-8% of the fitted distribution |ies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.
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Process Capability for SIO2MT4
Nomipal = 22.'0’ USL = 25,0
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Capability Indices for SIO2Mr4
Pp =
Ppk = 2,11997
Ppk (upper) = 2,11997
Ppk (lower) =

K = -0, 0292517

Based on 6,0 sigma limts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equals 2,11997. K equals the nmean mi nus the noninal, divided by
one- hal f the distance between the specs. Since K equals -0, 0292517,
the nmean is located 2,92517% of the way fromthe center of the specs
toward the | ower specification limt.

Process Capability Analysis - Sl (2Mr4
Anal ysi s Sunmary
Data vari abl e: Sl Q2Mr4

Di stribution: Nornal
sanpl e size = 49
mean = 21,9122
standard deviation = 0, 485503

6,0 Sigma Limts
+3,0 sigm = 23, 3688
mean = 21,9122
-3,0 sigma = 20, 4557

Obser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsL = 25,0 0, 000000% 6, 36 0, 000000% 0, 00
Nomi nal = 22,0
Tot al 0, 000000% 0, 000000% 0, 00

Ppk = 2,12

Ppk (upper) =
K=-0,03
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The St at Advi sor

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 49 observations in the variable Sl O2Mr4.
1, 01397E-8% of the fitted distribution |ies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for SIO2MT4
Nomipal = 22.'0’ USL = 25,0
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Capability Indices for SIO2Mr4

Pp =

Ppk = 2,11997

Ppk (upper) = 2,11997
Ppk (lower) =

K = -0, 0292517

Based on 6,0 sigma linmts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equals 2,11997. K equals the nmean mi nus the noninal, divided by
one- hal f the distance between the specs. Since K equals -0,0292517,
the nmean is located 2,92517% of the way fromthe center of the specs
toward the | ower specification limt.

Process Capability Analysis - BLAINEMT4
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Anal ysi s Sunmary
Data vari abl e: BLAI NEMT4

Di stribution: Nornal
sanpl e size = 49
mean = 4255,1
standard deviation = 53,6238

6,0 Sigma Limts
+3,0 sigma = 4415, 97
mean = 4255,1
-3,0 sigma = 4094, 23

Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 4300, 0
LSL = 3900, 0 0, 000000% -6, 62 0, 000000% 0, 00
Tot al 0, 000000% 0, 000000% 0, 00

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimte the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 49 observations in the variabl e BLAI NEMT4.

1, 78003E-9% of the fitted distribution |ies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for BLAINEMT4
ILSL = 3.900’0’ Nominal =4300,0
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Capabi lity Indices for BLAI NEMI4

Pp =

Ppk = 2,20737
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K = -0, 112245
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Based on 6,0 sigma linmts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. |In this case,
Ppk equals 2,20737. K equals the nmean mi nus the noninal, divided by
one-hal f the distance between the specs. Since K equals -0, 112245,
the mean is located 11,2245% of the way fromthe center of the specs
toward the | ower specification limt.

Process Capability Analysis - | RMI4
Anal ysi s Sunmary
Data vari abl e: | RMI4

Di stribution: Nornal
sanpl e size = 48
mean = 5, 38812
standard deviation = 0,827099

6,0 Sigma Limts
+3,0 sigma = 7,86942
mean = 5, 38812
-3,0 sigm = 2,90683

Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsSL = 5,0 72,916667% -0, 47 68, 056001% 680560, 01
Tot al 72,916667% 68, 056001% 680560, 01

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls

outside the specification linmts. |In this case, a normal distribution
was fit to a set of 48 observations in the variable |RM4. 68, 056% of
the fitted distribution |lies outside the specification limts. |If the

normal distribution is appropriate for the data, this estimates the
percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.
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Process Capability for IRMT4
USLI= 5,0
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Capability Indices for |RMVI4

Pp =

Ppk = -0, 15642

Ppk (upper) = -0, 15642
Ppk (lower) =

K =

Based on 6,0 sigma limts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s -0, 15642.

Process Capability Analysis - AMT4/1203
Anal ysi s Sunmary
Data vari abl e: AMI4l 203

Di stribution: Nornal
sanpl e size = 49
mean = 4, 99735
standard deviation = 0,167913

6,0 Sigma Limts
+3,0 sigma = 5,50109
mean = 4, 99735
-3,0 sigm = 4,49361

bser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
USL = 6,6 0, 000000% 9, 54 0, 000000% 0, 00
Nom nal = 5,6
LSL = 4,6 0, 000000% -2,37 0, 898144% 8981, 44
Tot al 0, 000000% 0, 898144% 8981, 44
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The St at Advi sor

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 49 observations in the variable AMI4| 203.
0, 898144% of the fitted distribution lies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which lies outside the spec

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options

Process Capability for AMT41203
LISL = 4’6.’ Nominal = 5,6,IUSL = §,6
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Capabi lity Indices for AMI4l 203

Pp = 1, 98515

Ppk = 0,788794

Ppk (upper) = 3,18151
Ppk (lower) = 0,788794
K = -0, 602653

Based on 6,0 sigma lints

95, 0% Confi dence Intervals
Pp: (1,58901, 2,3805)
Ppk: (0, 605468, 0,972119)

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. ne
common index is Pp, which in the case of the normal distribution
equal s the distance between the specification linits divided by 6
times the standard deviation. 1In this case, Pp equals 1,98515, which
is usually considered to be good. Ppk is a one-sided capability
index, which in the case of the normal distribution divides the
di stance fromthe nmean to the nearer specification limt by 3 tinmes
the standard deviation. |In this case, Ppk equals 0,788794. The
rather large difference between Pp and Ppk is a sign that the
distribution is not centered well between the specification limts. K
equal s the mean minus the noninal, divided by one-half the distance
between the specs. Since K equals -0,602653, the nean is |ocated
60, 2653% of the way fromthe center of the specs toward the | ower
specification linmt.
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Since capability indices are statistics, they will vary fromone
sanpl e of data to another. The 95, 0% confidence intervals show how
much these statistics mght vary fromthe true val ues given the fact
that only 49 observations were taken.

Avdiven ikavornras —mootnta toévroo CEM || 42 5-uvloc 4
Process Capability Analysis - IR_2

Anal ysi s Sunmary
Data variable: IR 2

Di stribution: Nornal
sanpl e size = 47
mean = 6, 04468
standard deviation = 0,759198

6,0 Sigma Limts
+3,0 sigma = 8,32228
mean = 6, 04468
-3,0 sigm = 3,76709

Obser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsSL = 5,0 91, 489362% -1,38 91, 559436% 915594, 36
Tot al 91, 489362% 91, 559436% 915594, 36

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimte the
proportion of the population fromwhich that data conmes which falls

outside the specification linmts. |In this case, a normal distribution
was fit to a set of 47 observations in the variable IR 2. 91, 5594% of
the fitted distribution |lies outside the specification limts. |If the

normal distribution is appropriate for the data, this estimates the
percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.
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Process Capability for IR_2
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Capability Indices for IR 2
Pp =
Ppk = -0, 458677
Ppk (upper) = -0, 458677
Ppk (lowver) =
K =
Based on 6,0 sigma linmts.
The St at Advi sor
Several capability indices have been conputed to summarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the normal
distribution divides the distance fromthe nean to the nearer
specification limt by 3 tines the standard deviation. |In this case,
Ppk equal s -0, 458677.
Process Capability Analysis - Al 203_2
Anal ysis Summary
Data variable: Al 203_2
Di stribution: Normal
sanpl e size = 47
mean = 5, 29447
standard deviation = 0,201276
6,0 Signa Linmts
+3,0 sigma = 5,8983
mean = 5, 29447
-3,0 sigma = 4, 69064
Obser ved Esti mat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
usL = 6,0 0, 000000% 3,51 0, 022810% 228,10
Nom nal = 5,0
LSL = 4,0 0, 000000% -6,43 0, 000000% 0, 00
Tot al 0, 000000% 0, 022810% 228,10
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The St at Advi sor

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls

outside the specification linmts. |In this case, a normal distribution
was fit to a set of 47 observations in the variable Al203_2. 0,02281%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for Al203_2
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Capability Indices for Al 203_2

Pp = 1, 6561

Ppk = 1,16843

Ppk (upper) = 1,16843
Ppk (lower) = 2,14376

K = 0, 294468
Based on 6,0 sigma linmts.

95, 0% Confi dence Intervals
Pp: (1,31856, 1,99296)
Ppk: (0,911356, 1,4255)

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. ne
common index is Pp, which in the case of the normal distribution
equal s the distance between the specification linits divided by 6
times the standard deviation. |In this case, Pp equals 1,6561, which
is usually considered to be good. Ppk is a one-sided capability
index, which in the case of the normal distribution divides the
di stance fromthe nmean to the nearer specification limt by 3 tinmes
the standard deviation. |In this case, Ppk equals 1,16843. The rather
large difference between Pp and Ppk is a sign that the distribution is
not centered well between the specification limts. K equals the nmean
m nus the nom nal, divided by one-half the distance between the specs.
Since K equals 0,294468, the nean is |located 29,4468% of the way from
the center of the specs toward the upper specification limt.

Since capability indices are statistics, they will vary fromone
sanpl e of data to another. The 95, 0% confidence intervals show how
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much these statistics mght vary fromthe true val ues given the fact
that only 47 observations were taken.

Process Capability Analysis - Si QM1
Anal ysi s Sunmary
Data vari abl e: Si @2Mr1

Di stribution: Nornal
sanpl e size = 47
mean = 22, 2479
standard deviation = 0,401188

6,0 Sigma Limts
+3,0 sigma = 23, 4514
mean = 22, 2479
-3,0 sigma = 21, 0443

Qbser ved Esti mat ed Def ect s

Speci fications Beyond Spec. Z- Score Beyond Spec. Per M

lion

Tot al 23, 404255% 26, 485244% 264852, 44

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimte the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 47 observations in the variable Si O2Mr1. 26, 4852%
of the fitted distribution lies outside the specification limts. |If
the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for SiO2MT1
lIJSL = 22’.5

frequency
e e
N (620l
SRR M B Hl

o w o o©

21,5 22 22,5 23 23,5
SiO2MT1

N
[ixy

Capability Indices for SiO2Mr1

Pp =

Ppk = 0,21
Ppk (upper) =
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Ppk = 0,209484
Ppk (upper) = 0,209484
Ppk (| ower)
K =

Based on 6,0 sigma linmts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s 0,209484.

Process Capability Analysis - BLAl NEMI1
Anal ysi s Sunmary
Data vari abl e: BLAI NEMT1

Di stribution: Nornal
sanpl e size = 47
mean = 4778, 81
standard deviation = 35, 2967

6,0 Sigma Limts
+3,0 sigma = 4884,7
mean = 4778, 81
-3,0 sigm = 4672,92

Obser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsL = 4850, 0 4, 255319% 2,02 2,185037% 21850, 37
Nom nal = 4800, 0
LSL = 4750, 0 12, 765957% -0, 82 20, 719689% 207196, 89
Tot al 17, 021277% 22,904726% 229047, 26

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 47 observations in the variable BLAI NEMI1.
22,9047% of the fitted distribution lies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.
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Process Capability for BLAINEMT1
ILSL=475QO,Nmnmat=480QO,U§L=485QQ

40 1 Pp=047

5 30 :_ _: Ppk =0,27
S C 1 Ppk (upper) =
S 20 4 Ppk (lower) = (
O L i
o r 1 K=-0,42
v C ]
- 10 .

0 ks .

4600 4700 4800 4900 5000

BLAINEMT1

Capability Indices for BLAI NEMI1

Pp = 0,472188

Ppk = 0,272061

Ppk (upper) = 0,672316
Ppk (lower) = 0,272061
K = -0, 42383

Based on 6,0 sigma lints

95, 0% Confi dence Intervals
Pp: (0, 37595, 0,568234)
Ppk: (0, 161734, 0, 382388)

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. ne
common index is Pp, which in the case of the normal distribution
equal s the distance between the specification linits divided by 6
times the standard deviation. |In this case, Pp equals 0,472188, which
is usually considered to be not good. Ppk is a one-sided capability
index, which in the case of the normal distribution divides the
di stance fromthe nmean to the nearer specification limt by 3 tinmes
the standard deviation. |In this case, Ppk equals 0,272061. The
rather large difference between Pp and Ppk is a sign that the
distribution is not centered well between the specification limts. K
equal s the mean nminus the noninal, divided by one-half the distance
between the specs. Since K equals -0,42383, the nean is |ocated
42,383% of the way fromthe center of the specs toward the | ower
specification linmt.

Since capability indices are statistics, they will vary fromone
sanpl e of data to another. The 95, 0% confidence intervals show how
much these statistics mght vary fromthe true val ues given the fact
that only 47 observations were taken

Nonnor mal Capability Indices for BLAI NEMI1

Pp = 0, 39508

Ppk = 0,295462

Ppk (upper) = 0, 444989
Ppk (lower) = 0,295462
Pr = 2,53113

K = -0,500763

99. 865 percentile = 4943, 59

50 percentile = 4774, 96
0. 135 percentile = 4690, 48
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USL = 4850, 0
Nom nal = 4800, 0
LSL = 4750,0

The St at Advi sor

Thi s pane produces estinates
wi thout assum ng that BLAI NEMT1
conpute the indices, the sanple
first calculated. Based on the

of the usual capability indices

comes froma normal distribution. To
skewness and kurtosis of BLAINEMI1 are
esti mat ed skewness and kurtosis, a

distribution is selected fromthe general class of Pearson curves.

Esti mates of the center, |ower

limt and upper limt for the

distribution are then calculated and used to estimate the capability

i ndi ces.

These indices should be used in place of the nornal

capability indices if the goodness-of-fit tests are not satisfied.

Process Capability Analysis - LO M1

Anal ysi s Sunmary
Data variable: LO M1
Di stribution: Nornal

sanpl e size = 47
mean = 5,09128

standard deviation = 0,388932

6,0 Sigma Limts
+3,0 sigma = 6, 25807
mean = 5,09128
-3,0 sigma = 3,92448

Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsSL = 5,0 63, 829787% -0,23 59, 277571% 592775, 71
Tot al 63, 829787% 59, 277571% 592775, 71

This procedure is designed to conpare a set of data against a set

of specifications. The goal of

the analysis is to estimate the

proportion of the population fromwhich that data conmes which falls

outside the specification linmts.
was fit to a set of 47 observations in the variable LO MI1.

of the fitted distribution lies

In this case, a normal distribution
59, 2776%
outside the specification limts. |If

the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Opti ons.

You can assess the fit visually by selecting Capability Plot

fromthe list of Gaphical Options.
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Process Capability for LOIMT1
IUSL=59

24
20

Ppk = -0,08

Ppk (upper) =
16

12

frequency

w
©
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LOIMT1

N

Capability Indices for LO M1

Pp =

Ppk = -0, 0782285

Ppk (upper) = -0,0782285
Ppk (lower) =

K =

Based on 6,0 sigma lints

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 times the standard deviation. 1In this case
Ppk equal s -0, 0782285

Nonnor mal Capability Indices for LO M1

Pp =

Ppk = -0, 115612

Ppk (upper) = -0, 115612
Ppk (| ower)
Pr =

K =

99. 865 percentile = 6,15013
50 percentile = 5,11919

UsL = 5,0

The St at Advi sor

Thi s pane produces estimates of the usual capability indices
wi thout assuming that LO Mrl1 cones froma nornmal distribution. To
conpute the indices, the sanple skewness and kurtosis of LO M1 are
first calculated. Based on the estimted skewness and kurtosis, a
distribution is selected fromthe general class of Pearson curves
Estimates of the center, lower linmt and upper limt for the
distribution are then calculated and used to estimate the capability
indices. These indices should be used in place of the normal
capability indices if the goodness-of-fit tests are not satisfied
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Process Capability Analysis - | RMI4
Anal ysi s Sunmary
Data vari abl e: | RMI4
Di stribution: Nornal

sanpl e size = 47

mean = 5, 45681

standard deviation = 0,683816
6,0 Sigma Limts

+3,0 sigm = 7,50826

mean = 5, 45681

-3,0 sigm = 3,40536

Qbser ved Esti mat ed Def ect s

Speci ficati ons Beyond Spec. Z- Score Beyond Spec. Per MIlion
USL = 50 74, 468085% -0, 67 74,794343% 747943, 43
Tot al 74, 468085% 74,794343% 747943, 43

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimte the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 47 observations in the variable |RM4. 74,7943%
of the fitted distribution lies outside the specification limts. |If
the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for IRMT4

USL=5,0
12F ' ' ' ' =
10 F .
5 r ]
c °f E
S 6 s
o r 1
2 4 ;
2k .
0 ks , =
3,4 4,4 5,4 6,4 7.4 8,4

IRMTA4

Capability Indices for |RMVI4

Pp =

Ppk = -0, 222676
Ppk (upper) = -0,222676
Ppk (lower) =

Ppk = -0,22
Ppk (upper) =
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K =

Based on 6,0 sigma limts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s -0,222676.

Process Capability Analysis - Sl (M4
Anal ysi s Sunmary
Data vari abl e: Sl Q2Mr4

Di stribution: Nornal
sanpl e size = 49
mean = 21,9122
standard deviation = 0, 485503

6,0 Sigma Limts
+3,0 sigm = 23, 3688
mean = 21,9122
-3,0 sigma = 20, 4557

Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
LSL = 22,0 53, 061224% 0,18 57,172074% 571720, 74
Tot al 53, 061224% 57,172074% 571720, 74

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls

outside the specification linmits. |In this case, a normal distribution
was fit to a set of 49 observations in the variable SIO2Mr4. 57,1721%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.
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Process Capability for SIO2MT4

LSL =22,0
0F T T T T =
25F =
3 a0k f
= 3 E
S 15F .
(on . ]
L 10F E
Y— o ]
5F 3
O -_I I_-
19 20 21 22 23 24
Capability Indices for SIO2Mr4
Pp =
Ppk = -0, 0602502
Ppk (upper) =
Ppk (lower) = -0,0602502
K =
Based on 6,0 sigma limts.
The St at Advi sor
Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s -0, 0602502.
Process Capability Analysis - AMI4| 203
Anal ysi s Sunmary
Data vari abl e: AMI4l 203
Di stribution: Nornal
sanpl e size = 48
mean = 4, 9875
standard deviation = 0,154734
6,0 Sigma Limts
+3,0 sigma = 5,4517
mean = 4, 9875
-3,0 sigm = 4,5233
Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsL = 5,0 47,916667% 0, 08 46, 780418% 467804, 18
Tot al 47,916667% 46, 780418% 467804, 18

Ppk =-0,06
Ppk (lower)
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This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 48 observations in the variable AMI4| 203.
46,7804% of the fitted distribution lies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for AMT41203
IUSL = 5,9

1] Ppk=0,03

12 ~ ] Ppk (upper) =

frequency

O ; - - - - -
4,5 4,7 49 51 53 55

AMT41203

Capability Indices for AMI4l 203

Pp
Ppk 0, 026928

Ppk (upper) = 0,026928
Ppk (lower) =

K =

Based on 6,0 sigma limts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s 0,026928.

Process Capability Analysis - BLAl NEMT4
Anal ysi s Sunmary
Data vari abl e: BLAI NEMT4
Di stribution: Nornal
sanpl e size = 48

mean = 4258, 13
standard deviation = 49, 7935
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6,0 Sigma Limts
+3,0 sigma = 4407,51
mean = 4258, 13
-3,0 sigm = 4108, 74
Qbser ved

Speci fications Beyond Spec.

Def ects
Per MIlion

Esti nat ed
Z- Score Beyond Spec.
11, 89 0, 000000%
9, 88 100, 000000%

UsL = 4850, 0 0, 000000%
Nom nal = 4800, 0

LSL = 4750, 0 100, 000000%
Tot al 100, 000000%

100, 000000%

1000000, 00

This procedure is designed to conpare a set of data against a set

of specifications. The goal

of the analysis is to estimte the

proportion of the population fromwhich that data conmes which falls

outside the specification linmts.

was fit to a set of 48 observations in the variable BLAI NEMT4.

In this case, a normal

di stribution

100, 0%

of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropr

iate for the data,

the percent of the popul ation which lies outside the spec.

To det ermnmi ne whet her the nornal
this data,
Opti ons.

fromthe list of Gaphical

this estinmates

distribution is appropriate for

sel ect Goodness-of-Fit Tests fromthe |ist of Tabular
You can assess the fit visually by selecting Capability Plot

Opt i ons.

Process Capability for BLAINEMT4
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LSL = 4750,0, Nominal = 4800,0, USL = 4850,0

Pp=0,33
Ppk = -3,29
Ppk (upper) =
Ppk (lower) = -
K=-10,84

4100 4300

Capability Indices for BLAI NEMI4

Pp = 0, 334716

Ppk = -3, 29277

Ppk (upper) = 3,9622
Ppk (lower) = -3,29277
K = -10, 8375

Based on 6,0 sigma limts.
95, 0% Confi dence Intervals

Pp: (0, 267221, 0, 402076)
Ppk: (-3, 96507, -2,62047)

The St at Advi sor

4500 4700

BLAINEMT4

4900
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Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. ne
common index is Pp, which in the case of the normal distribution
equal s the distance between the specification linits divided by 6
times the standard deviation. |In this case, Pp equals 0,334716, which
is usually considered to be not good. Ppk is a one-sided capability
index, which in the case of the normal distribution divides the
di stance fromthe nmean to the nearer specification limt by 3 tinmes
the standard deviation. |In this case, Ppk equals -3,29277. The
rather large difference between Pp and Ppk is a sign that the
distribution is not centered well between the specification limts. K
equal s the mean minus the noninal, divided by one-half the distance
between the specs. Since K equals -10,8375, the nean is |ocated
1083, 75% of the way fromthe center of the specs toward the | ower
specification linmt.

Since capability indices are statistics, they will vary fromone
sanpl e of data to another. The 95, 0% confidence intervals show how
much these statistics mght vary fromthe true val ues given the fact
that only 48 observations were taken.

Process Capability Analysis - LO M4
Anal ysi s Sunmary
Data vari abl e: LO M4

Di stribution: Nornal
sanpl e size = 49
mean = 4,81163
standard deviation = 0,569339

6,0 Sigma Limts
+3,0 sigm = 6,51965
mean = 4,81163
-3,0 sigm = 3,10361

Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsSL = 5,0 36, 734694% 0, 33 37,037605% 370376, 05
Tot al 36, 734694% 37,037605% 370376, 05

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls

outside the specification linmts. |In this case, a normal distribution
was fit to a set of 49 observations in the variable LO M4. 37,0376%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.
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Process Capability for LOIMT4
USLI= 5,0

24
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Capability Indices for LO M4

Pp =

Ppk = 0,110284

Ppk (upper) = 0,110284
Ppk (lower) =

K =

Based on 6,0 sigma limts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s 0,110284.

Avdiven ikavotyros- morotyta toyuévrov OPC- uvlog 1

Process Capability Analysis - AI203_3
Anal ysi s Sunmary
Data variable: Al 203_3

Di stribution: Nornal
sanpl e size = 66
mean = 4,77712
standard deviation = 0, 108653

6,0 Sigma Limts
+3,0 sigm = 5,10308
mean = 4, 77712
-3,0 sigm = 4,45116

bser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
USL = 6,0 0, 000000% 11,25 0, 000000% 0, 00
Nom nal = 5,0
LSL = 4,0 0, 000000% -7,15 0, 000000% 0, 00

Ppk = 0,11
Ppk (upper) =
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Tot al 0, 000000% 0, 000000% 0,00

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 66 observations in the variable A 203_3.
4,29545E-11% of the fitted distribution lies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which lies outside the spec

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options

Process Capability for Al203_3
LSP=4QN9mmm=§QLBLf6D
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(e} o
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Al203_3
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Capability Indices for Al 203_3

Pp = 3,06788
Ppk = 2,38411
Ppk (upper) = 3,75164
Ppk (lower) = 2,38411
K = -0, 222879

Based on 6,0 sigma linmts

95, 0% Confi dence Intervals
Pp: (2,54134, 3,59342)
Ppk: (1,96647, 2,80176)

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. ne
common index is Pp, which in the case of the normal distribution
equal s the distance between the specification linits divided by 6
times the standard deviation. |In this case, Pp equals 3,06788, which
is usually considered to be very good. Ppk is a one-sided capability
index, which in the case of the normal distribution divides the
di stance fromthe nmean to the nearer specification limt by 3 tinmes
the standard deviation. |In this case, Ppk equals 2,38411. K equals
the mean minus the nom nal, divided by one-half the distance between
the specs. Since K equals -0,222879, the nean is |ocated 22, 2879% of
the way fromthe center of the specs toward the | ower specification
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limt.
Since capability indices are statistics, they will vary fromone
sanpl e of data to another. The 95, 0% confidence intervals show how

much these statistics mght vary fromthe true val ues given the fact

that only 66 observations were taken.

Process Capability Analysis - Blaine_3
Anal ysi s Sunmary
Data variable: Blaine_3

Di stribution: Nornal
sanpl e size = 66
mean = 3667, 42
standard deviation = 56, 1402

6,0 Sigma Limts
+3,0 sigma = 3835, 84
mean = 3667, 42
-3,0 sigma = 3499,0

Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsL = 3950, 0 0, 000000% 5, 03 0, 000024% 0,24
Nom nal = 3700, 0
LSL = 3400, 0 0, 000000% -4,76 0, 000095% 0, 95
Tot al 0, 000000% 0, 000119% 1,19

This procedure is designed to conpare a set of data against a set

of specifications. The goal of the analysis is to estimte the

proportion of the population fromwhich that data conmes which falls

a nornmal distribution
was fit to a set of 66 observations in the variable Blaine_3.
0,000119381% of the fitted distribution lies outside the specification

outside the specification linmts. 1In this case,

limts. |If the normal distribution is appropriate for the data,

this

estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for

this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot

fromthe list of Gaphical Options.
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Process Capability for Blaine_3
LSL = 3400,0, Nominal = 3700,0, USL = 3950,0

0 1 Pp=163
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Capability Indices for Blaine_3

Pp = 1,63282
Ppk = 1,58783
Ppk (upper) = 1,6778
Ppk (lower) = 1,58783
K = -0, 118457

Based on 6,0 sigma limts.

95, 0% Confi dence Intervals
Pp: (1, 35258, 1,91253)
Ppk: (1,30329, 1,87238)

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. ne
common index is Pp, which in the case of the normal distribution
equal s the distance between the specification linits divided by 6
times the standard deviation. 1In this case, Pp equals 1,63282, which
is usually considered to be good. Ppk is a one-sided capability
index, which in the case of the normal distribution divides the
di stance fromthe nmean to the nearer specification limt by 3 tinmes
the standard deviation. |In this case, Ppk equals 1,58783. K equals
the mean minus the nom nal, divided by one-half the distance between
the specs. Since K equals -0,118457, the nean is |ocated 11, 8457% of
the way fromthe center of the specs toward the | ower specification
limt.

Since capability indices are statistics, they will vary fromone
sanpl e of data to another. The 95, 0% confidence intervals show how
much these statistics mght vary fromthe true val ues given the fact
that only 66 observations were taken.

Process Capability Analysis - Al 203_4

Process Capability Analysis - Si_3
Anal ysi s Sunmary

Data variable: Si@_3
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Di stribution: Nornal
sanpl e size = 66
mean = 20, 6514

Def ects
Per MIlion

standard deviation = 0,217736
6,0 Sigma Limts

+3,0 sigma = 21, 3046

mean = 20, 6514

-3,0 sigm = 19, 9982

Qbser ved Esti mat ed

Speci fications Beyond Spec. Z- Score Beyond Spec.
Nom nal = 20,3
LSL = 20,0 0, 000000% -2,99 0, 138797%
Tot al 0, 000000% 0, 138797%

This procedure is designed to conpare a set of data against a set

of specifications.

The goal

of the analysis is to estimte the

proportion of the population fromwhich that data conmes which falls

outside the specification

limts. In this case, a normal

was fit to a set of 66 observations in the variable SiO2_3.
of the fitted distribution lies outside the specification limts. |If

the nor mal

distribution is appropriate for the data,

the percent of the popul ation which lies outside the spec.

To det ermnmi ne whet her the nornal

this data,
Opti ons.

fromthe list of Gaphical

Opt i ons.

di stribution
0, 138797%

this estimtes
distribution is appropriate for

sel ect Goodness-of-Fit Tests fromthe |ist of Tabular
You can assess the fit visually by selecting Capability Plot

Process Capability for SiO2_3

25

20

15

10

frequency

LSL = 20,0, Nominal = 20,3

Ppk =1,00
Ppk (lower) =
K=1,17

=
©

19,5 20 20,5
Sio2_3

Capability Indices for SiO2_3

Pp =
Ppk = 0,997177
Ppk (upper) =
Ppk (lower) = 0,997177
K =1,17121

Based on 6,0 sigma limts.

The St at Advi sor
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Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equals 0,997177. K equals the mean minus the nominal, divided by
one-hal f the distance between the specs. Since K equals 1,17121, the
mean is located 117,121% of the way fromthe center of the specs
toward the upper specification limt.

Process Capability Analysis - LO_3
Anal ysi s Sunmary
Data variable: LO _3

Di stribution: Nornal
sanpl e size = 66
mean = 1, 14939
standard deviation = 0,150311

6,0 Sigma Limts
+3,0 sigm = 1,60033
mean = 1, 14939
-3,0 sigm = 0,69846

bser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsL = 2,0 0, 000000% 5, 66 0, 000001% 0,01
Tot al 0, 000000% 0, 000001% 0,01

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimte the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 66 observations in the variable LO _3.
7,63573E-7% of the fitted distribution |ies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

206



Process Capability for LOI_3

usL=2,0
0F T T T T =
25F =
3 a0k f
GC) 20 - E
S 15F .
o - ]
L 10F E
Y— E ]
5F 3
O -_I - _I_-
0,6 0,9 1,2 1,5 1,8 2,1
Capability Indices for LO _3
Pp =
Ppk = 1,88632
Ppk (upper) = 1, 88632
Ppk (lower) =
K =
Based on 6,0 sigma limts.
The St at Advi sor
Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s 1,88632.
Process Capability Analysis - Est2_3
Anal ysi s Sunmary
Data variable: Est2_3
Di stribution: Nornal
sanpl e size = 64
mean = 29, 2031
standard deviation = 1,25318
6,0 Sigma Limts
+3,0 sigma = 32, 9627
mean = 29, 2031
-3,0 sigma = 25, 4436
Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 29,0
LSL = 27,0 1, 562500% -1,76 3,937152% 39371, 52
Tot al 1, 562500% 3,937152% 39371, 52

Ppk = 1,89
Ppk (upper) =
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The St at Advi sor

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls

outside the specification linmts. |In this case, a normal distribution
was fit to a set of 64 observations in the variable Est2_3. 3,93715%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for Est2_3
LSL = 27,0, Nominal = 29,0

24 Ppk = 0,59

Ppk (lower) = (
K=0,10

20
16
12

frequency

N
a1

27 29 31 33 35
Est2 3

Capability Indices for Est2_3

Pp =

Ppk = 0,586008

Ppk (upper) =

Ppk (lower) = 0,586008
K = 0, 101562

Based on 6,0 sigma linmts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. |In this case,
Ppk equal s 0,586008. K equals the mean minus the nomnal, divided by
one-hal f the distance between the specs. Since K equals 0,101562, the
mean is |ocated 10, 1562% of the way fromthe center of the specs
toward the upper specification limt.

Process Capability Analysis - Est7_3
Anal ysi s Sunmary

Data variable: Est7_3
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Di stribution: Nornal
sanpl e size = 61
mean = 43,9984
standard deviation = 1,55215

6,0 Signa Linmts
+3,0 sigma = 48, 6548
mean = 43,9984
-3,0 sigma = 39, 3419

Obser ved Esti mat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 44,0
LSL = 42,0 8, 196721% -1,29 9, 896309% 98963, 09
Tot al 8, 196721% 9, 896309% 98963, 09

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estinmate the
proportion of the population fromwhich that data cones which falls

outside the specification limts. |In this case, a nornmal distribution
was fit to a set of 61 observations in the variable Est7_3. 9,89631%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinates
the percent of the population which |lies outside the spec.

To deternine whether the nornael distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe Iist of Gaphical Options.

Process Capability for Est7_3
. LSL = 42.’0’ Nomirl1al = 44’0.

18 [ ]
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Est7_ 3

Capability Indices for Est7_3

Pp =

Ppk = 0,42916

Ppk (upper) =

Ppk (lower) = 0, 42916
K = -0,000819672

Based on 6,0 sigma limts.

The St at Advi sor

Ppk =0,43

Ppk (lower) = (

K=0,00
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Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. |In this case,
Ppk equals 0,42916. K equals the nmean mi nus the noninal, divided by
one-hal f the distance between the specs. Since K equals -0,000819672,
the nmean is located 0,0819672% of the way fromthe center of the specs
toward the | ower specification limt.

Process Capability Analysis - Est28_3
Anal ysi s Sunmary
Data variable: Est28_3

Di stribution: Nornal
sanpl e size = 46
mean = 62, 3109
standard deviation = 1,40083

6,0 Sigma Limts
+3,0 sigm = 66,5134
mean = 62, 3109
-3,0 sigm = 58,1084

Obser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 61,0
LSL = 59,0 0, 000000% -2,36 0, 905142% 9051, 42
Tot al 0, 000000% 0, 905142% 9051, 42

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 46 observations in the variable Est28_3.

0, 905142% of the fitted distribution lies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.
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Process Capability for Est28 3
. LSL = 59,0, Nomir?al = 61’0.

18 F &
i 1 Ppk=0,79
151 1 Ppka
L j ower) = (
> | 1 Ppk (lower)
c 12 1 K=0,66
Q L ]
S 9r ]
(on L i
O 6 .
% - -
3 ]
0k ]
58 60 62 64 66 68
Est28 3
Capability Indices for Est28 3
Pp =
Ppk = 0,787835
Ppk (upper) =
Ppk (lower) = 0,787835
K = 0, 655435
Based on 6,0 sigma limts.
The St at Advi sor
Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equal s 0,787835. K equals the mean ninus the nominal, divided by
one-hal f the distance between the specs. Since K equals 0,655435, the
mean is |ocated 65,5435% of the way fromthe center of the specs
toward the upper specification limt.
Avdiven ikavotnras- moiotyta toyévrov OPC — uilog 4
Anal ysi's Summary
Data variable: Al 203_4
Di stribution: Nornal
sanpl e size = 44
mean = 4, 69409
standard deviation = 0,0962148
6,0 Sigma Limts
+3,0 sigma = 4,98274
mean = 4, 69409
-3,0 sigma = 4, 40545
bser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsSL = 6,0 0, 000000% 13,57 0, 000000% 0, 00
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Tot al 0, 000000% 0, 000000% 0,00

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 44 observations in the variable A 203_4.
2,7367E-11% of the fitted distribution lies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which lies outside the spec

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options

Process Capability for AI203_4
LSP=4QN9mmm=§QLBLf6D

15 1 Pp=346
> 12 1 Ppk=240
S 9 . 1 Ppk (upper) =
g I 1 Ppk (lower) =
o Oor 1 K=-0,31
= I ]
ST ]
ok | ] : : ]
4 4.4 48 5,2 5,6 6

Al203_4

Capability Indices for Al 203_4

Pp = 3, 46447

Ppk = 2,40466

Ppk (upper) = 4,52428
Ppk (lower) = 2,40466
K = -0, 305909

Based on 6,0 sigma lints

95, 0% Confi dence Intervals
Pp: (2,73433, 4,19314)
Ppk: (1,88698, 2,92233)

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. ne
common index is Pp, which in the case of the normal distribution
equal s the distance between the specification linits divided by 6
times the standard deviation. |In this case, Pp equals 3, 46447, which
is usually considered to be very good. Ppk is a one-sided capability
index, which in the case of the normal distribution divides the
di stance fromthe nmean to the nearer specification limt by 3 tinmes
the standard deviation. |In this case, Ppk equals 2,40466. The rather
large difference between Pp and Ppk is a sign that the distribution is
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not centered well between the specification limts.

K equal s the nmean

m nus the nom nal, divided by one-half the distance between the specs.
Since K equals -0,305909, the nean is |ocated 30,5909% of the way from
the center of the specs toward the | ower specification limt.

Since capability indices are statistics,

they will

vary from one

sanpl e of data to another. The 95, 0% confidence intervals show how
much these statistics mght vary fromthe true val ues given the fact

that only 44 observations were taken.

Process Capability Analysis - Blaine_4
Anal ysi s Sunmary
Data variable: Blaine_4

Di stribution: Nornal
sanpl e size = 44
mean = 3691, 36
standard deviation = 51,1082

6,0 Sigma Limts
+3,0 sigma = 3844, 69
mean = 3691, 36
-3,0 sigm = 3538, 04

Esti nat ed
Beyond Spec.

Def ects
Per MIlion

0, 000021%

0, 000001%

Obser ved
Speci fications Beyond Spec. Z- Score
UsSL = 3950, 0 0, 000000% 5, 06
Nom nal = 3700, 0
LSL = 3400, 0 0, 000000% -5,70
Tot al 0, 000000%

0, 000022%

This procedure is designed to conpare a set of data against a set

of specifications. The goal of the analysis is to estimte the

proportion of the population fromwhich that data conmes which falls
a nornmal distribution
was fit to a set of 44 observations in the variable Blaine_4.
0, 0000215337% of the fitted distribution |lies outside the
specification linmits. If the normal distribution is appropriate for
the data, this estimtes the percent of the popul ation which lies

outside the specification linmts. 1In this case,

outsi de the spec.

To determ ne whether the normal distribution is appropriate for

this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot

fromthe list of Gaphical Options.
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Process Capability for Blaine_4
LSL = 3400,0, Nominal = 3700,0, USL = 3950,0

15F
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Blaine_4

Capability Indices for Blaine_4

Pp = 1, 79358
Ppk = 1,68685
Ppk (upper) = 1, 68685
Ppk (lower) = 1,9003
K = -0, 031405

Based on 6,0 sigma limts.

95, 0% Confi dence Intervals
Pp: (1, 41558, 2,17082)
Ppk: (1,31698, 2,05672)

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. ne
common index is Pp, which in the case of the normal distribution
equal s the distance between the specification linits divided by 6
times the standard deviation. 1In this case, Pp equals 1,79358, which
is usually considered to be good. Ppk is a one-sided capability
index, which in the case of the normal distribution divides the
di stance fromthe nmean to the nearer specification limt by 3 tinmes
the standard deviation. |In this case, Ppk equals 1,68685. K equals
the mean minus the nom nal, divided by one-half the distance between
the specs. Since K equals -0,031405, the nean is |ocated 3, 1405% of
the way fromthe center of the specs toward the | ower specification
limt.

Since capability indices are statistics, they will vary fromone
sanpl e of data to another. The 95, 0% confidence intervals show how
much these statistics mght vary fromthe true val ues given the fact
that only 44 observations were taken.

Process Capability Analysis - LO_4
Anal ysi s Sunmary
Data variable: LO _4
Di stribution: Nornmal
sanpl e size = 44

mean = 1, 19886
standard deviation = 0,12397

Pp=1,79
Ppk = 1,69
Ppk (upper) =
Ppk (lower) =
K=-0,03
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6,0 Sigma Limts
+3,0 sigm = 1,57077
mean = 1, 19886
-3,0 sigma = 0, 826955

Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
UsL = 2,0 0, 000000% 6, 46 0, 000000% 0, 00
Tot al 0, 000000% 0, 000000% 0, 00

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 44 observations in the variable LO _4.
5,17879E-9% of the fitted distribution lies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |ies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for LOI_4

USL =2,0
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Capability Indices for LO _4

Pp =
Ppk = 2,15412
Ppk (upper)
Ppk (lower) =
K =

2,15412

Based on 6,0 sigma linmts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. |In this case,

Ppk = 2,15
Ppk (upper) =
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Ppk equal s 2,15412.

Process Capability Analysis - sio2_4
Anal ysi s Sunmary
Data variable: sio2_4

Di stribution: Nornal
sanpl e size = 44
mean = 20, 6209
standard deviation = 0,177631

6,0 Sigma Limts
+3,0 sigma = 21, 1538
mean = 20, 6209
-3,0 sigma = 20,088

Obser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 20,3
LSL = 20,0 0, 000000% -3,50 0, 023663% 236, 63
Tot al 0, 000000% 0, 023663% 236, 63

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimte the
proportion of the population fromwhich that data conmes which falls
outside the specification linmts. |In this case, a normal distribution
was fit to a set of 44 observations in the variable sio2_4.

0, 0236625% of the fitted distribution |ies outside the specification
limts. |If the normal distribution is appropriate for the data, this
estimates the percent of the popul ation which |lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for sio2_4
LSL = 20,0, Nominal = 20,3
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Capability Indices for sio2_4

1] Ppk=1,17
1 Ppk (lower) =
1 K=1,07
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Pp =

Ppk = 1,16517
Ppk (upper)
Ppk (| ower)
K = 1, 0697

1, 16517

Based on 6,0 sigma linmts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equals 1,16517. K equals the nmean mi nus the noninal, divided by
one-hal f the distance between the specs. Since K equals 1,0697, the
mean is |ocated 106, 97% of the way fromthe center of the specs toward
the upper specification limt.

Process Capability Analysis - Est2_4
Anal ysi s Sunmary
Data variable: Est2_4

Di stribution: Nornal
sanpl e size = 43
mean = 27, 6535
standard deviation = 0,940706

6,0 Sigma Limts
+3,0 sigma = 30, 4756
mean = 27, 6535
-3,0 sigm = 24,8314

Obser ved Esti nat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 29,0
LSL = 27,0 6,976744% -0, 69 24,362716% 243627, 16
Tot al 6,976744% 24,362716% 243627, 16

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimte the
proportion of the population fromwhich that data conmes which falls

outside the specification linmits. |In this case, a normal distribution
was fit to a set of 43 observations in the variable Est2_4. 24,3627%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar
Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.
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Process Capability for Est2_4
LISL =27,0, Nominal = 29.’0
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Capability Indices for Est2_4

Pp
Ppk = 0,23156
Ppk (upper) =
Ppk (lower) = 0,23156
K = -0, 673256

Based on 6,0 sigma limts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. 1In this case,
Ppk equals 0,23156. K equals the nmean minus the noninal, divided by
one- hal f the distance between the specs. Since K equals -0, 673256,
the nmean is located 67,3256% of the way fromthe center of the specs
toward the | ower specification limt.

Process Capability Analysis - Est7_4
Anal ysi s Sunmary
Data variable: Est7_4

Di stribution: Nornal
sanpl e size = 40
mean = 42,52
standard deviation = 1,26799

6,0 Sigma Limts
+3,0 sigma = 46, 324
mean = 42,52
-3,0 sigm = 38,716

bser ved Esti nat ed Def ects
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 44,0
LSL = 42,0 32, 500000% -0,41 34, 086518% 340865, 18
Tot al 32, 500000% 34, 086518% 340865, 18

Ppk = 0,23
Ppk (lower) = (
K=-0,67
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The St at Advi sor

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls

outside the specification linmts. |In this case, a normal distribution
was fit to a set of 40 observations in the variable Est7_4. 34,0865%
of the fitted distribution lies outside the specification limts. |If

the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for Est7_4
. LSL = 42.'0’ Nomir)al = 44’0.
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Process Capability Analysis - Est28 4
Anal ysi's Sunmary
Data variable: Est28_4
Di stribution: Nornal
sanpl e size = 29
mean = 61, 2966
standard deviation = 2,20397
6,0 Sigma Limts
+3,0 sigma = 67, 9085
mean = 61, 2966
-3,0 sigm = 54, 6846
Qbser ved Esti mat ed Def ect s
Speci fications Beyond Spec. Z- Score Beyond Spec. Per MIlion
Nom nal = 61,0
LSL = 59,0 17, 241379% -1,04 14,870375% 148703, 75
Tot al 17, 241379% 14, 870375% 148703, 75

This procedure is designed to conpare a set of data against a set
of specifications. The goal of the analysis is to estimate the
proportion of the population fromwhich that data conmes which falls
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outside the specification linmts. |In this case, a normal distribution
was fit to a set of 29 observations in the variable Est28 4. 14,8704%
of the fitted distribution lies outside the specification limts. |If
the normal distribution is appropriate for the data, this estinmates
the percent of the popul ation which lies outside the spec.

To determ ne whether the normal distribution is appropriate for
this data, select Goodness-of-Fit Tests fromthe |ist of Tabul ar

Options. You can assess the fit visually by selecting Capability Plot
fromthe list of Gaphical Options.

Process Capability for Est28 4
. LSL = 59,0, Nomirl1al = 61’0.

12t 3 Ppk=035
10F . =
5 g ] Ppk (lower) = (
= 8t 1 k=015
S5 6 =
o C ]
2 4 ;
2F .
0 -—. : : . .—-
54 57 60 63 66 69

Est28_4

Capability Indices for Est28 4

Pp =

Ppk = 0,347335

Ppk (upper) =

Ppk (lower) = 0,347335
K = 0, 148276

Based on 6,0 sigma limts.

The St at Advi sor

Several capability indices have been conputed to sunmarize the
conparison of the fitted distribution to the specifications. Ppk is
a one-sided capability index, which in the case of the nornal
distribution divides the distance fromthe mean to the nearer
specification linmt by 3 tinmes the standard deviation. |In this case,
Ppk equal s 0,347335. K equals the mean minus the nominal, divided by
one-hal f the distance between the specs. Since K equals 0,148276, the
mean is |ocated 14,8276% of the way fromthe center of the specs
toward the upper specification limt.

IHAPAPTHMA T

2voyétion idothtwv- mototyte toyévrovo CEM 11 42.5- uvioc 1
Mul ti pl e-Variabl e Anal ysis

Anal ysi s Sunmary

Data vari abl es:
Estl_ 1

220



Bl aine_1
IR 1

LO 1
Sice_1
Al 203_1

There are 47 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical nodel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given val ues of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.

PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
neasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

Estl 1o

|
3

Blaine 1

L
il

Lol 1 |°

o

o a

® Si02_1

gl AI203_1
= o _

iy b

S s g e |
ik

i

Correl ations
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Estl_ 1 Bl aine_1 IR 1 LO 1

Estl 1 0,0178 -0,5742 -
0,5186
(47 (47 (
47)
0, 9053 0, 0000
0, 0002
Bl aine_1 0,0178 -0,1173 -
0, 1539
(47 (47 (
47)
0, 9053 0, 4324
0, 3017
IR 1 -0,5742 -0,1173
0, 4478
(47 (47 (
47)
0, 0000 0, 4324
0, 0016
LO 1 -0,5186 -0,1539 0, 4478
( 47) ( 47) ( 47)
0, 0002 0, 3017 0, 0016
Si_1 -0,4523 0,0104 0,6708
0, 0916
(47 (47 (47 (
47)
0, 0014 0, 9447 0, 0000
0, 5404
Al 203_1 -0,5316 0, 0005 0, 4977
0, 3858
(47 (47 (47 (
47)
0, 0001 0, 9975 0, 0004
0, 0074
Si_1 Al 203_1
Estl 1 -0,4523 -0,5316
( 47) ( 47)
0,0014 0, 0001
Bl aine_1 0,0104 0, 0005
( 47) ( 47)
0, 9447 0,9975
IR 1 0, 6708 0, 4977
( 47) ( 47)
0, 0000 0, 0004
LO 1 0,0916 0, 3858
( 47) ( 47)
0, 5404 0,0074
Sie 1 0,5471
(47
0, 0001
Al 208 1 0,5471
(47
0, 0001

Correl ation
(Sanpl e Size)
P- Val ue
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The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Estl1 1 and IR 1

Estl1 1 and LO _1

Estl 1 and SiQ2_1

Estl 1 and Al2Q3_1

IR 1 and LO _1

IR 1 and SiO2_1

IR 1 and Al 203_1

LO _1 and Al 233_1

Si2_1 and Al2Q3_1

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Est2_1
Blaine_1
IR 1
LO 1
Si_1
Al 203_1

There are 47 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphical Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical nodel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.

PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.

PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
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each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

AI203_1

Correl ations

Est2_1 Bl aine_1 IR 1 LO 1
Est2_1 0,0742 -0,5274 -
0, 3989

(47 (47 (
47)
0, 6200 0, 0001

0, 0055
Bl aine_1 0, 0742 -0,1173 -
0, 1539

(47 (47 (
47)

0, 6200 0, 4324
0, 3017
IR 1 -0,5274 -0,1173
0, 4478

(47 (47 (
47)

0, 0001 0, 4324
0, 0016
LO_1 -0, 3989 -0, 1539 0, 4478

( 47) ( 47) ( 47)

0, 0055 0, 3017 0, 0016
Sice_1 -0, 4182 0, 0104 0, 6708
0, 0916

(47 (47 (47 (
47)

0, 0034 0, 9447 0, 0000
0, 5404
Al 203_1 -0,5201 0, 0005 0, 4977
0, 3858

(47 (47 (47 (
47)

0, 0002 0, 9975 0, 0004
0, 0074
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Est2_ 1 -0,4182 -0,5201
( 47) ( 47)
0,0034 0, 0002
Bl aine_1 0,0104 0, 0005
(47 (47
0, 9447 0,9975
IR 1 0, 6708 0, 4977
( 47) ( 47)
0, 0000 0, 0004
LO 1 0,0916 0, 3858
( 47) ( 47)
0, 5404 0,0074
Sie 1 0,5471
(47
0, 0001
Al 208 1 0,5471
(47
0, 0001

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Est2_1 and IR 1

Est2_1 and LO _1

Est2_1 and Si2_1

Est2_1 and Al2Q3_1

IR 1 and LO _1

IR 1 and SiOo2_1

IR 1 and Al 208_1

LO _1 and Al 233_1

Si2_1 and Al2Q3_1

Mul ti pl e-Variabl e Anal ysis

Anal ysi s Sunmary

Data vari abl es:
Al 203_2
BLAI NEMT1
IR 2
LO MT1
Si ;emr1
Est 7Mr'1

There are 46 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
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correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and

Graphi cal Options buttons on the analysis tool bar to access these

di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnm ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

AI203_2 9

LD

= Wy T |.n S

M s g
il

LOIMTL[®
@ DSiOZMTJFEﬁEF

& W B Est7MT]

294 HY
‘

Correl ations

Al2C3 2 BLAI NEMT1 IR 2

Al2C3 2 -0,0763 0,5048
0, 3972

( 46) ( 46)
46)

0, 6141 0, 0003
0, 0063
BLAI NEMT1 -0,0763 0, 0661
0, 1737
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( 46) (  46) (

46)
0, 6141 0, 6624
0, 2484
IR 2 0, 5048 0, 0661
0, 4336
(  46) (  46) (
46)
0, 0003 0, 6624
0, 0026
LO M1 0, 3972 0, 1737 0, 4336
( 46) ( 46) (46
0, 0063 0, 2484 0, 0026
Si @2MT1 0, 5469 -0, 0494 0, 6802
0, 0978
(  46) (  46) (  46) (
46)
0, 0001 0, 7443 0, 0000
0, 5177
Est 7MT1 -0, 5257 0, 0394 -0, 4824 -
0, 4267
(  46) (  46) (  46) (
46)
0, 0002 0, 7950 0, 0007
0, 0031
Si @2MT1 Est 7MT1
Al 208_2 0, 5469 -0, 5257
( 46) ( 46)
0, 0001 0, 0002
BLAI NEMT'1 -0, 0494 0, 0394
( 46) ( 46)
0, 7443 0, 7950
IR 2 0, 6802 -0, 4824
( 46) ( 46)
0, 0000 0, 0007
LO M1 0,0978 -0, 4267
( 46) ( 46)
0,5177 0, 0031
Si @2MT1 -0, 3159
( 46)
0, 0325
Est 7M1 -0, 3159
( 46)
0, 0325

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
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bel ow 0. 05:
Al208 2 and IR 2
Al 203 _2 and LO Mr1
Al 208_2 and Si @Mr1
Al 203_2 and Est7Mr1l
IR 2 and LO MI1
IR 2 and Si O2Mr1
IR 2 and Est 7Mri1
LO MI1 and Est7MI'1
Si 2Mr'1 and Est 7MI'1

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Est28_1
Blaine_1
IR 1
LO 1
Si_1
Al 203_1

There are 38 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given val ues of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
neasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to

each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Correl ations

Est28_1 Bl aine_1
Est28_1 0, 0628
0, 2207

(38
38)
0, 7081

0, 1831
Bl aine_1 0, 0628
0, 1844

(38
38)

0, 7081
0, 2679
IR 1 -0, 3185 -0,1240
0, 4740

( 38) ( 38)
38)

0, 0513 0, 4584
0, 0026
LO_1 -0, 2207 -0, 1844

( 38) ( 38)

0, 1831 0, 2679
Sice_1 -0,1823 0, 0089
0, 1483

( 38) ( 38)
38)

0, 2733 0, 9577
0, 3744
Al 203_1 -0,5807 -0,0141
0, 4955

( 38) ( 38)
38)

0, 0001 0, 9331
0, 0016

Sice_1 Al 203_1
Est28_1 -0,1823 -0,5807

( 38) ( 38)

0, 4584

0,4740
0, 0026
0, 6542

(39 (
0, 0000

0, 5264
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0, 2733 0, 0001

Bl aine_1 0, 0089 -0,0141
( 38) ( 38)
0,9577 0,9331
IR 1 0, 6542 0, 5264
( 38) ( 38)
0, 0000 0, 0007
LA 1 0, 1483 0, 4955
( 38) ( 38)
0, 3744 0,0016
Si_1 0,5770
( 38)
0, 0001
Al 208 1 0,5770
(  38)
0, 0001

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Est28_1 and Al 203_1

IR 1 and LO _1

IR 1 and SiOo2_1

IR 1 and Al 208_1

LO _1 and Al 233_1

Si2_1 and Al2Q3_1

2voyétion 0w thtwv-rootyta toyévroo CEM || 42 5- uvioc 4
Multiple-Variable Analysis

Anal ysi s Sunmary

Data vari abl es:
Est7_2
Bl ai ne_2
IR 2
LO _2
Si_2
Al 203_2

There are 43 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
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the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphical Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnmi ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

Correl ations

Est7_2 Bl ai ne_2 IR 2
Est7_2 -0,1903 -0, 3106
0, 4713
( 43) ( 43)
43)
0, 2216 0, 0426
0, 0014
Bl ai ne_2 -0,1903 0, 0139
0, 3634
( 43) ( 43)
43)
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0, 2216 0, 9296

0, 0166
IR 2 -0, 3106 0,0139
0, 4005

(  43) (  43) (
43)

0, 0426 0, 9296
0, 0078
Lo _2 -0,4713 0, 3634 0, 4005

(  43) (  43) (  43)

0,0014 0,0166 0,0078
si@_2 -0,1014 -0,1028 0, 8383 -
0, 0180

( 43 ( 43 ( 43 (
43)

0,5176 0,5118 0, 0000
0, 9088
Al 208_2 -0, 3498 -0,2101 0, 4940
0, 0652

( 43 ( 43 ( 43 (
43)

0, 0215 0, 1764 0, 0008
0, 6779

si@_2 Al 208_2
Est7_2 -0,1014 -0, 3498

(  43) (  43)

0,5176 0, 0215
Bl ai ne_2 -0,1028 -0,2101

( 43) (43

0,5118 0,1764
IR 2 0, 8383 0, 4940

(  43) (  43)

0, 0000 0, 0008
Lo _2 -0,0180 0, 0652

(  43) (  43)

0, 9088 0,6779
si@_2 0, 4525

(43
0, 0023

Al 208_2 0, 4525

(43

0, 0023

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Est7_2 and IR 2
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Est7_2 and LO _2
Est7_2 and Al 2Q3_2
Bl aine_2 and LA _2
IR 2 and LO _2

IR 2 and Sio2_2

IR 2 and Al 203_2
Si2_2 and Al 208_2

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Est28_2
Bl ai ne_2
IR 2
LO _2
Si_2
Al 203_2

There are 36 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
neasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnm ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Est28_2[o

Blaine_2

o

Correl ations

-0, 3155
( 36)

0, 0609

-0, 0830
( 36)
0, 6305
0,5252
( 36)
0, 0010
-0, 2025
( 36)

0, 2363

-0,3030

-0,3272 -

(  36) (

0, 0514

-0,0830

0, 6305

0, 2542
0, 1346
0, 8345 -

( 36) (
0, 0000

0, 3836 -

Est28_2
Est28_2
0, 2558
36)
0, 1321
Bl ai ne_2 -0, 3155
0, 5252

( 36)
36)

0, 0609
0, 0010
IR 2 -0,3272
0, 2542

( 36)
36)

0, 0514
0, 1346
LO 2 -0, 2558

( 36)

0,1321
Si@_2 -0, 2765
0, 1550

( 36)
36)

0,1026
0, 3667
Al 203_2 0,0243
0, 1410

( 36)
36)

0, 8879
0, 4120

Si_2
Est28_2 -0, 2765

( 36)
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0, 1026 0, 8879

Bl ai ne_2 -0, 2025 -0, 3030
(  36) (  36)
0, 2363 0,0724
IR 2 0, 8345 0, 3836
(  36) (  36)
0, 0000 0, 0209
LA _2 -0, 1550 -0, 1410
( 36) ( 36)
0, 3667 0, 4120
si 2 0, 3758
(  36)
0,0239
Al 203 2 0, 3758
(  36)
0,0239

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Bl aine_2 and LA _2

IR 2 and Sio2_2

IR 2 and Al 203_2

Si2_2 and Al 208_2

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Estl 2
Bl ai ne_2
IR 2
LO _2
Si_2
Al 203_2

There are 44 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
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of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of

nore ot her vari abl es.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows

bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnmi ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

S

Blaine_2

Correl ations

Estl_2 Bl ai ne_2 IR 2
Estl 2 0, 0296 -0, 4493
0,5183
( 44) ( 44)
44)
0, 8489 0,0022
0, 0003
Bl ai ne_2 0, 0296 0,0194
0, 3640
( 44) ( 44)
44)
0, 8489 0, 9006
0, 0151
IR 2 -0, 4493 0,0194
0, 4140
( 44) ( 44)
44)
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(

(

0, 9006

0, 3640
44)
0, 0151
0, 1030
44)

0, 5060

0, 2098

(

0, 4140
44)
0, 0052
0, 8192
44)

0, 0000

0, 4851

0, 0022
0, 0052
LO 2 -0,5183
(44
0, 0003
Si_2 -0,1685
0, 0188
(44
44)
0, 2743
0, 9037
Al 203_2 -0,5943
0, 0656
(44
44)
0, 0000
0, 6723
Si@_2
Estl 2 -0,1685
(44
0, 2743
Bl ai ne_2 -0,1030
(44
0, 5060
IR 2 0,8192
(44
0, 0000
LO 2 -0,0188
(44
0,9037
Si_2
Al 203_2 0, 4524
(44
0, 0020

(

(

(

0, 2098
44)
0,1717

0, 4851
44)
0, 0008

0, 0656
44)
0, 6723

0, 4524
44)
0, 0020

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product

nonent correl ations between each

pair of variables. These correlation coefficients range between -1

and +1 and nmeasure the strength of the linear
variables. Also shown in parentheses is the nunber of pairs of data
val ues used to conpute each coefficient.

The third nunmber

rel ationshi p between the

in each

location of the table is a P-value which tests the statistical

significance of the estimated correl ations.
indicate statistically significant

P-val ues bel ow 0. 05
non-zero correlations at the 95%

confidence level. The follow ng pairs of variables have P-val ues

bel ow 0. 05:

Estl 2 and IR 2
Estl 2 and LO _2
Est1l 2 and Al 2Q3_2
Bl aine_2 and LO _2
IR 2 and LO _2

IR 2 and SiOo2_2

IR 2 and Al 203_2
Si2_2 and Al 208_2
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Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Est2_2
Bl ai ne_2
IR 2
LO _2
Si_2
Al 203_2

There are 43 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphical Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical nodel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given val ues of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
neasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to

each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Correl ations

-0,0613
(43

0, 6961

0, 0139
(43
0, 9296
0, 3634
(43
0,0166
-0,1028
(43

0,5118

-0,2101

-0, 3493 -

(43 (

0,0217

0,0139

(43 (
0, 9296

0, 4005
0,0078
0, 8383 -

(43 (
0, 0000

0, 4940

Est2_2
Est2_2
0, 4933
43)
0, 0008
Bl ai ne_2 -0,0613
0, 3634

(  43)
43)

0, 6961
0, 0166
IR 2 -0, 3493
0, 4005

(  43)
43)

0, 0217
0, 0078
LO _2 -0,4933

(  43)

0, 0008
Si_2 -0,0651
0, 0180

( 43)
43)

0, 6783
0, 9088
Al 203_2 -0,5781
0, 0652

( 43)
43)

0, 0000
0, 6779

Si_2
Est2_2 -0,0651

( 43)

239



0,6783 0, 0000

Bl ai ne_2 -0,1028 -0, 2101
( 43) ( 43)
0,5118 0,1764
IR 2 0, 8383 0, 4940
( 43) ( 43)
0, 0000 0, 0008
Lo 2 -0,0180 0, 0652
( 43) ( 43)
0, 9088 0, 6779
s 2 0, 4525
(  43)
0, 0023
Al 208_2 0, 4525
(43
0, 0023

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Est2 2 and IR 2

Est2_2 and LO _2

Est2_2 and Al 2Q3_2

Bl aine_2 and LA _2

IR 2 and LO _2

IR 2 and SiOo2_2

IR 2 and Al 203_2

Si2_2 and Al 208_2

Az walivopouixn 1010ty mov cvoyeticovrar uetalt tovg-rowwtyta CEM ||
425
Simple Regression - IR_2 vs. LOIMT1

Regression Analysis - Double reciprocal nodel: Y = 1/(a + b/ X)

Dependent variable: IR 2
I ndependent variable: LO M1l

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I nter cept 0, 0324261 0, 0345356 0, 938918 0, 3528
Sl ope 0, 686419 0, 174205 3, 9403 0, 0003

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 0, 00560708 1 0,00560708 15, 53 0, 0003
Resi dual 0, 0162514 45 0,000361142
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Total (Corr.) 0, 0218584 46

Correl ati on Coefficient = 0,506476

R-squared = 25,6518 percent

R-squared (adjusted for d.f.) = 23,9996 percent
Standard Error of Est. = 0,0190037

Mean absolute error = 0,0150631

Dur bi n-Wat son statistic = 1,52243 (P=0, 0397)
Lag 1 residual autocorrelation = 0,184929

The St at Advi sor

The out put shows the results of fitting a double reciprocal nodel
to describe the relationship between IR 2 and LO MIl. The equation of
the fitted nodel is

Sinple Regression - IR 2 vs. Al 203_2

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between IR 2 and LO M1 at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted explains
25,6518% of the variability in IR 2 after transfornming to a reciprocal
scale to linearize the nodel. The correlation coefficient equals
0, 506476, indicating a noderately strong rel ati onship between the
vari abl es. The standard error of the estinate shows the standard
devi ation of the residuals to be 0,0190037. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,0150631 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ation based on the
order in which they occur in your data file. Since the P-value is
less than 0.05, there is an indication of possible serial correlation.
Pl ot the residuals versus row order to see if there is any pattern
whi ch can be seen.

Plot of Fitted Model

IR

4,1 4,5 4,9 53 5,7 6,1
LOIMT1

Conparison of Alternative Mdels

Model Correl ation R- Squar ed
Doubl e reci procal 0, 5065 25, 65%
S-curve -0, 4852 23, 54%
Reci procal - Y -0,4719 22, 27%
Mul tiplicative 0, 4708 22, 16%
Reci procal - X -0, 4621 21, 36%
Exponenti al 0, 4546 20, 67%
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Logarithm c- X 0, 4497 20, 22%

Square root-Y 0, 4452 19, 82%
Squar e root - X 0, 4428 19, 61%
Li near 0, 4355 18, 96%
Logi stic <no fit>
Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the double reciprocal nodel yields
the highest R Squared value with 25,6518% This is the currently
sel ected nodel .

Regression Analysis - Double reciprocal nodel: Y = 1/(a + b/ X)

Dependent variable: IR 2
I ndependent variable: Al 203_2

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I nt er cept -0,139334 0, 0737636 -1, 88893 0, 0654
Sl ope 1, 62526 0, 389728 4,17025 0, 0001

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 0, 00609287 1 0,00609287 17,39 0, 0001
Resi dual 0, 0157656 45 0, 000350346

Total (Corr.) 0, 0218584 46

Correl ati on Coefficient = 0,52796

R-squared = 27,8742 percent

R-squared (adjusted for d.f.) = 26,2714 percent
Standard Error of Est. = 0,0187175

Mean absolute error = 0,014215

Dur bi n- Wat son statistic = 1, 16403 (P=0, 0009)
Lag 1 residual autocorrelation = 0,298763

The St at Advi sor

The out put shows the results of fitting a double reciprocal nodel
to describe the relationship between IR 2 and Al 2G3_2. The equation
of the fitted nodel is

IR 2 = 1/(-0, 139334 + 1, 62526/ Al 203_2)

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between IR 2 and Al2038_2 at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted explains
27,8742% of the variability in IR 2 after transforming to a reciprocal
scale to linearize the nodel. The correlation coefficient equals
0, 52796, indicating a noderately strong relationship between the
vari abl es. The standard error of the estinate shows the standard
devi ation of the residuals to be 0,0187175. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,014215 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ati on based on the
order in which they occur in your data file. Since the P-value is
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less than 0.05, there is an indication of possible serial correlation.
Pl ot the residuals versus row order to see if there is any pattern
which can be seen.

Plot of Fitted Model

IR

42k, . o, . . . .
438 5 52 54 56 58 6

Al203_2

Conpari son of Alternative Mdels

Model Correl ation R- Squar ed
Doubl e reci procal 0, 5280 27, 87%
S-curve -0,5169 26, 71%
Reci procal - Y -0, 5088 25, 89%
Mul tiplicative 0, 5076 25, 77%
Reci procal - X -0, 4995 24, 95%
Exponenti al 0, 4980 24, 80%
Logarithm c- X 0, 4906 24, 07%
Square root-Y 0, 4903 24, 04%
Squar e root - X 0, 4860 23, 62%
Li near 0, 4813 23, 16%
Logi stic <no fit>

Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the double reciprocal nodel yields
the highest R Squared value with 27,8742% This is the currently
sel ected nodel .

Halwdopounen — rootyra toywévroo CEM |1 42 5-udlog 1

Mul ti pl e Regression - Est28MI1Ri dge Regression - Est2MriMilti ple Regression -

Est 2Mr1Mul ti pl e Regression - Est1Mrl

Mul ti pl e Regression Anal ysis

Dependent variabl e: Est1Mrl
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St andard T

Par anmet er Estimat e Error Statistic P- Val ue
CONSTANT - 96,0784 42,6785 -2,25121 0,0338
BLAI NEMT1 0, 0258737 0, 00903367 2,86414 0, 0085
IR 2 -0,961588 0, 295551 -3,25354 0,0034
LO MT1 -1, 40371 0,675116 -2,07922 0, 0485

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 36, 9057 3 12,3019 9,13 0, 0003
Resi dual 32,3414 24 1, 34756

Total (Corr.) 69, 2471 27

R-squared = 53, 2957 percent

R-squared (adjusted for d.f.) = 47,4577 percent
Standard Error of Est. = 1,16084

Mean absolute error = 0, 8467

Dur bi n- Wat son statistic = 2,1273 (P=0, 3204)

Lag 1 residual autocorrelation = -0,0649478

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renobve: 4,0

Step O

0 variables in the nodel. 27 d.f. for error.

R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE = 2, 56471
Step 1

Addi ng variable IR 2 with F-to-enter = 12,637
1 variables in the nodel. 26 d.f. for error.
R-squared = 32,71% Adj usted R-squared = 30,12% MBE = 1, 79225

Addi ng variabl e BLAINEMI1 with F-to-enter = 5,52271
2 variables in the nodel. 25 d.f. for error.
R-squared = 44, 88% Adj usted R-squared = 40,47% MBE = 1, 52668

Addi ng variable LOMI1 with F-to-enter = 4,32315
3 variables in the nodel. 24 d.f. for error.
R-squared = 53, 30% Adj usted R-squared = 47,46% MBE = 1, 34756

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est 1M1 and 6
i ndependent variables. The equation of the fitted nodel is

Est1MI1 = -96,0784 + 0,0258737*BLAI NEMI'1 - 0, 961588*IR 2 -
1, 40371*LO Mr'1

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted

expl ai ns 53,2957% of the variability in EstlMrl. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
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di fferent nunbers of independent variables, is 47,4577% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,16084. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absol ute error (MAE) of 0,8467 is the average value of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
resi dual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,0485, belonging to
LOMI1. Since the P-value is less than 0.05, that termis
statistically significant at the 95% confi dence | evel. Consequently,
you probably don't want to renove any variables fromthe nodel.

Component+Residual Plot for EstIMT1

- 34F T T T T T =
8 o 3
24F ) 3
5 - z
—_ 1l4F . . -
S : T ]
04F = 3
S : e 5
o -06 - ° e - -
g -1,6 F . 3
o E 1
-2,6 E. . ,® . . . =
4,8 5 5,2 54 5,6 5,8 6
Further ANOVA for Variables in the Order Fitted
Sour ce Sum of Squares Df Mean Square F-Ratio P- Val ue
BLAI NEMT'1 7,73757 1 7,73757 5, 74 0, 0247
IR 2 23,3425 1 23, 3425 17, 32 0, 0003
LA MI'1 5, 8257 1 5, 8257 4,32 0, 0485
Model 36, 9057 3

This table shows the statistical significance of each variable as
it was added to the npdel. You can use this table to help deternm ne
how much the nodel could be sinplified, especially if you are fitting
a pol ynom al .
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Plot of EstIMT1

observed

11 13 15 17 19
predicted
95, 0% confi dence intervals for coefficient estinates
St andar d
Par anet er Estimate Error Lower Limt Upper Limt
CONSTANT - 96,0784 42,6785 -184, 163 -7,99401
BLAI NEMT1 0, 0258737 0, 00903367 0, 00722911 0, 0445184
IR 2 -0, 961588 0, 295551 -1,57158 -0, 351599
LO Mr1 -1, 40371 0,675116 -2,79709 -0,0103401

This table shows 95,0% confidence intervals for the coefficients in
the nodel. Confidence intervals show how precisely the coefficients
can be estimated given the anpbunt of avail able data and the noise
which is present.

Residual Plot

< - . . . . .-
E 33F T
‘5 2,3 E_ . _E
O 13f i £
-c E o i uu o L] E
© 03F e .
N - . s . 1
2 -07F e R 3
[} . . ’ :
o -17¢ =
2 E . 3
(j) _2’7 '_I , , , , I_'

0 10 20 30 40 50

row number

Correlation matrix for coefficient estinmates

CONSTANT BLAI NEMT'1 IR 2 LA Mri
CONSTANT 1, 0000 -0,9970 -0,0573 0, 1330
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BLAI NEMT1 -0,9970 1, 0000 0, 0413
IR 2 -0,0573 0, 0413 1, 0000
LO M1 0, 1330 -0,1984 -0, 3269

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmpongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.

Regression Results for Est1MI1

Fitted Stnd. Error Lower 95,0% CL Upper 95,0% CL

Upper 95, 0% CL
Row Val ue for Forecast for Forecast for Forecast
for Mean

49 15, 3696 1, 2236 12, 8442 17, 8949
16,1679

50 14,8416 1, 31392 12,1298 17,5534
16,1119

51 12,6474 1, 23614 10, 0961 15, 1986
13,5242

This tabl e contains informati on about Est 1MI1l generated using the
fitted nmodel. The table includes:

(1) the predicted value of Est1Mrl using the fitted nodel

(2) the standard error for each predicted val ue

(3) 95,0%prediction limts for new observations

(4) 95,0%confidence limts for the nmean response
Each item corresponds to the values of the independent variables in a
specific row of your data file. To generate forecasts for additional
conbi nati ons of the variables, add additional rows to the bottom of
your data file. In each newrow, enter values for the independent
vari abl es but |eave the cell for the dependent variable enpty. \hen
you return to this pane, forecasts will be added to the table for the
new rows, but the nodel will be unaffected.

Unusual Residual s

Predi ct ed Studenti zed

Row Y Y Resi dual Resi dual
32 11,5 14, 011 -2,51096 -2,43

45 18,0 15, 3696 2,63045 2,70

The tabl e of unusual residuals lists all observations which have
Studentized residuals greater than 2.0 in absolute value. Studentized
resi dual s nmeasure how nmany standard devi ations each observed val ue of
Est 1IMI'1 deviates froma nodel fitted using all of the data except that
observation. In this case, there are 2 Studentized residuals greater
than 2.0, but none greater than 3.0.

Influential Points

-0,1984
-0, 3269
1, 0000

Lower 95, 0% CL

for Mean

14,5712
13,5713

11, 7706

247



Mahal anobi s

Row Lever age Di st ance DFI TS
1 0, 446518 20, 0124 -0, 290757
45 0, 111044 2,28484 0, 95426

Aver age | everage of single data point = 0, 142857

The St at Advi sor

The table of influential data points lists all observations which
have | everage val ues greater than 3 tines that of an average data
point, or which have an unusually large value of DFITS. Leverage is a
statistic which nmeasures how influential each observation is in

determining the coefficients of the estimated nodel. DFITS is a
statistic which measures how nuch the estinated coefficients woul d
change if each observation was renmoved fromthe data set. In this

case, an average data point woul d have a | everage value equal to

0, 142857. There is one data point with nore than 3 tines the average
| everage, but none with nore than 5 tinmes. There is one data point
with an unusual ly | arge val ue of DFITS.

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
BLAI NEMT1
LO MT1
IR 2
Est 1MI'1

There are 46 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphical Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
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PROCEDURE: Speci al

Summary Statistics

Est 1MT1

- Miltivariate Methods -

Canoni cal

Correl ations

Count

Aver age
14,7326

Vari ance
2,69914

St andard devi ation
M ni mum

Maxi mum

Range

St nd. skewness
1, 45266

Stnd. kurtosis
0, 634088

BLAINEMTI «, “g8gs" |« g vor| 1 filldTe.
T e LomTy | SRR Redgy
2 b B S
ol = u"; o =fq
ot . IR2 | FE.: e
. 1‘33 ;P.'}E'“ — ud,g%.u
o fmate o | % @ es| Fdwe. | EStIMTL
L7 I Hostw| T EE,
BLAI NEMT1 LO M1 IR 2
46 46 46
4779, 65 5, 0863 6, 03957
1239, 34 0, 153442 0, 587933
35, 2043 0, 391716 0, 766768
4700, 0 4,1 4,22
4900, 0 6,01 7,89
200, 0 1,91 3,67
2,48878 -1, 38515 0, 48871
3,76153 1, 51575 0, 299014

1, 6429
11,4
19,0
7,6

This table shows summary statistics for each of the selected data

variables. It
variability,

i ncl udes neasures of central
and neasures of shape. O
the standardi zed skewness and st andardi zed kurtosis,
to determ ne whether the sanple cones froma nornal

t endency,
particul ar

measur es of
i nterest
whi ch can be used
di stribution.

here are

Val ues of these statistics outside the range of -2 to +2 indicate

significant departures fromnormality,
many of the statistical

this case,

outside the expected range:

BLAI NEMT1

The follow ng variabl es show standardi zed kurtosis val ues outside the

expect ed range:
BLAI NEMT1

To nake the variables nore nornmal,

SQRT(Y),

as LOYY),

95,0 percent confidence intervals

or 1/Y.

which would tend to invalidate
procedures normally applied to this data.
the followi ng variabl es show st andardi zed skewness val ues

you nmight try a transformation such

I'n
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Mean Stnd. error Lower limt Upper limt
BLAI NEMT'1 4779, 65 5, 19059 4769, 2 4790, 11
LO Mr1 5, 0863 0, 0577554 4, 96998 5, 20263
IR 2 6, 03957 0, 113054 5,81186 6, 26727
Est 1M1 14, 7326 0, 242233 14, 2447 15, 2205
Si gma Lower limt Upper limt
BLAI NEMT1 35, 2043 29, 1998 44, 3406
LO M1 0, 391716 0, 324904 0, 493376
IR 2 0, 766768 0, 635986 0, 965762
Est 1M1 1, 6429 1, 36269 2, 06928
The St at Advi sor
This table shows 95,0% confidence intervals for the neans and
standard deviati ons of each of the variables. These intervals bound
the sanpling error in the estimtes of the paranmeters of the
popul ations from which the data come. They can be used to hel p judge
how precisely the populati on neans and standard devi ati ons have been
estimated. The intervals assune that the popul ati ons from which the
sanpl es come can be represented by normal distributions. Wile the
confidence intervals for the nmeans are quite robust and not very
sensitive to violations of this assunption, the confidence intervals
for the standard deviations are quite sensitive. You can check the
assunption of normality in the One Variable Analysis procedure.
Correl ati ons
BLAI NEMT'1 LA MI'1 IR 2
Est 1M1
BLAI NEMT'1 0, 1737 0, 0661
0, 0279
( 46) ( 46) (
46)
0, 2484 0, 6624
0, 8542
LO M1 0, 1737 0, 4336 -
0, 5266
( 46) ( 46) (
46)
0, 2484 0, 0026
0, 0002
IR 2 0, 0661 0, 4336 -
0, 5779
( 46) ( 46) (
46)
0, 6624 0, 0026
0, 0000
Est 1M1 0, 0279 -0,5266 -0,5779
( 46) ( 46) ( 46)
0, 8542 0, 0002 0, 0000

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
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values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

LO M1 and IR 2

LO MI1 and Est1MI1

IR 2 and Est 1Mr1

Spear man Rank Correl ations

BLAI NEMT1 LO M1 IR 2
Est 1MT1
BLAI NEMT1 0, 1256 0,0332
0, 2111
( 46) ( 46)
46)
0, 3994 0, 8238
0, 1568
LO M1 0, 1256 0, 3322
0, 5056
( 46) ( 46)
46)
0, 3994 0, 0258
0, 0007
IR 2 0,0332 0, 3322
0, 5955
( 46) ( 46)
46)
0, 8238 0, 0258
0, 0001
Est 1MT1 0, 2111 -0,5056 -0, 5955
( 46) ( 46) ( 46)
0, 1568 0, 0007 0, 0001

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Spearnman rank correl ations between each pair of

vari abl es. These correlation coefficients range between -1 and +1 and

measure the strength of the association between the variables. |In
contrast to the nore comon Pearson correl ations, the Spearnan
coefficients are conputed fromthe ranks of the data val ues rather
than fromthe values thenselves. Consequently, they are |ess
sensitive to outliers than the Pearson coefficients. Also shown in

parent heses is the nunber of pairs of data values used to conpute each

coefficient. The third nunber in each location of the table is a
P-val ue which tests the statistical significance of the estimated
correl ations. P-values below 0.05 indicate statistically significant
non-zero correlations at the 95% confidence level. The follow ng
pairs of variables have P-val ues bel ow 0. 05:

LO M1 and IR 2

LO MI1 and Est1MI1

IR 2 and Est 1Mr1
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Mul ti pl e Regression Anal ysis

Dependent vari abl e: Est2Mrl

0,0194

St andar d T
Par anmet er Estimat e Error Statistic
CONSTANT 48, 3906 6, 26672 7,72185
Al 203_2 -3,22561 1, 32854 -2,42793
IR 2 -0,817849 0, 323689 -2,52665

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 51, 207 2 25, 6035 12, 40
Resi dual 88, 8176 43 2,06552

Total (Corr.) 140, 025 45

R-squared = 36,57 percent

R-squared (adjusted for d.f.) = 33,6198 percent
Standard Error of Est. = 1,43719

Mean absolute error = 1,04148

Dur bi n- Wat son statistic = 1,4573 (P=0,0191)

Lag 1 residual autocorrelation = 0,252017

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O

0 variables in the nodel. 45 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00%
Step 1

Addi ng variable IR 2 with F-to-enter = 17,0047
1 variables in the nodel. 44 d.f. for error.
R-squared = 27,87% Adj usted R-squared = 26, 24%

Addi ng variable AlI203_2 with F-to-enter = 5,89485
2 variables in the nodel. 43 d.f. for error.
R-squared = 36,57% Adj usted R-squared = 33,62%

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est2MI1 and 5

i ndependent variables. The equation of the fitted nodel is

Est2MI1 = 48,3906 - 3,22561*Al 203_2 - 0, 817849*IR 2

Since the P-value in the ANOVA table is less than 0.01, there is a

3,11166

2,29531

2, 06552
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statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 36,57% of the variability in Est2Mrl. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 33,6198% The standard error of
the estimate shows the standard devi ati on of the residuals to be
1,43719. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,04148 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,0194, belonging to
Al 208_2. Since the P-value is less than 0.05, that termis
statistically significant at the 95% confi dence | evel. Consequently,
you probably don't want to renove any variables fromthe nodel.

Component+Residual Plot for Est2MT1
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Al203_2

Further ANOVA for Variables in the Order Fitted

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Al 2CG3_2 38, 0208 1 38, 0208 18, 41 0, 0001
IR 2 13, 1862 1 13, 1862 6, 38 0,0153
Model 51, 207 2

This table shows the statistical significance of each variable as
it was added to the npdel. You can use this table to help determ ne
how much the nodel could be sinplified, especially if you are fitting
a pol ynom al .
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Plot of Est2MT1
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95, 0% confi dence intervals for coefficient estinates
St andar d

Par anet er Estimate Error Lower Limt Upper Limt
CONSTANT 48, 3906 6, 26672 35, 7526 61, 0287
Al 203_2 -3,22561 1, 32854 -5,90487 -0,546342
IR 2 -0,817849 0, 323689 -1,47063 -0, 165066

This table shows 95,0% confidence intervals for the coefficients in
the nodel. Confidence intervals show how precisely the coefficients
can be estimated given the anpbunt of avail able data and the noise
which is present.

Residual Plot
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row number
Correlation matrix for coefficient estinmates
CONSTANT Al 208_2 IR 2
CONSTANT 1, 0000 -0, 9625 0, 2534
Al 203_2 -0, 9625 1, 0000 -0,5048
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This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there is 1 correlation with

absol ute val ue greater than 0.5 (not including the constant term.

Regression Results for Est2MI1l

Fitted Stnd. Error Lower 95,0% CL Upper 95,0% CL
Upper 95, 0% CL
Row Val ue for Forecast for Forecast for Forecast
for Mean
36 24,4493 1, 60867 21, 2051 27,6935
25,9067

This tabl e contains informati on about Est2MI1l generated using the
fitted nmodel. The table includes:

(1) the predicted value of Est2Mrl using the fitted nodel

(2) the standard error for each predicted val ue

(3) 95,0%prediction limts for new observations

(4) 95,0% confidence limts for the nmean response
Each item corresponds to the values of the independent variables in a
specific row of your data file. To generate forecasts for additional
conbi nati ons of the variables, add additional rows to the bottom of
your data file. In each newrow, enter values for the independent
vari abl es but |eave the cell for the dependent variable enpty. \When
you return to this pane, forecasts will be added to the table for the
new rows, but the npdel will be unaffected.

Unusual Residual s

Predi ct ed St udenti zed

Row Y Y Resi dual Resi dual
6 30,7 26, 9593 3, 74065 2,89

8 25,6 28, 5854 -2,98543 -2,33

32 23,4 26, 2874 -2,8874 -2,12

39 22,5 25, 8081 - 3,30807 -2,48

The tabl e of unusual residuals lists all observations which have
Studentized residuals greater than 2.0 in absolute value. Studentized
resi dual s nmeasure how nmany standard devi ations each observed val ue of
Est 2Mr1 deviates froma nodel fitted using all of the data except that
observation. In this case, there are 4 Studentized residuals greater
than 2.0, but none greater than 3.0.

Influential Points

Mahal anobi s
Row Lever age Di st ance DFI TS

Lower 95, 0% CL

for Mean
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6 0, 052369 1, 4538 0, 680303
8 0, 124426 5, 27499 -0,878978
18 0, 213324 10, 9538 -0, 493367

Aver age | everage of single data point = 0,0652174

The St at Advi sor

The table of influential data points lists all observations which
have | everage val ues greater than 3 tines that of an average data
point, or which have an unusually large value of DFITS. Leverage is a
statistic which nmeasures how influential each observation is in

determining the coefficients of the estimated nodel. DFITS is a
statistic which measures how nmuch the estinated coefficients woul d
change if each observation was renmoved fromthe data set. In this

case, an average data point woul d have a | everage value equal to
0,0652174. There is one data point with nore than 3 tinmes the average
| everage, but none with nore than 5 tines. There are 2 data points
with unusually | arge val ues of DFITS.

Mul ti pl e Regression Anal ysis

Dependent vari abl e: Est28Mr1

St andard T
Par anet er Estimat e Error Statistic
CONSTANT 76, 8445 5, 53945 13, 8722
Al 203_2 -4,44702 1, 05161 -4,22876

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 27,1147 1 27,1147 17, 88
Resi dual 53, 0697 35 1,51628

Total (Corr.) 80, 1843 36

R-squared = 33, 8154 percent

R-squared (adjusted for d.f.) = 31,9244 percent
Standard Error of Est. = 1,23137

Mean absolute error = 0, 963892

Dur bi n-Wat son statistic = 1,58421 (P=0,0776)
Lag 1 residual autocorrelation = 0,19834

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O

0 variables in the nodel. 36 d.f. for error.

R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE = 2,
Step 1

Addi ng variable AlI203_2 with F-to-enter = 17,8824
1 variables in the nodel. 35 d.f. for error.
R-squared = 33,82% Adj usted R-squared = 31,92% MBE = 1,

Fi nal nodel sel ected.

0, 0000

22734

51628
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The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est28MI1 and 5
i ndependent variables. The equation of the fitted nodel is

Est28MI1l = 76, 8445 - 4,44702*Al 2C8_2

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 33,8154% of the variability in Est28Mr1. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 31,9244% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,23137. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 0,963892 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,0002, belonging to
Al 208_2. Since the P-value is less than 0.01, the highest order term
is statistically significant at the 99% confi dence |evel.

Consequent |y, you probably don't want to renpve any variables fromthe
nodel .

Component+Residual Plot for Est28MT1

— 25F j j j j j =
O : 5
£ MoF ;
— O05F 3
S F ]
c O°F E
8 -15f 3
£ sk 3
3) g ]

'3,5 [ 1 1 1 1 1 1]

e
o]
ol

5,2 5,4 5,6 5,8 6
Al203_2

Correlation matrix for coefficient estinmates

CONSTANT Al 208_2
CONSTANT 1, 0000 -0,9993
Al 208_2 -0,9993 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations with
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absol ute val ues greater than 0.5 (not including the constant term.

Plot of Est28MT1

56
55
54
53
52

observed

51

50

56

Fitted Stnd. Error Lower 95,0% CL Upper 95,0% CL

Upper 95, 0% CL
Row Val ue for Forecast for Forecast for Forecast
for Mean

36 50,9184 1, 38256 48,1116 53, 7251
52,1946

39 53,1863 1, 24929 50, 6502 55, 7225
53,6143

40 53,8534 1, 25181 51, 3121 56, 3947
54,3108

41 52,0746 1, 28871 49, 4584 54, 6908
52,8463

42 52,3859 1,27233 49, 8029 54, 9689
53, 036

43 52,8751 1, 25491 50, 3274 55, 4227
53, 3662

44 53,1419 1, 24983 50, 6046 55,6792
53,5763

45 53,72 1, 24972 51, 1829 56, 2571
54,1531

46 53,0974 1, 25045 50, 5588 55, 636
53,5392

47 52,7416 1, 25863 50, 1865 55, 2968
53,2705

This tabl e contains informati on about Est28MI1 generated using the
fitted nmodel. The table includes

(1) the predicted value of Est28Mrl using the fitted node

(2) the standard error for each predicted val ue

(3) 95,0%prediction limts for new observations

(4) 95,0% confidence limts for the nmean response
Each item corresponds to the values of the independent variables in a
specific row of your data file. To generate forecasts for additiona
conbi nati ons of the variables, add additional rows to the bottom of
your data file. In each newrow, enter values for the independent
vari abl es but |eave the cell for the dependent variable enpty. \When

Lower 95, 0% CL

for Mean

49, 6421
52, 7584
53, 396
51, 3029
51, 7358
52, 3839
52,7075
53, 2869
52, 6556

52,2127
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you return to this pane, forecasts will be added to the table for the
new rows, but the nodel will be unaffected.

Residual Plot
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Si npl e Regression - Est28MI1 vs. BLAI NEMI1

Regression Analysis - Double reciprocal nodel: Y = 1/(a + b/ X)

Dependent vari abl e: Est28MI1
I ndependent vari abl e: BLAI NEMT1

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I nter cept 0, 0124935 0, 0123405 1,01241 0, 3183
Sl ope 29, 8138 59, 0041 0, 505284 0, 6165

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 7, 47008E- 8 1 7, 47008E- 8 0, 26
Resi dual 0, 0000102405 35 2, 92587E-7

Total (Corr.) 0, 0000103152 36

Correl ati on Coefficient = 0,0850987

R-squared = 0, 724179 percent

R-squared (adjusted for d.f.) = -2,11227 percent
St andard Error of Est. = 0,000540913

Mean absolute error = 0,000422486

Dur bi n- Wat son statistic = 0,909885 (P=0, 0001)
Lag 1 residual autocorrelation = 0,543514

The St at Advi sor

The out put shows the results of fitting a double reciprocal nodel
to describe the relationship betwen Est28MI1 and BLAI NEMI1. The
equation of the fitted nodel is

Est28Mr1 = 1/(0, 0124935 + 29, 8138/ BLAI NEMI'1)
Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant relationship between Est28MI1
and BLAINEMT1 at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
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0, 724179% of the variability in Est28MI1 after transforming to a

reci procal scale to linearize the nodel. The correlation coefficient
equal s 0,0850987, indicating a relatively weak rel ationship between
the variables. The standard error of the estinmate shows the standard
devi ation of the residuals to be 0,000540913. This value can be used
to construct prediction linmts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,000422486 is the average val ue
of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is less than 0.05, there is an indication of possible serial
correlation. Plot the residuals versus row order to see if there is
any pattern which can be seen.

Plot of Fitted Model
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Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squar es Df Mean Square F-Ratio P- Val ue
Model 7, 47008E- 8 1 7, 47008E- 8 0, 26 0, 6165
Resi dual 0, 0000102405 35 2, 92587E-7
Lack-of - Fit 0, 00000350751 12 2, 92293E-7 1, 00 0, 4800
Pure Error 0, 00000673302 23 2,9274E-7
Total (Corr.) 0, 0000103152 36

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X.  Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.
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Plot of Est28MT1
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Conpari son of Alternative Mdels
Model Correl ation R- Squar ed
Doubl e reci procal 0, 0851 0, 72%
Reci procal - Y -0, 0832 0, 69%
S-curve -0, 0829 0, 69%
Mul tiplicative 0, 0820 0, 67%
Exponenti al 0, 0810 0, 66%
Reci procal - X -0, 0808 0, 65%
Square root-Y 0, 0799 0, 64%
Logarithm c- X 0, 0798 0, 64%
Squar e root - X 0, 0793 0, 63%
Li near 0, 0788 0, 62%
Logi stic <no fit>
Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the double reciprocal nodel yields
the highest R Squared value with 0,724179% This is the currently
sel ected nodel .
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Residual Plot
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Sinpl e Regression - Est28Mrl vs. IR 2
Regression Analysis - Linear nodel: Y = a + b*X
Dependent vari abl e: Est28Mr1
I ndependent variable: IR 2
St andard T
Par anet er Estinmate Error Statistic P- Val ue
I ntercept 56, 9204 1, 78941 31, 8096 0, 0000
Sl ope -0,578772 0, 294552 -1, 96492 0, 0574
Anal ysi s of Variance
Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 7,96649 1 7,96649 3, 86 0, 0574
Resi dual 72,2178 35 2,06337
Total (Corr.) 80, 1843 36

Correl ati on Coefficient = -0,315202

R-squared = 9, 93522 percent

R-squared (adjusted for d.f.) = 7,36194 percent
Standard Error of Est. = 1, 43644

Mean absolute error = 1, 06851

Dur bi n- Wat son statistic = 1,07036 (P=0, 0008)
Lag 1 residual autocorrelation = 0,458252

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationshi p between Est28MI1 and | R 2. The equation of the
fitted nodel is

Est 28Mr'1 = 56,9204 - 0,578772*IR 2

Since the P-value in the ANOVA table is less than 0.10, there is a
statistically significant relationship between Est28Mrl and IR 2 at
the 90% confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
9, 93522% of the variability in Est28MI1. The correl ation coefficient
equal s -0, 315202, indicating a relatively weak rel ationship between
the variables. The standard error of the estimte shows the standard
deviation of the residuals to be 1,43644. This value can be used to
construct prediction limts for new observations by selecting the

262



Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 1,06851 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ati on based on the
order in which they occur in your data file. Since the P-value is
less than 0.05, there is an indication of possible serial correlation.
Plot the residuals versus row order to see if there is any pattern
whi ch can be seen.

Plot of Fitted Model
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Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 7,96649 1 7,96649 3, 86 0, 0574
Resi dual 72,2178 35 2,06337
Lack-of - Fit 71, 0528 33 2,15312 3,70 0, 2354
Pure Error 1, 165 2 0, 5825
Total (Corr.) 80, 1843 36

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.
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Plot of Est28MT1
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Sinpl e Regression - Est28Mrl vs. IR 2

The St at Advi sor

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the nultiplicative nodel yields
the highest R Squared value with 10,0939% This is 0, 158707% hi gher
than the currently selected linear nodel. To change nodels, sel ect
the Analysis Options dialog box.

Residual Plot
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Si npl e Regression - Est28Mr1l vs. LO MIl

Regression Analysis - Linear nodel: Y = a + b*X

Dependent vari abl e: Est28Mrl

I ndependent variable: LO M1l

St andard T
Par anet er Esti mate Error Statistic P- Val ue
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I ntercept 57, 6598 3, 24126 17, 7893 0, 0000
Sl ope -0, 838185 0, 641264 -1,30708 0, 1997

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 3,73189 1 3,73189 1,71
Resi dual 76, 4524 35 2,18436

Total (Corr.) 80, 1843 36

Correl ati on Coefficient = -0,215735

R-squared = 4, 65414 percent

R-squared (adjusted for d.f.) = 1,92998 percent
Standard Error of Est. = 1,47796

Mean absolute error = 1, 13038

Dur bi n- Wat son statistic = 1,0127 (P=0, 0004)

Lag 1 residual autocorrelation = 0,492346

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationshi p between Est28MI1 and LO MIl. The equation of the
fitted nodel is

Est 28Mr1 = 57,6598 - 0, 838185*LO Ml

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant relationship between Est28MI1
and LO M1 at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
4,65414% of the variability in Est28MI1. The correl ation coefficient
equal s -0, 215735, indicating a relatively weak rel ationship between
the variables. The standard error of the estimte shows the standard
deviation of the residuals to be 1,47796. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 1,13038 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ation based on the
order in which they occur in your data file. Since the P-value is
less than 0.05, there is an indication of possible serial correlation.
Pl ot the residuals versus row order to see if there is any pattern
whi ch can be seen.

Plot of Fitted Model
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Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squar es Df Mean Square F-Ratio
Model 3,73189 1 3,73189 1,71
Resi dual 76, 4524 35 2,18436
Lack-of - Fit 49, 7624 31 1, 60524 0,24
Pure Error 26, 69 4 6, 6725
Total (Corr.) 80, 1843 36

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.

Plot of Est28MT1
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Conparison of Alternative Mdels

Model Correl ation R- Squar ed
Doubl e reci procal -0,2281 5, 20%
S-curve 0, 2278 5,19%
Reci procal - X 0, 2273 5 17%
Mul tiplicative -0, 2229 4,97%
Logarithm c- X -0, 2225 4, 95%
Squar e root - X -0,2194 4,81%
Reci procal - Y 0, 2163 4, 68%
Exponenti al -0, 2161 4, 67%
Square root-Y -0, 2159 4,66%
Li near -0, 2157 4, 65%
Logi stic <no fit>

Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the double reciprocal nodel yields
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the highest R Squared value with 5,20417% This is 0,550024% hi gher
than the currently selected linear nodel. To change nodels, select
the Analysis Options dialog box.

Residual Plot
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Sinpl e Regression - Est28Mr1 vs. LO MIl

Regression Analysis - Double reciprocal nodel: Y = 1/(a + b/ X)

Dependent vari abl e: Est28Mr1
I ndependent variable: LO M1l

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I nter cept 0, 0202178 0, 00107767 18, 7607 0, 0000
Sl ope -0, 00745945 0, 00538135 -1, 38617 0, 1745

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 5, 36822E-7 1 5, 36822E-7 1,92
Resi dual 0, 00000977841 35 2, 79383E-7

Total (Corr.) 0, 0000103152 36

Correl ati on Coefficient = -0,228126

R-squared = 5,20417 percent

R-squared (adjusted for d.f.) = 2,49571 percent
St andard Error of Est. = 0,000528567

Mean absolute error = 0, 000400428

Dur bi n- Wat son statistic = 1,00546 (P=0, 0004)
Lag 1 residual autocorrelation = 0,495405

The St at Advi sor

The out put shows the results of fitting a double reciprocal nodel
to describe the relationship between Est28Mr1 and LO MI1. The
equation of the fitted nodel is

Est28Mr1 = 1/(0, 0202178 - 0, 00745945/ LO Mr1)
Since the P-value in the ANOVA table is greater or equal to 0.10,

there is not a statistically significant relationship between Est28Mr1
and LO M1 at the 90% or hi gher confidence |evel.
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The R-Squared statistic indicates that the nodel as fitted explains
5,20417% of the variability in Est28MI1 after transforming to a
reci procal scale to linearize the nodel. The correlation coefficient
equal s -0, 228126, indicating a relatively weak rel ationship between
the variables. The standard error of the estinmate shows the standard
devi ation of the residuals to be 0,000528567. This value can be used
to construct prediction linmts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,000400428 is the average val ue
of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is less than 0.05, there is an indication of possible serial
correlation. Plot the residuals versus row order to see if there is
any pattern which can be seen.

Plot of Fitted Model
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Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 5, 36822E-7 1 5, 36822E-7 1,92
Resi dual 0, 00000977841 35 2, 79383E-7
Lack-of - Fit 0, 00000632992 31 2, 04191E-7 0,24
Pure Error 0, 00000344849 4 8, 62123E-7
Total (Corr.) 0, 0000103152 36

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X.  Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.
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Plot of Est28MT1
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Conpari son of Alternative Mdels
Model Correl ation R- Squar ed
Doubl e reci procal -0,2281 5, 20%
S-curve 0, 2278 5,19%
Reci procal - X 0, 2273 5 17%
Mul tiplicative -0, 2229 4, 97%
Logarithm c- X -0, 2225 4, 95%
Squar e root - X -0,2194 4,81%
Reci procal - Y 0, 2163 4, 68%
Exponenti al -0, 2161 4, 67%
Square root-Y -0, 2159 4,66%
Li near -0, 2157 4, 65%
Logi stic <no fit>
Log probit <no fit>

This table shows the results of
to the data. O the nodels fitted,
the hi ghest R Squared value with 5,
sel ect ed nodel .

fitting several curvilinear nodels
the doubl e reci procal nodel vyields
20417% This is the currently
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Residual Plot
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Si npl e Regression - Est28Mr1l vs. Si O2Mr1
Regression Analysis - Linear nodel: Y = a + b*X
Dependent vari abl e: Est28Mr1
I ndependent variabl e: Si O2Mri1
St andard T
Par anet er Estinate Error Statistic P- Val ue
I ntercept 68, 9271 14,0034 4,92216 0, 0000
Sl ope -0,696791 0, 629746 -1,10646 0, 2761
Anal ysi s of Variance

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 2,70997 1 2,70997 1,22 0, 2761
Resi dual 77,4744 35 2,21355

Total (Corr.) 80, 1843 36

Correl ati on Coefficient = -0, 183839

R-squared = 3, 37968 percent

R-squared (adjusted for d.f.) = 0,619096 percent
Standard Error of Est. = 1, 4878

Mean absolute error = 1, 14552

Dur bi n- Wat son statistic = 0,970802 (P=0, 0003)
Lag 1 residual autocorrelation = 0,511325

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationshi p between Est28MI1 and Si 2MI1l. The equation of the
fitted nodel is

Est 28MI'1 = 68,9271 - 0, 696791*Si O2Mrl1

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant relationship between Est28Mr1
and Si O2Mr1 at the 90% or higher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
3,37968% of the variability in Est28MI1. The correl ation coefficient
equal s -0,183839, indicating a relatively weak rel ationship between
the variables. The standard error of the estimte shows the standard
deviation of the residuals to be 1,4878. This value can be used to
construct prediction limts for new observations by selecting the
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Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 1,14552 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ati on based on the
order in which they occur in your data file. Since the P-value is
less than 0.05, there is an indication of possible serial correlation.
Plot the residuals versus row order to see if there is any pattern
whi ch can be seen.

Plot of Fitted Model
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Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 2,70997 1 2,70997 1, 22 0, 2761
Resi dual 77,4744 35 2,21355
Lack-of - Fit 73,5644 30 2,45215 3,14 0,1023
Pure Error 3,91 5 0,782
Total (Corr.) 80, 1843 36

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.
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Plot of Est28MT1
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Si npl e Regression - Est28Mr1 vs. Si O2Mr1

The St at Advi sor

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the double reciprocal nodel yields
the highest R Squared value with 3,61157% This is 0,231889% hi gher
than the currently selected linear nodel. To change nodels, sel ect
the Analysis Options dialog box.

Residual Plot
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Si npl e Regression - Est28Mr1 vs. Si O2Mr1

Regr ession Analysis - Double reciprocal nodel: Y = 1/(a + b/X)

Dependent vari abl e: Est28Mrl
I ndependent variabl e: Si O2Mri1

Par anet er Esti mate Error Statistic P- Val ue
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Intercept 0, 024461 0, 00500626 4, 88607 0, 0000
Sl ope -0,127405 0,111254 -1, 14517 0, 2599

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 3, 72541E-7 1 3, 72541E-7 1,31
Resi dual 0, 00000994269 35 2, 84077E-7

Total (Corr.) 0, 0000103152 36

Correl ati on Coefficient = -0,190041

R-squared = 3, 61157 percent

R-squared (adjusted for d.f.) = 0,85761 percent
St andard Error of Est. = 0,000532989

Mean absolute error = 0, 000406575

Dur bi n- Wat son statistic = 0,960935 (P=0, 0002)
Lag 1 residual autocorrelation = 0,516358

The St at Advi sor

The out put shows the results of fitting a double reciprocal nodel
to describe the rel ationship betwen Est28MI1 and Si ®2Mr1. The
equation of the fitted nodel is

Est28Mr1 = 1/(0, 024461 - 0, 127405/ Si O2MT1)

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant relationship between Est28MI1
and Si O2Mr1 at the 90% or higher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
3,61157% of the variability in Est28MI1 after transforming to a
reci procal scale to linearize the nodel. The correlation coefficient
equal s -0,190041, indicating a relatively weak rel ationship between
the variables. The standard error of the estinmate shows the standard
devi ation of the residuals to be 0,000532989. This value can be used
to construct prediction linmits for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,000406575 is the average val ue
of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is less than 0.05, there is an indication of possible serial
correlation. Plot the residuals versus row order to see if there is
any pattern which can be seen.

Plot of Fitted Model
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Anal ysis of Variance with Lack-of-Fit

Model
Resi dual

3, 72541E-7
0, 00000994269

Lack-of -Fit
Pure Error

0, 00000943298
5, 09709E-7

Total (Corr.)

The St at Advi sor

The lack of fit test

nodel
conpl i cat ed nodel

the variability of the current
bet ween observations at
X.  Since the P-value for

equal to 0.10, the nodel appears to be adequate for the observed data.
Plot of Est28MT1
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Conpari son of Alternative Mdels
Model Correl ation R- Squar ed
Doubl e reci procal -0, 1900 3,61%
S-curve 0, 1892 3, 58%
Reci procal - X 0, 1883 3, 54%
Mul tiplicative -0, 1870 3, 50%
Logarithm c- X -0, 1861 3, 46%
Reci procal - Y 0, 1855 3, 44%
Squar e root - X -0, 1850 3,42%
Exponenti al -0, 1847 3,41%
Square root-Y -0, 1843 3, 40%
Li near -0, 1838 3, 38%
Logi stic <no fit>
Log probit <no fit>

sh

0, 0000103152

ould be used.

nodel

| ack-of -fit

Df  Mean Square F-Ratio
1 3, 72541E-7 1,31

35 2,84077E-7

30 3, 14433E-7 3,08
5 1, 01942E-7

36

The test

is designed to deternine whether the sel ected
is adequate to describe the observed data, or whether a nore
is perforned by conparing
residuals to the variability
replicate values of the independent variable

in the ANOVA table is greater or

This table shows the results of fitting several

curvilinear nodels
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to the data. O the nodels fitted,
the highest R Squared value with 3,61157%
sel ect ed nodel .

t he doubl e reci procal

nodel vyields
This is the currently

Residual Plot
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Mul ti pl e Regression - Est7MIl
Mul ti pl e Regression Anal ysis
Dependent variabl e: Est7Mrl
St andard T
Par anmet er Estimate Error Statistic P- Val ue
CONSTANT 67,422 7,44241 9, 05917 0, 0000
Al 203_2 -4,16081 1, 57779 -2,63712 0,0116
IR 2 -0, 779985 0, 384416 -2,02901 0, 0487
Anal ysi s of Variance
Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 64, 4079 2 32, 204 11, 05 0, 0001
Resi dual 125, 269 43 2,91324
Total (Corr.) 189, 677 45
R-squared = 33, 9566 percent
R-squared (adjusted for d.f.) = 30,8848 percent
Standard Error of Est. = 1,70682
Mean absolute error = 1,27334
Dur bi n-Wat son statistic = 1,73621 (P=0, 1401)
Lag 1 residual autocorrelation = 0,101407
St epwi se regression
Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0
Step O
0 variables in the nodel. 45 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE = 4, 21505
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Addi ng variable Al203_2 with F-to-enter = 16, 8016
1 variables in the nodel. 44 d.f. for error.

R-squared = 27,63% Adj usted R-squared = 25,99% MBE = 3, 11961

Addi ng variable IR 2 with F-to-enter = 4,11689
2 variables in the nodel. 43 d.f. for error.

R-squared = 33,96% Adj usted R-squared = 30, 88% MBE = 2, 91324

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est 7M1 and 5
i ndependent variables. The equation of the fitted nodel is

Est7MI1 = 67,422 - 4,16081*Al 203_2 - 0, 779985*I R 2

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 33,9566% of the variability in Est7Mrl. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 30,8848% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,70682. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,27334 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,0487, belonging to
IR 2. Since the P-value is less than 0.05, that termis statistically
significant at the 95%confidence | evel. Consequently, you probably
don't want to renpve any variables fromthe nodel.
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Component+Residual Plot for Est7MT1
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Al203_2

Correlation matrix for coefficient estinmates

CONSTANT Al 208_2 IR 2
CONSTANT 1, 0000 -0, 9625 0, 2534
Al 208_2 -0, 9625 1, 0000 -0,5048
IR 2 0, 2534 -0,5048 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmpongst the
predictor variables. In this case, there is 1 correlation with

absol ute val ue greater than 0.5 (not including the constant term.

Plot of Est7/TMT1
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Residual Plot
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Regression Results for Est7MI1l

Fitted Stnd. Error Lower 95,0% CL Upper 95,0% CL
Upper 95, 0% CL
Row Val ue for Forecast for Forecast for Forecast
for Mean
36 38, 2662 1,91047 34,4134 42,119
39,9971

This tabl e contains informati on about Est7MI1l generated using the
fitted nmodel. The table includes:

(1) the predicted value of Est7Mrl1 using the fitted nodel

(2) the standard error for each predicted val ue

(3) 95,0%prediction limts for new observations

(4) 95,0% confidence limts for the nmean response
Each item corresponds to the values of the independent variables in a
specific row of your data file. To generate forecasts for additional
conbi nati ons of the variables, add additional rows to the bottom of
your data file. In each newrow, enter values for the independent
vari abl es but |eave the cell for the dependent variable enpty. \When
you return to this pane, forecasts will be added to the table for the
new rows, but the nodel will be unaffected.

Lower 95, 0% CL

for Mean

278



Residual Plot

I - . . . . -
5 45 i ]
E L 4
) N o ]
o 290 ]
— [ & i
-c r o o o . o [u]n] DEI A
O 05 Op g g 0 oo 0% o ° ]
N | n n [x] - n i
= L o oo ? o 0oo O O .
c r o o b
) 15+ o 4 o _|
© r o ]
= _ _
(/) '3,5 Ca 1 1 1 0, 11

0 10 20 30 40 50

row number

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Al 203_2
IR 2

There are 47 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnm ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Mul ti pl e-Variabl e Anal ysis
Summary Statistics
Al 203_2 IR 2
Count 47 47
Aver age 5, 29447 6, 04468
Vari ance 0, 0405122 0, 576382
St andard deviation 0,201276 0, 759198
M ni nrum 4,89 4,22
Maxi num 5, 83 7,89
Range 0, 94 3, 67
St nd. skewness 1, 48054 0, 440299
Stnd. kurtosis 0, 328911 0, 373963

This table shows summary statistics for each of the selected data
variables. It includes neasures of central tendency, neasures of
variability, and nmeasures of shape. O particular interest here are
the standardi zed skewness and st andardi zed kurtosis, which can be used
to determ ne whether the sanple cones froma normal distribution
Val ues of these statistics outside the range of -2 to +2 indicate
significant departures fromnormality, which would tend to invalidate
many of the statistical procedures normally applied to this data. In
this case, the followi ng vari abl es show standardi zed skewness val ues
outside the expected range

<none>
The follow ng variabl es show standardi zed kurtosis val ues outside the
expect ed range

<none>

Correl ations



(47

0, 0006
IR 2 0, 4813
(47
0, 0006

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
vari ables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Al208 2 and IR 2

Spear man Rank Correl ations

Al 208_2 IR 2
Al 208_2 0,5874
(47
0, 0001
IR 2 0,5874
(47
0, 0001

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Spearnman rank correl ations between each pair of
vari abl es. These correlation coefficients range between -1 and +1 and
measure the strength of the association between the variables. In
contrast to the nore comon Pearson correl ations, the Spearnan
coefficients are conputed fromthe ranks of the data val ues rather
than fromthe values thenselves. Consequently, they are |ess
sensitive to outliers than the Pearson coefficients. Also shown in
parent heses is the nunber of pairs of data values used to conpute each
coefficient. The third nunber in each location of the table is a
P-val ue which tests the statistical significance of the estimted
correl ations. P-values below 0.05 indicate statistically significant
non-zero correlations at the 95% confidence level. The follow ng
pairs of variables have P-val ues bel ow 0. 05:

Al203 2 and IR 2

Partial Correlations



Al 208_2 0, 4813
¢ 47

This table shows partial correlation coefficients between each pair
of variables. The partial correlations neasure the strength of the
linear relationship between the variables having first adjusted for
their relationship to other variables in the table. They are hel pful
in judging how useful one variable would be in inproving the
prediction of the second variable given that information fromall the
ot her variables has al ready been taken into account. Also shown in
parent heses is the nunber of pairs of data values used to conpute each
coefficient.
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Ridge Trace for Est7MT1
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Variance Inflation Factors for Est7MT1

15F Variable
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Plot of EsSt7TMT1
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Residual Plot

residual
N (@] N SN (@))

X

N T
34 36 38 40 42 44 46
predicted Est7/MT1

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Est 1MI'1
Est 28MT1
Est 7MI'1
Est 2Mr'1

There are 37 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
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of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of

nore ot her vari abl es.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows

bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnmi ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Summary Statistics

23,2
30,7
7,5

Est 1MI'1 Est 28MT'1 Est 7Mr'1
Est 2Mr'1
Count 37 37 37
Aver age 14,7514 53,4351 40, 8189
26, 3459
Vari ance 2,61646 2,22734 3, 67935
2, 63255
St andard deviation 1,61755 1, 49243 1, 91816
1, 62251
M ni num 11,5 50,0 36,8
Maxi num 19,0 55,9 45,7
Range 7,5 59 8,9
St nd. skewness 1, 79415 -2,00193 0, 56397
0, 520469
Stnd. kurtosis 0, 639206 0, 0912519 0, 424681
0, 28023
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The St at Advi sor

This table shows summary statistics for each of the selected data
variables. It includes neasures of central tendency, neasures of
variability, and nmeasures of shape. O particular interest here are
the standardi zed skewness and st andardi zed kurtosis, which can be used
to determ ne whether the sanple cones froma normal distribution.
Val ues of these statistics outside the range of -2 to +2 indicate
significant departures fromnormality, which would tend to invalidate
many of the statistical procedures normally applied to this data. In
this case, the followi ng vari abl es show st andardi zed skewness val ues
outside the expected range:

Est 28Mr'1
The follow ng variabl es show standardi zed kurtosis val ues outside the
expect ed range:

<none>
To make the variables nore normal, you might try a transformation such

as LOYY), SQRT(Y), or 1/Y.

95,0 percent confidence intervals

Mean Stnd. error Lower limt Upper limt
Est 1M1 14, 7514 0, 265923 14, 212 15, 2907
Est 28Mr'1 53, 4351 0, 245354 52,9375 53, 9327
Est 7M1 40, 8189 0, 315344 40, 1794 41, 4585
Est 2MT1 26, 3459 0, 26674 25, 805 26, 8869
Si gma Lower limt Upper limt
Est 1M1 1, 61755 1, 31541 2,10113
Est 28Mr'1 1, 49243 1, 21366 1,93861
Est 7M1 1,91816 1, 55987 2,49162
Est 2Mr'1 1, 62251 1, 31945 2,10758

This table shows 95,0% confidence intervals for the neans and

standard deviations of each of the vari abl es.

These interval s bound

the sanpling error in the estimtes of the paranmeters of the

popul ations from which the data cone.
how precisely the populati on neans and standard devi ati ons have been
The intervals assune that the popul ations from which the
sanpl es conme can be represented by nornal

esti mat ed.

di stributions.

They can be used to hel p judge

confidence intervals for the nmeans are quite robust and not very

sensitive to violations of this assunption,

for the standard deviations are quite sensitive.
assunption of normality in the One Variable Analysis procedure.

Correl ations

the confidence intervals
You can check the

Wi le the

Est 1MI'1 Est 28MI'1 Est 7MI'1 Est 2Mr'1
Est 1MI'1 0, 5907 0, 8334 0, 9024
( 37 ( 37 ( 37
0, 0001 0, 0000 0, 0000
Est 28MI'1 0, 5907 0, 7790 0, 6894
( 37 ( 37 ( 37
0, 0001 0, 0000 0, 0000
Est 7MI'1 0, 8334 0, 7790 0, 8734
( 37 ( 37 ( 37
0, 0000 0, 0000 0, 0000
Est 2MI'1 0, 9024 0, 6894 0, 8734
( 37 ( 37 ( 37
0, 0000 0, 0000 0, 0000
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Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Est 1M1 and Est28Mr1

Est 1M1 and Est7MI'1

Est 1M1 and Est2Mr1

Est 28MI'1 and Est 7MI'1

Est 28MI'1 and Est 2MI'1

Est 7M1 and Est2Mr1

Spear man Rank Correl ations

Est 1M1 Est 28MT'1 Est 7M1
Est 2Mr'1
Est 1MT1 0, 6532 0, 8412
0, 9231

( 37) ( 37)
37)
0, 0001 0, 0000

0, 0000
Est 28MT1 0, 6532 0,7717
0, 6103

( 37) ( 37)
37)

0, 0001 0, 0000
0, 0003
Est 7M1 0, 8412 0,7717
0, 8043

( 37) ( 37)
37)

0, 0000 0, 0000
0, 0000
Est 2MT1 0,9231 0,6103 0, 8043

( 37) ( 37) ( 37)

0, 0000 0, 0003 0, 0000

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Spearnman rank correl ati ons between each pair of
vari abl es. These correlation coefficients range between -1 and +1 and
measure the strength of the association between the variables. In
contrast to the nore comon Pearson correl ations, the Spearnan
coefficients are conputed fromthe ranks of the data val ues rather
than fromthe values thenselves. Consequently, they are |ess
sensitive to outliers than the Pearson coefficients. Also shown in
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parent heses is the nunber of pairs of data values used to conpute each
coefficient. The third nunber in each location of the table is a
P-val ue which tests the statistical significance of the estimated
correl ations. P-values below 0.05 indicate statistically significant
non-zero correlations at the 95% confidence level. The follow ng
pairs of variables have P-val ues bel ow 0. 05

Est 1M1 and Est28Mr1

Est 1M1 and Est7MI'1

Est 1M1 and Est2Mr1

Est 28MI'1 and Est 7MI'1

Est 28MI'1 and Est 2MI'1

Est 7MI1 and Est2Mr1

Covari ances

Est 1M1 Est 28MT'1 Est 7M1
Est 2Mr'1
Est 1MT1 2,61646 1, 42592 2, 58567
2, 36841

( 37 ( 37 ( 37 (
37)
Est 28MT1 1, 42592 2,22734 2, 23015
1, 66945

( 37 ( 37 ( 37 (
37)
Est 7MT1 2, 58567 2, 23015 3, 67935
2,71827

( 37 ( 37 ( 37 (
37)
Est2MT1 2, 36841 1, 66945 2,71827
2, 63255

( 37 ( 37 ( 37 (
37)

Covari ance
(Sanpl e Size)

The St at Advi sor

This tabl e shows estimated covari ances between each pair of
vari abl es. The covari ances nmeasure how nuch the variables vary
together and are used to conpute Pearson product nonment correl ations
Al so shown in parentheses is the nunber of pairs of data values used
to conpute each coefficient.

Partial Correlations

Est 1M1 Est 28MT'1 Est 7M1
Est 2Mr1
Est 1MT1 -0,2472 0, 3089
0, 6633

( 37 ( 37 (

37)
Est 28MT1 -0,2472 0,5384
0, 1854

( 37 ( 37 (
37)
Est 7MT1 0, 3089 0, 5384
0, 3222

( 37 ( 37 (
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37)

Est2Mr1 0, 6633 0, 1854 0, 3222

Correl ation
(Sanpl e Size)

The St at Advi sor

This tabl e shows partial correlation coefficients between each pair
of variables. The partial correlations measure the strength of the
linear rel ationship between the variables having first adjusted for
their relationship to other variables in the table. They are hel pful
in judging how useful one variable would be in inproving the
prediction of the second variable given that information fromall the
ot her variables has al ready been taken into account. Also shown in
parent heses is the nunber of pairs of data values used to conpute each
coefficient.

Si npl e Regression - Est28MI1 vs. Est7MI1

Regression Analysis - Linear nodel: Y = a + b*X

Dependent vari abl e: Est28Mr1
I ndependent vari abl e: Est 7Mrl1

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I nt er cept 28, 6938 3, 36945 8, 51587 0, 0000
Sl ope 0,606125 0, 0824577 7, 35075 0, 0000

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 48, 663 1 48, 663 54, 03 0, 0000
Resi dual 31,5213 35 0, 900609

Total (Corr.) 80, 1843 36

Correl ati on Coefficient = 0,779031

R-squared = 60, 6889 percent

R-squared (adjusted for d.f.) = 59,5658 percent
Standard Error of Est. = 0, 949004

Mean absolute error = 0, 736398

Dur bi n-Wat son statistic = 1,64211 (P=0, 1145)
Lag 1 residual autocorrelation = 0,164512

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationshi p between Est28MI1 and Est 7MIl. The equation of the
fitted nodel is

Est 28Mr1 = 28,6938 + 0, 606125*Est 7MI'l

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between Est28MIl and Est 7MI1 at
the 99% confidence | evel.

The R-Squared statistic indicates that the nodel as fitted explains
60, 6889% of the variability in Est28MIl. The correlation coefficient
equal s 0,779031, indicating a noderately strong rel ati onshi p between
the variables. The standard error of the estimte shows the standard
devi ation of the residuals to be 0,949004. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.
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The nean absolute error (MAE) of 0,736398 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ati on based on the
order in which they occur in your data file. Since the P-value is
greater than 0.05, there is no indication of serial autocorrelation in
the residuals.

Plot of Fitted Model

56
55
54
53
52

Est28MT1

51

50

34 36 38 40 42 44 46
Est/MT1

Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 48, 663 1 48, 663 54, 03 0, 0000
Resi dual 31, 5213 35 0, 900609
Lack-of - Fit 27,2963 30 0, 909877 1, 08 0, 5237
Pure Error 4,225 5 0, 845
Total (Corr.) 80, 1843 36

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data
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Plot of Est28MT1

50 51 52 53 54 55 56

56 F
55 F
© F
gé 54
O 53f
2 .
o) 52 ;—
51 F
50 E: 2 !
Conparison of Alternative Mdels
Model Correl ation
Doubl e reci procal 0, 7968
S-curve -0, 7966
Reci procal - X -0, 7963
Mul tiplicative 0, 7882
Logarithm c- X 0, 7881
Squar e root- X 0, 7837
Li near 0, 7790
Square root-Y 0,7789
Exponenti al 0, 7788
Reci procal - Y -0,7784
Logi stic
Log probit

This table shows the results of
to the data. O the nodels fitted,

predicted

63, 48%
63, 46%
63, 41%
62, 12%
62, 12%
61, 42%
60, 69%
60, 68%
60, 65%
60, 59%

<no fit>

<no fit>

fitting several curvilinear nodels
t he doubl e reci procal nodel vyields

the highest R Squared value with 63,4814% This is 2,79245% hi gher

than the currently selected |inear
the Analysis Options dialog box.

nodel . To change nodels, sel ect
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Residual Plot
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Si npl e Regression - Est7Mrl vs. Est2Mrl

Regression Analysis - Linear nodel: Y = a + b*X

Dependent variabl e: Est7Mrl

I ndependent vari abl e: Est 2Mr1

St andard T

Par anet er Estinmate Error Statistic P- Val ue

I ntercept 13, 5594 2,1717 6, 24367 0, 0000

Sl ope 1, 02878 0, 0820488 12,5387 0, 0000

Anal ysi s of Variance

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue

Model 148, 201 1 148, 201 157, 22 0, 0000

Resi dual 41, 4764 44 0, 942645

Total (Corr.) 189, 677 45

Correl ati on Coefficient = 0,88393

R-squared = 78,1332 percent

R-squared (adjusted for d.f.) = 77,6362 percent
St andard Error of Est. = 0, 970899

Mean absolute error = 0, 780959

Dur bi n-Wat son statistic = 1,37407 (P=0,0116)
Lag 1 residual autocorrelation = 0,297084

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationshi p between Est7Mrl and Est2MI1l. The equation of the
fitted nodel is

Est 7MI1 = 13,5594 + 1, 02878*Est 2MI'l

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between Est 7MI1 and Est2Mrl at
the 99% confidence | evel.

The R-Squared statistic indicates that the nodel as fitted explains
78,1332% of the variability in Est7MIl. The correlation coefficient
equal s 0,88393, indicating a noderately strong rel ationship between
the variables. The standard error of the estimte shows the standard
devi ation of the residuals to be 0,970899. This value can be used to
construct prediction limts for new observations by selecting the
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Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,780959 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ati on based on the
order in which they occur in your data file. Since the P-value is
less than 0.05, there is an indication of possible serial correlation.
Plot the residuals versus row order to see if there is any pattern
whi ch can be seen.

Plot of Fitted Model

46
44
42
40
38

Est7/MT1

36

34 1 1 1 1 1 1
22 24 26 28 30 32

Est2MT1

Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 148, 201 1 148, 201 157, 22 0, 0000
Resi dual 41, 4764 44 0, 942645
Lack-of - Fit 32,1231 29 1, 10769 1,78 0, 1209
Pure Error 9, 35333 15 0, 623556
Total (Corr.) 189, 677 45

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.
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Plot of Est7TMT1
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predicted
Conparison of Alternative Mdels
Model Correl ation R- Squar ed
S-curve -0, 8863 78, 56%
Reci procal - X -0, 8861 78, 51%
Logarithm c- X 0, 8857 78, 44%
Doubl e reci procal 0, 8851 78, 34%
Squar e root - X 0, 8850 78, 32%
Mul tiplicative 0, 8846 78, 24%
Li near 0, 8839 78, 13%
Square root-Y 0, 8828 77, 94%
Exponenti al 0, 8813 77, 68%
Reci procal - Y -0,8772 76, 95%
Logi stic <no fit>
Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the S-curve nodel nodel yields the
hi ghest R-Squared value with 78,5614% This is 0,428216% hi gher than
the currently selected linear nodel. To change nodels, select the
Anal ysis Options dial og box.
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Residual Plot
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Anal ysi s Sunmary

Data vari abl es:
Al 203_2
IR 2
Est 7Mr'1

There are 46 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several colums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnmi ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Summary Statistics
Al 208_2 IR 2 Est 7MI'1
Count 46 46 46
Aver age 5, 28283 6, 03957 40, 7304
Vari ance 0, 0349007 0, 587933 4, 21505
St andard deviation 0,186817 0, 766768 2, 05306
M ni nrum 4,89 4,22 34,9
Maxi num 5,73 7,89 45,7
Range 0, 84 3, 67 10, 8
St nd. skewness 0, 900896 0, 48871 -1,07601
Stnd. kurtosis -0, 152554 0, 299014 1, 28179

This table shows summary statistics for each of the selected data
variables. It includes neasures of central tendency, neasures of
variability, and nmeasures of shape. O particular interest here are
the standardi zed skewness and st andardi zed kurtosis, which can be used
to determ ne whether the sanple cones froma normal distribution
Val ues of these statistics outside the range of -2 to +2 indicate
significant departures fromnormality, which would tend to invalidate
many of the statistical procedures normally applied to this data. In
this case, the followi ng vari abl es show st andardi zed skewness val ues
outside the expected range

<none>
The follow ng variabl es show standardi zed kurtosis val ues outside the
expect ed range

<none>

Correl ations

Al2C3 2 IR 2 Est 7MI'1

Al2C3 2 0,5048 -0, 5257
( 46) ( 46)

0, 0003 0, 0002

IR 2 0, 5048 -0, 4824
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( 46) ( 46)

0, 0003 0, 0007
Est 7MI1 -0, 5257 -0,4824
( 46) ( 46)
0, 0002 0, 0007

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Al203 2 and IR 2

Al 203_2 and Est7Mr1l

IR 2 and Est 7Mri1

Spear man Rank Correl ations

Al2C3 2 IR 2 Est 7MI'1
Al2C3 2 0,5927 -0, 6217
( 46) ( 46)
0, 0001 0, 0000
IR 2 0,5927 -0, 5448
( 46) ( 46)
0, 0001 0, 0003
Est 7MI'1 -0, 6217 -0, 5448
( 46) ( 46)
0, 0000 0, 0003

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Spearnman rank correl ations between each pair of
vari abl es. These correlation coefficients range between -1 and +1 and
measure the strength of the association between the variables. In
contrast to the nore comon Pearson correl ations, the Spearnan
coefficients are conputed fromthe ranks of the data val ues rather
than fromthe values thenselves. Consequently, they are |ess
sensitive to outliers than the Pearson coefficients. Also shown in
parent heses is the nunber of pairs of data values used to conpute each
coefficient. The third nunber in each location of the table is a
P-val ue which tests the statistical significance of the estimted
correl ations. P-values below 0.05 indicate statistically significant
non-zero correlations at the 95% confidence level. The follow ng
pairs of variables have P-val ues bel ow 0. 05:

Al203 2 and IR 2

Al 203_2 and Est7Mr1l

IR 2 and Est 7Mri1
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Partial Correlations

Al2C3 2 IR 2 Est 7MI'1
Al2C3 2 0,3372 -0,3731
( 46) ( 46)
IR 2 0,3372 -0, 2956
( 46) ( 46)
Est 7MI'1 -0,3731 -0, 2956
( 46) ( 46)

Correl ation
(Sanpl e Size)

The St at Advi sor

This tabl e shows partial correlation coefficients between each pair
of variables. The partial correlations measure the strength of the
linear rel ationship between the variables having first adjusted for
their relationship to other variables in the table. They are hel pful
in judging how useful one variable would be in inproving the
prediction of the second variable given that information fromall the
ot her variables has al ready been taken into account. Also shown in
parent heses is the nunber of pairs of data values used to conpute each
coefficient.

Regression Analysis - Miltiplicative nodel: Y = a*X"b

Dependent vari abl e: Est28Mr1
I ndependent variable: IR 2

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I nter cept 4,09571 0, 0595055 68, 8291 0, 0000
Sl ope -0,065843 0, 0332155 -1,9823 0, 0553

NOTE: intercept = In(a)

Anal ysi s of Variance

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 0, 0029004 1 0, 0029004 3,93 0, 0553
Resi dual 0, 0258337 35 0,000738107

Total (Corr.) 0, 0287341 36

Correl ati on Coefficient = -0,317709

R-squared = 10, 0939 percent

R-squared (adjusted for d.f.) = 7,52518 percent
Standard Error of Est. = 0,0271681

Mean absolute error = 0,0202406

Dur bi n-Wat son statistic = 1,05967 (P=0, 0007)
Lag 1 residual autocorrelation = 0, 462245

The St at Advi sor

The out put shows the results of fitting a nultiplicative nodel to
descri be the rel ati onshi p between Est28Mr1 and IR 2. The equation of
the fitted nodel is

Est 28Mr'1 = 60, 0819*I R_2"-0, 065843
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or
I n(Est 28Mr1) = 4, 09571 - 0, 065843*I n(1 R 2)

Since the P-value in the ANOVA table is less than 0.10, there is a
statistically significant relationship between Est28Mrl and IR 2 at
the 90% confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
10,0939% of the variability in Est28MI1 after transfornming to a
logarithmi c scale to linearize the nodel. The correlation coefficient
equal s -0,317709, indicating a relatively weak rel ationship between
the variables. The standard error of the estinmate shows the standard
devi ation of the residuals to be 0,0271681. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,0202406 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correlation based on the
order in which they occur in your data file. Since the P-value is
less than 0.05, there is an indication of possible serial correlation.
Pl ot the residuals versus row order to see if there is any pattern
whi ch can be seen.

Plot of Fitted Model

56
55
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53
52

Est28MT1

51

50

»
N
o
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o
V)
i
V)
L
V)

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 0, 0029004 1 0, 0029004 3,93 0, 0553
Resi dual 0, 0258337 35 0,000738107
Lack-of - Fit 0, 0254319 33 0,000770664 3,84 0, 2279
Pure Error 0, 00040183 2 0,000200915
Total (Corr.) 0, 0287341 36

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.
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Plot of Est28MT1
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Conparison of Alternative Mdels
Model Correl ation R- Squar ed
Mul tiplicative -0, 3177 10, 09%
Logarithm c- X -0, 3166 10, 02%
Reci procal - Y 0, 3165 10, 02%
Squar e root - X -0, 3164 10, 01%
Doubl e reci procal -0, 3163 10, 00%
Exponenti al -0, 3160 9, 98%
Square root-Y -0, 3156 9, 96%
Li near -0, 3152 9, 94%
S-curve 0, 3151 9, 93%
Reci procal - X 0, 3137 9, 84%
Logi stic <no fit>
Log probit <no fit>

This table shows the results of fitting several

to the data. O the nodels fitted,

the multiplicative nodel

the highest R-Squared value with 10, 0939%

sel ect ed nodel .

curvilinear nodels
yi el ds

This is the currently
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Residual Plot
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Regression Analysis - Double reciprocal nodel: Y = 1/(a + b/ X)

Dependent vari abl e: Est28Mr1
I ndependent variabl e: Si O2Mri1

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I nter cept 0, 024461 0, 00500626 4, 88607 0, 0000
Sl ope -0,127405 0,111254 -1, 14517 0, 2599

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 3, 72541E-7 1 3, 72541E-7 1,31
Resi dual 0, 00000994269 35 2, 84077E-7

Total (Corr.) 0, 0000103152 36

Correl ati on Coefficient = -0,190041

R-squared = 3, 61157 percent

R-squared (adjusted for d.f.) = 0,85761 percent
St andard Error of Est. = 0,000532989

Mean absolute error = 0, 000406575

Dur bi n- Wat son statistic = 0,960935 (P=0, 0002)
Lag 1 residual autocorrelation = 0,516358

The St at Advi sor

The out put shows the results of fitting a double reciprocal nodel
to describe the relationship betwen Est28MI1 and Si ®Mr1. The
equation of the fitted nodel is

Est28Mr1 = 1/(0, 024461 - 0, 127405/ Si O2MT1)

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant relationship between Est28MI1
and Si O2Mr1 at the 90% or higher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
3,61157% of the variability in Est28MI1 after transforming to a
reci procal scale to linearize the nodel. The correlation coefficient
equal s -0,190041, indicating a relatively weak rel ationship between
the variables. The standard error of the estinmate shows the standard
devi ation of the residuals to be 0,000532989. This value can be used
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to construct prediction linmits for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,000406575 is the average val ue
of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is less than 0.05, there is an indication of possible serial
correlation. Plot the residuals versus row order to see if there is
any pattern which can be seen.

Plot of Fitted Model

56 F 3
55 F 3
— o 3
E 54 | 3
0 53F .
N E ]
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51 -
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21 21,4 21,8 222 226 23 234
SIO2MT1
Anal ysis of Variance with Lack-of-Fit
Sour ce Sum of Squares Df Mean Square F-Ratio P- Val ue
Model 3, 72541E-7 1 3, 72541E-7 1,31 0, 2599
Resi dual 0, 00000994269 35 2, 84077E-7
Lack-of - Fit 0, 00000943298 30 3, 14433E-7 3,08 0, 1056
Pure Error 5,09709E-7 5 1, 01942E-7
Total (Corr.) 0, 0000103152 36

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X.  Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.
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Plot of Est28MT1
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Conpari son of Alternative Mdels
Model Correl ation
Doubl e reci procal -0, 1900
S-curve 0, 1892
Reci procal - X 0, 1883
Mul tiplicative -0, 1870
Logarithm c- X -0, 1861
Reci procal - Y 0, 1855
Squar e root - X -0, 1850
Exponenti al -0, 1847
Square root-Y -0, 1843
Li near -0, 1838
Logi stic
Log probit

This table shows the results of
to the data. O the nodels fitted,
the hi ghest R Squared value with 3,
sel ect ed nodel .

56

predicted

<no fit>
<no fit>

fitting several curvilinear nodels
the doubl e reci procal nodel vyields
61157% This is the currently
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Residual Plot
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Si npl e Regression - Est2Mrl vs. Est1MIl

Regression Analysis - Linear nodel: Y = a + b*X
Dependent vari abl e: Est2Mrl
I ndependent variabl e: Est 1MI1

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I ntercept 12,0673 1,01159 11, 9291 0, 0000
Sl ope 0, 973593 0, 0682494 14, 2652 0, 0000

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 115, 131 1 115, 131 203, 50 0, 0000
Resi dual 24,8936 44 0, 565763

Total (Corr.) 140, 025 45

Correl ati on Coefficient = 0,906763

R-squared = 82,222 percent

R-squared (adjusted for d.f.) = 81,818 percent
Standard Error of Est. = 0, 752172

Mean absolute error = 0,60131

Dur bi n-Wat son statistic = 1,32218 (P=0, 0068)
Lag 1 residual autocorrelation = 0,283894

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationshi p between Est2Mrl and Est 1MIl. The equation of the
fitted nodel is

Est2Mrl = 12,0673 + 0, 973593*Est 1MI'1

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between Est2Mrl1 and Est 1MI1 at
the 99% confidence | evel.

The R-Squared statistic indicates that the nodel as fitted explains
82,222% of the variability in Est2MIl. The correlation coefficient
equal s 0,906763, indicating a relatively strong rel ati onshi p between
the variables. The standard error of the estimte shows the standard
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devi ation of the residuals to be 0,752172. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,60131 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ati on based on the
order in which they occur in your data file. Since the P-value is
less than 0.05, there is an indication of possible serial correlation.
Pl ot the residuals versus row order to see if there is any pattern
whi ch can be seen.

Plot of Fitted Model

32

30

[=]

28

26

Est2MT1

24

22

15 17 19
EstiMT1

[
=Y
[
w

Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 115, 131 1 115, 131 203, 50 0, 0000
Resi dual 24,8936 44 0, 565763
Lack-of - Fit 20, 5694 26 0, 791131 3,29 0, 0056
Pure Error 4,32417 18 0, 240231
Total (Corr.) 140, 025 45

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X.  Since the P-value for lack-of-fit in the ANOVA table is less than
0.01, there is statistically significant lack-of-fit at the 99%
confidence level. You mght consider selecting a different nodel form
fromthe Analysis Options dial og box.
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Plot of Est2MT1
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Conparison of Alternative Mdels
Model Correl ation R- Squar ed
Reci procal - X -0, 9186 84, 38%
S-curve -0,9184 84, 34%
Doubl e reci procal 0, 9165 83, 99%
Logarithm c- X 0, 9157 83, 85%
Mul tiplicative 0, 9125 83, 27%
Squar e root- X 0,9119 83, 16%
Li near 0, 9068 82,22%
Square root-Y 0, 9040 81, 72%
Exponenti al 0, 9008 81, 14%
Reci procal - Y -0, 8933 79, 79%
Logi stic <no fit>
Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the reciprocal -X nodel yields the
hi ghest R-Squared value with 84,3821% This is 2,16008% hi gher than
the currently selected linear nodel. To change nodels, select the
Anal ysis Options dial og box.
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Residual Plot
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Regression Analysis - Reciprocal-X nodel: Y = a + b/ X
Dependent vari abl e: Est2Mrl
I ndependent variabl e: Est 1Mr1
St andard T
Par anet er Estinmate Error Statistic P- Val ue
I ntercept 41, 209 0, 965385 42,6867 0, 0000
Sl ope - 215, 444 13,9731 - 15,4184 0, 0000
Anal ysi s of Variance
Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 118, 156 1 118, 156 237,73 0, 0000
Resi dual 21, 8689 44 0, 497021
Total (Corr.) 140, 025 45

Correl ati on Coefficient = -0,918597
R-squared = 84, 3821 percent
Standard Error of Est. = 0, 704997

The St at Advi sor

The out put shows the results of fitting a reciprocal -X nodel to
descri be the rel ati onshi p between Est 2MI'1 and Est 1IMrl. The equation
of the fitted nodel is

Est2MI1 = 41,209 - 215, 444/ Est 1Mr1

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between Est2Mrl1 and Est 1MI1 at
the 99% confidence | evel.

The R-Squared statistic indicates that the nodel as fitted explains
84,3821% of the variability in Est2Mrl. The correl ation coefficient
equal s -0,918597, indicating a relatively strong rel ationshi p between
the variables. The standard error of the estimte shows the standard
devi ation of the residuals to be 0,704997. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

Anal ysis of Variance with Lack-of-Fit
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Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue

Model 118, 156 1 118, 156 237,73 0, 0000
Resi dual 21, 8689 44 0, 497021
Lack-of -Fit 17, 5448 26 0, 674798 2,81 0,0134
Pure Error 4,32417 18 0, 240231
Total (Corr.) 140, 025 45

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X.  Since the P-value for lack-of-fit in the ANOVA table is less than
0.05, there is statistically significant |ack-of-fit at the 95%
confidence level. You mght consider selecting a different nodel form
fromthe Analysis Options dial og box.

Halwopounen- 6ies o1 uetafiintés- moiotnra towuévrov CEM |1 42 5-uvlocl

Multiple Regression - Est1MT1

Mul ti pl e Regression Anal ysis

Dependent variabl e: Est1Mr1l

St andard T
Par anmet er Estimate Error Statistic P- Val ue
CONSTANT 30, 4443 30, 5925 0, 995156 0, 3256
Al 203_2 -1,61101 1, 31688 -1, 22335 0, 2284
BLAI NEMT1 0, 00385866 0, 00543163 0, 710405 0, 4816
IR 2 -0, 496853 0, 382514 -1,29891 0,2014
LO MT1 -1,47793 0, 599378 -2,46577 0,0181
Si ;emr1 -0, 68055 0, 774848 -0,8783 0, 3850

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 59, 5211 5 11,9042 7,69 0, 0000
Resi dual 61, 9399 40 1, 5485

Total (Corr.) 121, 461 45

R-squared = 49, 0043 percent

R-squared (adjusted for d.f.) = 42,6298 percent
Standard Error of Est. = 1, 24439

Mean absolute error = 0, 853128

Dur bi n-Wat son statistic = 1,71618 (P=0, 1096)
Lag 1 residual autocorrelation = 0,141136

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est 1M1 and 5
i ndependent variables. The equation of the fitted nodel is

Est1Mri = 30,4443 - 1,61101*Al 203_2 + 0, 00385866* BLAI NEMT1 -
0, 496853*IR_ 2 - 1,47793*LO M1 - 0, 68055*Si G2Mr'1
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Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 49, 0043% of the variability in Est1Mrl. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 42,6298% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,24439. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absol ute error (MAE) of 0,853128 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,4816, belonging to
BLAI NEMT1. Since the P-value is greater or equal to 0.10, that term
is not statistically significant at the 90% or hi gher confidence
I evel . Consequently, you should consider renoving BLAI NEMI1 from the
nodel .

Component+Residual Plot for EstIMT1

3,5

e - o -
3 : o ]
£ 2 ;
— 15F 3
S - ]
c O°F E
S .os5F -
c : ]
o -15¢ E
&) F .
_2'5 = . , o , , , =

4.8 5 52 54 56 58 6

Al203_2

Correlation matrix for coefficient estinmates

CONSTANT Al 203_2 BLAI NEMT1
CONSTANT 1, 0000 -0,0828 -0,8698
Al 203_2 -0,0828 1, 0000 0, 1493 -
BLAI NEMT1 -0,8698 0, 1493 1, 0000 -
IR 2 0, 3818 -0,0196 -0,0563
LO M1 -0,0539 -0,3764 -0,1750 -
Si &2Mr1 -0,4734 -0,4128 0,0158 -
LaO M1 Si &2Mr1
CONSTANT -0,0539 -0,4734
Al 203_2 -0,3764 -0,4128
BLAI NEMT1 -0,1750 0,0158
IR 2 -0, 4475 -0, 6404
LO M1 1, 0000 0, 3947
Si 2Mr1 0, 3947 1, 0000

This table shows estimated correl ati ons between the coefficients in
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the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there is 1 correlation with
absol ute val ue greater than 0.5 (not including the constant term.

Mul ti pl e Regression - Est2Mrl

Mul ti pl e Regression Anal ysis

Dependent vari abl e: Est2Mrl

St andard T
Par anmet er Estimat e Error Statistic
CONSTANT 1, 68222 34,8106 0, 0483249
Al 203_2 -2,29699 1, 49845 -1,53291
BLAI NEMT1 0, 0108423 0, 00618055 1, 75426
IR 2 -0,662723 0, 435255 -1,52261
LO MT1 -0,947734 0, 68202 -1, 3896
Si ;emr1 -0,276071 0, 881684 -0,313118

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 59, 8266 5 11, 9653 5,97
Resi dual 80, 198 40 2,00495

Total (Corr.) 140, 025 45

R-squared = 42, 7258 percent

R-squared (adjusted for d.f.) = 35,5665 percent
Standard Error of Est. = 1,41596

Mean absolute error = 1,05301

Dur bi n- Wat son statistic = 1,64084 (P=0,0673)
Lag 1 residual autocorrelation = 0,158763

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est2MI1 and 5
i ndependent variables. The equation of the fitted nodel is

Est2Mr1 = 1, 68222 - 2,29699*Al 203_2 + 0, 0108423*BLAI NEMI1 -
0,662723*IR 2 - 0,947734*LO MI1 - 0, 276071*Si G2Mr'1

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 42,7258% of the variability in Est2Mrl. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 35, 5665% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,41596. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,05301 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,7558, belonging to
Si ®Mr1. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renoving Si 2MI1 from t he nodel .

311



Component+Residual Plot for Est28MT4
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Correlation matrix for coefficient estinmates
CONSTANT Al 2083 2 BLAI NEMT'1
CONSTANT 1, 0000 -0, 0828 -0, 8698
Al 203_2 -0,0828 1, 0000 0, 1493
BLAI NEMT'1 -0, 8698 0, 1493 1, 0000
IR 2 0, 3818 -0,0196 -0, 0563
LA MI'1 -0, 0539 -0, 3764 -0,1750
Si 2Mr1 -0,4734 -0,4128 0, 0158
LA Mr1 Si 2Mr1
CONSTANT -0, 0539 -0,4734
Al 203_2 -0, 3764 -0,4128
BLAI NEMT1 -0,1750 0, 0158
IR 2 -0, 4475 -0, 6404
LA MI'1 1, 0000 0, 3947
Si 2Mr1 0, 3947 1, 0000

This table shows estimated correl ati ons between the coefficients in
the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmpongst the
there is 1 correlation with

including the constant term.

predi ctor vari abl es.

Mul tiple Regression -

In this case,
absol ute val ue greater than 0.5 (not

Est 7MT1

Mul ti pl e Regression Anal ysis

Dependent variabl e: Est7Mrl

St andar d
Error

42,2397

1, 81824

0, 00749957
0, 528145
0, 827573
1, 06985

0, 930478
-2,14418
0, 52994
-1,5318
-1,12026
0, 531097

0,1334
0, 2693
0, 5983

Par anmet er Estimat e
CONSTANT 39, 3031
Al 2CG3_2 -3,89863
BLAI NEMT1 0, 00397432
IR 2 -0, 80901
LO M1 -0,927097
Si @2Mr1 0, 568193
Sour ce Sum of Squares

Df  Mean Square

F-Ratio

P- Val ue
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Model 71, 5958 5 14,3192 4, 85 0, 0015
Resi dual 118, 082 40 2,95204

Total (Corr.) 189, 677 45

R-squared = 37,7461 percent

R-squared (adjusted for d.f.) = 29,9644 percent
Standard Error of Est. = 1,71815

Mean absolute error = 1,27185

Dur bi n- Wat son statistic = 1,8567 (P=0,2313)

Lag 1 residual autocorrelation = 0,0290016

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est 7M1 and 5
i ndependent variables. The equation of the fitted nodel is

Est7Mri = 39,3031 - 3,89863*Al 203_2 + 0, 00397432* BLAI NEMI'1 -
0, 80901*IR 2 - 0,927097*LO M1 + 0, 568193*Si G2Mr1

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 37,7461% of the variability in Est7Mrl. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 29,9644% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,71815. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,27185 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,5991, belonging to
BLAI NEMT1. Since the P-value is greater or equal to 0.10, that term
is not statistically significant at the 90% or hi gher confidence
| evel . Consequently, you should consider renoving BLAINEMI1 from the
nodel .

Component+Residual Plot for Est2MT1
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Correlation matrix for coefficient estinmates

CONSTANT Al2C3 2 BLAI NEMTI1 IR 2
CONSTANT 1, 0000 -0, 0828 -0, 8698 0, 3818
Al2C3 2 -0, 0828 1, 0000 0, 1493 -0,0196
BLAI NEMT1 -0, 8698 0, 1493 1, 0000 -0, 0563
IR 2 0, 3818 -0,0196 -0, 0563 1, 0000
LO Mr1 -0, 0539 -0, 3764 -0,1750 -0, 4475
Si ceMr1 -0,4734 -0,4128 0, 0158 -0, 6404
La Mr1 Si ceMri
CONSTANT -0, 0539 -0,4734
Al2C8 2 -0, 3764 -0,4128
BLAI NEMT1 -0,1750 0, 0158
IR 2 -0, 4475 -0, 6404
LO Mr1 1, 0000 0,3947
Si ceMr1 0, 3947 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there is 1 correlation with

absol ute val ue greater than 0.5 (not including the constant term.

Mul ti pl e Regression - Est28MI1l

Mul ti pl e Regression Anal ysis

Dependent vari abl e: Est28Mr1

St andard T
Par anmet er Estimate Error Statistic P- Val ue
CONSTANT 46, 3135 34,3374 1, 34877 0, 1872
Al 203_2 -6,21512 1, 53238 -4, 05587 0, 0003
BLAI NEMT1 0,000163824 0, 00621382 0, 0263644 0,9791
IR 2 -0, 545235 0, 381133 -1, 43056 0,1626
LO MT1 1, 02692 0, 723732 1, 41892 0, 1659
Si ;emri 1, 67148 0, 801392 2,08572 0, 0453

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 34, 3516 5 6, 87032 4, 65 0, 0028
Resi dual 45, 8327 31 1,47848

Total (Corr.) 80, 1843 36

R-squared = 42, 8408 percent

R-squared (adjusted for d.f.) = 33,6215 percent
Standard Error of Est. = 1,21593

Mean absolute error = 0, 913059

Dur bi n-Wat son statistic = 1,57563 (P=0, 0494)
Lag 1 residual autocorrelation = 0,20532

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est28MI1 and 5
i ndependent variables. The equation of the fitted nodel is

Est28Mr1 = 46, 3135 - 6,21512*Al 20G3_2 + 0, 000163824* BLAI NEMI'1 -
0,545235*IR_ 2 + 1,02692*LO MI'1 + 1, 67148*Si G2Mr1

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
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99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 42,8408% of the variability in Est28Mrl. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 33,6215% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,21593. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 0,913059 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |ess than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,9791, belonging to
BLAI NEMT1. Since the P-value is greater or equal to 0.10, that term
is not statistically significant at the 90% or hi gher confidence
| evel . Consequently, you should consider renoving BLAI NEMI1 from the
nodel .

Component+Residual Plot for Est7MT1
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Correlation matrix for coefficient estinmates

CONSTANT Al2C3 2 BLAI NEMI1 IR 2
CONSTANT 1, 0000 -0, 1495 -0, 8962 0, 3570
Al2C3 2 -0, 1495 1, 0000 0, 2363 -0, 0140
BLAI NEMT1 -0, 8962 0, 2363 1, 0000 -0, 0815
IR 2 0, 3570 -0, 0140 -0, 0815 1, 0000
LO Mr1 0, 1086 -0,5103 -0, 3008 -0, 3765
Si ceMr1 -0,4331 -0, 4523 0, 0247 -0,5974
La Mr1 Si ceMr1
CONSTANT 0, 1086 -0,4331
Al2C3 2 -0,5103 -0, 4523
BLAI NEMT1 -0, 3008 0, 0247
IR 2 -0, 3765 -0,5974
LO Mr1 1, 0000 0,3671
Si ceMr1 0,3671 1, 0000

This table shows estimated correl ati ons between the coefficients in
the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
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predictor variables. In this case, there are 2 correlations with
absol ute val ues greater than 0.5 (not including the constant term.

Halwdopounen- morotyra teruévrov CEM || 425 —uvloc 4

Mul ti pl e Regression - Est1Mr4

Mul ti pl e Regression Anal ysis

Dependent vari abl e: Est1Mr4

St andar d T
Par anmet er Estimat e Error Statistic
CONSTANT 38,2197 3,77712 10, 1187
AMT4| 203 -3,99913 0, 729105 -5, 48499
LO MT4 -0,990476 0, 209365 -4,73085

Sour ce Sum of Squares Df Mean Square F-Ratio
Model 32, 4933 2 16, 2466 26, 45
Resi dual 24,5732 40 0, 614331

Total (Corr.) 57, 0665 42

R-squared = 56, 9393 percent

R-squared (adjusted for d.f.) = 54,7863 percent
Standard Error of Est. = 0, 783792

Mean absolute error = 0, 635543

Dur bi n- Wat son statistic = 1,60438 (P=0, 0687)
Lag 1 residual autocorrelation = 0,186318

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O

0 variables in the nodel. 42 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00%
Step 1

Addi ng variable AMI4l 208 with F-to-enter = 20, 0536
1 variables in the nodel. 41 d.f. for error.
R-squared = 32, 85% Adj usted R-squared = 31,21%

Step 2

Addi ng variable LOM4 with F-to-enter = 22,3809

2 variables in the nodel. 40 d.f. for error.
R-squared = 56, 94% Adj usted R-squared = 54,79%

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear

MBE

MVBE

MVBE

1, 35873

0, 934695

0, 614331
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regression nodel to describe the rel ationship between Est 1MI4 and 5
i ndependent variables. The equation of the fitted nodel is

Est1MI4 = 38,2197 - 3,99913*AMr4l 2G3 - 0, 990476*LO Mr4

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 56,9393% of the variability in EstlMr4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 54,7863% The standard
error of the estimte shows the standard deviation of the residuals to
be 0,783792. This value can be used to construct prediction linmts
for new observations by selecting the Reports option fromthe text
menu. The nean absolute error (MAE) of 0, 635543 is the average val ue
of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is greater than 0.05, there is no indication of serial autocorrelation
in the residuals.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,0000, belonging to
LOMr4. Since the P-value is less than 0.01, the highest order term
is statistically significant at the 99% confi dence |evel.

Consequent |y, you probably don't want to renpve any variables fromthe
nodel .

Plot of Est1MT4
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Correlation matrix for coefficient estinmates

CONSTANT AMT4| 203 LO MT4
CONSTANT 1, 0000 -0,9627 -0, 2609
AMT4| 203 -0,9627 1, 0000 -0,0081
LO MT4 -0, 2609 -0,0081 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.
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Residual Plot
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Multiple-Variable Analysis
Anal ysi s Sunmary

Data vari abl es:
Est 1MT4
AMT4| 203
LO MT4

There are 45 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnmi ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
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PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Correl ations
Est 1MT4 AMT4| 203 LA MT4
Est 1MT4 -0,5541 -0,5239
( 45) ( 45)
0, 0001 0, 0002
AMT4| 203 -0,5541 0, 0401
( 45) ( 45)
0, 0001 0, 7936
LO MT4 -0,5239 0, 0401
( 45) ( 45)
0, 0002 0, 7936

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Est 1IM'4 and AMr4l 2G3

Est 1IM'4 and LOI MT4
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Ridge Regression - Est1IMT4
Ri dge Regression

Dependent vari abl e: Est1Mr4
Nurmber of conpl ete cases: 28

Model Results for Ridge Paraneter = 0,4

Vari ance

Inflation
Par anmet er Esti mate Fact or
CONSTANT 22,9786
AMT4| 203 -2, 85656 0, 519532
BLAI NEMT4 0, 00241881 0, 508705
H20MT4 -0, 280341 0, 507343
| RMI4 -0, 234335 0, 319309
LO MT4 -0, 773155 0, 467855
S| 2MT4 0, 331417 0, 362114

R- Squared = 47,034 percent

R-Squared (adjusted for d.f.) = 31,9009 percent
Standard Error of Est. = 0, 976951

Mean absolute error = 0, 737753

Dur bi n- WAt son statistic = 0, 864381

Lag 1 residual autocorrelation = 0,540066

Resi dual Anal ysi s
Estimation Val i dati on
n 28
MSE 0, 954433
MAE 0, 737753
MAPE 5, 55495
ME 5,70972E- 16
MPE -0, 526204

The St at Advi sor

This procedure is designed to provide estimtes of regression
coef ficients when the independent variables are strongly correlated.
By allowing for a small amount of bias, the precision of the estimtes
can often be greatly increased. In this case, the fitted regression
nodel is

Est1MI4 = 22,9786 - 2, 85656*AMI4l 2G3 + 0, 00241881* BLAI NEMT4 -
0, 280341*H20Mr4 - 0, 234335*I RMI4 - 0, 773155*LO M4 + 0, 331417* Sl G2Mr4

The current value of the ridge paraneter is 0,4. To change the ridge
parameter, press the alternate nouse button and sel ect Analysis
Options. The ridge paraneter is usually set between 0.0 and 1.0. In
order to determi ne a good value for the ridge paraneter, you should
exam ne the standardi zed regression coefficients or the variance
inflation factors. These values are available on the lists of Tabular
and Graphical Options.

The R-Squared statistic indicates that the nodel as fitted explains
47,034% of the variability in Est1Mr4. The adjusted R-Squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 31,9009% The standard error of
the estimate shows the standard deviation of the residuals to be
0,976951. The nean absolute error (MAE) of 0,737753 is the average
value of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file.
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Ridge Trace for Est1MT4
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Ridge parameter

Regression Results for Est1MI4
Fitted
Row Val ue

This tabl e contains informati on about Est 1MI4 generated using the
fitted nmodel. The table includes:

(1) the predicted value of Est1Mr4 using the fitted nodel
Each item corresponds to the values of the independent variables in a
specific row of your data file. To generate forecasts for additional
conbi nati ons of the variables, add additional rows to the bottom of
your data file. In each newrow, enter values for the independent
vari abl es but |eave the cell for the dependent variable enpty. \hen
you return to this pane, forecasts will be added to the table for the
new rows, but the npdel will be unaffected.

Variance Inflation Factors for Est1MT4

10 F ' ' ' ' ] Variable
r 1 — AMT41203
8 4 — BLAINEMT4
L 1 H20MT4
6 4 — IRMT4
LL i ]
S r 1 — LOIMT4
4 -4 — SIO2MT4
2 ]
0k, . . . . —
0 0,02 0,04 0,06 0,08 0,1

Ridge parameter
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Mul ti pl e Regression - Est2Mr4

Mul ti pl e Regression Anal ysis

Dependent vari abl e: Est2Mr4

St andard T
Par anmet er Estimate Error Statistic
CONSTANT 53, 2607 4,58626 11,6131
AMT4| 203 -4,60501 0, 884953 -5,20368
LO MT4 -1,12208 0, 255951 -4, 38395

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 42,2353 2 21,1176 23,33
Resi dual 35, 2961 39 0, 905029

Total (Corr.) 77,5314 41

R-squared = 54, 4751 percent

R-squared (adjusted for d.f.) = 52,1405 percent
Standard Error of Est. = 0,95133

Mean absolute error = 0, 706454

Dur bi n-Wat son statistic = 1,91741 (P=0, 3350)
Lag 1 residual autocorrelation = 0,000295617

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O

0 variables in the nodel. 41 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00%
Step 1

Addi ng variable AMI4l 208 with F-to-enter = 18, 8587
1 variables in the nodel. 40 d.f. for error.
R-squared = 32,04% Adj usted R-squared = 30, 34%

Step 2

Addi ng variable LOM4 with F-to-enter = 19,219

2 variables in the nodel. 39 d.f. for error.
R-squared = 54, 48% Adj usted R-squared = 52,14%

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear

MVBE

MVBE

MVBE

regression nodel to describe the relationship between Est2MI4 and 5

i ndependent variables. The equation of the fitted nodel is

Est2MI4 = 53,2607 - 4, 60501*AMr41 2G3 - 1, 12208*LO Mr4

Since the P-value in the ANOVA table is less than 0.01, there is a

statistically significant relationship between the variables at the

99% confi dence | evel .

1, 89101

1, 31725

0, 905029

322



The R-Squared statistic indicates that the nodel as fitted
expl ai ns 54, 4751% of the variability in Est2Mr4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 52,1405% The standard
error of the estimte shows the standard deviation of the residuals to
be 0,95133. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 0,706454 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,0001, belonging to
LOMr4. Since the P-value is less than 0.01, the highest order term
is statistically significant at the 99% confi dence |evel.

Consequent |y, you probably don't want to renpve any variables fromthe
nodel .

Plot of Est2MT4

observed

predicted

Correlation matrix for coefficient estinmates

CONSTANT AMT4| 203 LO MT4
CONSTANT 1, 0000 -0,9623 -0, 2622
AMT4| 203 -0,9623 1, 0000 -0,0080
LO MT4 -0,2622 -0,0080 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.
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Residual Plot
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Mul ti pl e Regression - Est7MI4
Mul ti pl e Regression Anal ysis
Dependent vari abl e: Est7Mr4
St andard T
Par anmet er Estimate Error Statistic P- Val ue
CONSTANT 40, 207 0, 348075 115,512 0, 0000
Anal ysi s of Variance
Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 0,0 0
Resi dual 218, 808 42 5,20971
Total (Corr.) 218, 808 42
R-squared = 0,0 percent
R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 2,28248
Mean absolute error = 1, 77956
Dur bi n- Wat son statistic = 1,87786 (P=0, 3469)
Lag 1 residual autocorrelation = 0, 060856
St epwi se regression
Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0
Step O
0 variables in the nodel. 42 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE = 5, 20971

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the rel ationship between Est 7MI4 and 5
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i ndependent variables. The equation of the fitted nodel is
Est 7MI4 = 40, 207

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Est7Mr4. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 2,28248.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 1,77956 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

Plot of Est7TMT4

46
44
42
40
38

observed

36

34

36 38 40 42 44
predicted

w
s
N
(e}

Correlation matrix for coefficient estinmates

CONSTANT
CONSTANT 1, 0000

This tabl e shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.
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Residual Plot
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Mul ti pl e Regression - Est28Mr4
Mul ti pl e Regression Anal ysis
Dependent vari abl e: Est28Mr4
St andard T
Par anmet er Estimate Error Statistic
CONSTANT 103, 315 23,139 4, 46497
BLAI NEMT4 -0,0119256 0, 00542922 -2,19656
Anal ysi s of Variance
Sour ce Sum of Squares Df Mean Square F-Ratio
Model 9, 71325 1 9, 71325 82
Resi dual 66, 4342 33 2,01316
Total (Corr.) 76, 1474 34
R-squared = 12, 7558 percent
R-squared (adjusted for d.f.) = 10,1121 percent
Standard Error of Est. = 1,41886
Mean absolute error = 1,10779
Dur bi n- Wat son statistic = 1,80658 (P=0, 2699)
Lag 1 residual autocorrelation = 0,0651023
St epwi se regression
Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0
Step O
0 variables in the nodel. 34 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE =
Step 1
Addi ng variabl e BLAINEMI4 with F-to-enter = 4, 82488
1 variables in the nodel. 33 d.f. for error.
R-squared = 12,76% Adj usted R-squared = 10,11% MBE =

Fi nal nodel sel ected.

2,01316
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The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est28MI4 and 5
i ndependent variables. The equation of the fitted nodel is

Est28Mr4 = 103, 315 - 0, 0119256* BLAI NEMr4

Since the P-value in the ANOVA table is less than 0.05, there is a
statistically significant relationship between the variables at the
95% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 12, 7558% of the variability in Est28Mr4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 10,1121% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,41886. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,10779 is the average value of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,0352, belonging to
BLAI NEMT4. Since the P-value is |l ess than 0.05, that termis
statistically significant at the 95% confi dence | evel. Consequently,
you probably don't want to renove any variables fromthe nodel.

Plot of Est28MT4

observed

predicted

Correlation matrix for coefficient estinmates

CONSTANT BLAI NEMT4
CONSTANT 1, 0000 -0,9999
BLAI NEMT4 -0,9999 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations with
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absol ute val ues greater than 0.5 (not including the constant term.

Residual Plot

T 32F - : : -
> Tk ]
2 22F :
8 E o . ]
= 12F . " . .
o : . " S . ea . ]
o 02¢ L . -
N b . =" =
2 08F . . - . TS
Q - . ]
© -1,8 — %a -
=R :
(/) '2,8 -_l ° 1 1 1 '_-
0 10 20 30 40
row number

Si npl e Regression - Est28Mr1l vs. H20 2

Regression Analysis - Linear nodel: Y = a + b*X

Dependent vari abl e: Est28Mr1

I ndependent variable: HO 2

St andard T

Par anet er Estinmate Error Statistic P- Val ue

I ntercept 46, 4444 23, 3009 1, 99325 0, 0608

Sl ope 0, 238345 0, 828418 0,287711 0, 7767

Anal ysi s of Variance

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue

Model 0, 211219 1 0, 211219 0, 08 0, 7767

Resi dual 48, 4812 19 2,55164

Total (Corr.) 48, 6924 20

Correl ati on Coefficient = 0,0658622

R-squared = 0, 433783 percent

R-squared (adjusted for d.f.) = -4,80654 percent
Standard Error of Est. = 1,59739

Mean absolute error = 1,25737

Dur bi n- Wat son statistic = 0,873126 (P=0, 0015)
Lag 1 residual autocorrelation = 0,549083

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationshi p between Est28MI1 and H2O 2. The equation of the
fitted nodel is

Est 28MI'1 = 46, 4444 + 0, 238345*H20 2
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Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant relationship between Est28MI1
and H20 2 at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
0, 433783% of the variability in Est28Mrl. The correlation coefficient
equal s 0,0658622, indicating a relatively weak rel ationship between
the variables. The standard error of the estimte shows the standard
deviation of the residuals to be 1,59739. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 1,25737 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ati on based on the
order in which they occur in your data file. Since the P-value is
less than 0.05, there is an indication of possible serial correlation.
Pl ot the residuals versus row order to see if there is any pattern
whi ch can be seen.

Plot of Fitted Model

56
55
54
53
52

Est28MT1

51
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H20 2

Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 0, 211219 1 0, 211219 0, 08 0,7767
Resi dual 48, 4812 19 2,55164
Lack-of - Fit 18, 8326 5 3,76652 1,78 0, 1819
Pure Error 29, 6486 14 2,11776
Total (Corr.) 48, 6924 20

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.

Conparison of Alternative Mdels
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Model Correl ation R- Squar ed

Li near 0, 0659 0, 43%
Squar e root- X 0, 0643 0, 41%
Square root-Y 0, 0642 0, 41%
Logarithm c- X 0, 0628 0, 39%
Exponenti al 0, 0626 0, 39%
Reci procal - X -0, 0598 0, 36%
Mul tiplicative 0, 0596 0, 36%
Reci procal - Y -0, 0595 0, 35%
S-curve -0, 0566 0, 32%
Doubl e reci procal 0, 0534 0, 29%
Logi stic <no fit>

Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the linear nodel yields the
hi ghest R-Squared value with 0,433783% This is the currently
sel ected nodel .

Si npl e Regression - Est28Mr4 vs. H2OMT4

Regression Analysis - Linear nodel: Y = a + b*X
Dependent vari abl e: Est28Mr4
I ndependent vari abl e: H2OMI4

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I ntercept 65, 767 15, 5526 4,22868 0, 0004
Sl ope -0,478717 0, 567705 -0, 843249 0, 4091

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 1, 2921 1 1, 2921 0,71
Resi dual 36, 3424 20 1,81712

Total (Corr.) 37, 6345 21

Correl ati on Coefficient = -0,185291

R-squared = 3, 43328 percent

R-squared (adjusted for d.f.) = -1,39506 percent
Standard Error of Est. = 1,34801

Mean absolute error = 1,1231

Dur bi n-Wat son statistic = 1,29487 (P=0, 0335)

Lag 1 residual autocorrelation = 0,30944

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationshi p between Est28MI4 and H2OMI4. The equation of the
fitted nodel is

Est 28MT4 = 65, 767 - 0, 478717* H2OMTI4
Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant relationship betwen Est 28Mr4
and H2OMI4 at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
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3,43328% of the variability in Est28Mr4. The correl ation coefficient
equal s -0, 185291, indicating a relatively weak rel ationship between
the variables. The standard error of the estimte shows the standard
deviation of the residuals to be 1,34801. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 1,1231 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

Plot of Fitted Model
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Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squares Df Mean Square F-Ratio P- Val ue
Model 1, 2921 1 1, 2921 0,71 0, 4091
Resi dual 36, 3424 20 1,81712
Lack-of - Fit 11, 9608 9 1, 32898 0, 60 0,7742
Pure Error 24, 3817 11 2,21652
Total (Corr.) 37, 6345 21

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.

Conpari son of Alternative Mdels

Model Correl ation R- Squar ed
Reci procal - Y 0, 1864 3,47%
Exponenti al -0, 1858 3, 45%
Square root-Y -0, 1856 3, 44%
Li near -0, 1853 3, 43%
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Squar e root - X -0, 1835 3,37%

Mul tiplicative -0, 1822 3, 32%
Logarithm c- X -0, 1816 3, 30%
Doubl e reci procal -0, 1790 3,21%
S-curve 0,1784 3, 18%
Reci procal - X 0, 1779 3, 16%
Logi stic <no fit>

Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the reciprocal-Y nodel yields the
hi ghest R-Squared value with 3,4732% This is 0,039916% hi gher than
the currently selected linear nodel. To change nodels, select the
Anal ysis Options dial og box.

Si npl e Regression - Est28Mr4 vs. H2OMT4

Regression Analysis - Reciprocal-Y nodel: Y = 1/(a + b*X)

Dependent vari abl e: Est28Mr4
I ndependent vari abl e: H2OMI4

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I nt er cept 0, 0141962 0, 00566797 2, 50463 0, 0210
Sl ope 0, 00017551 0, 000206894 0, 848312 0, 4063

Sour ce Sum of Squares Df Mean Square F-Ratio
Model 1, 73678E-7 1 1, 73678E-7 0,72
Resi dual 0, 00000482684 20 2,41342E-7

Total (Corr.) 0, 00000500052 21

Correl ati on Coefficient = 0,186365

R-squared = 3, 4732 percent

R-squared (adjusted for d.f.) = -1,35314 percent
Standard Error of Est. = 0,000491266

Mean absolute error = 0, 000407918

Dur bi n-Wat son statistic = 1,29752 (P=0, 0340)

Lag 1 residual autocorrelation = 0,30885

The St at Advi sor

The out put shows the results of fitting an reciprocal -Y nodel to
descri be the rel ati onshi p between Est 28MI'4 and H2OMr4. The equati on
of the fitted nodel is

Est28Mr4 = 1/(0, 0141962 + 0, 00017551* H2OMT4)

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant relationship between Est 28Mr4
and H2OMI4 at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
3,4732% of the variability in Est28MI4 after transforming to a
reci procal scale to linearize the nodel. The correlation coefficient
equal s 0, 186365, indicating a relatively weak rel ati onshi p between the
vari abl es. The standard error of the estinate shows the standard
devi ation of the residuals to be 0,000491266. This val ue can be used
to construct prediction linmts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,000407918 is the average val ue
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of the residuals.

on the order in which they occur in your data file.
is less than 0.05,

correl ation.

The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based

Since the P-value

there is an indication of possible serial

any pattern which can be seen.

Est28MT4

50

48

Pl ot the residuals versus row order to see if there is

Plot of Fitted Model

Anal ysis of Variance with Lack-of-Fit

Model
Resi dual

Lack-of -Fit

26 26,4 26,8 27,2 27,6 28
Sum of Squares Df Mean Square F-Ratio
1, 73678E-7 1 1, 73678E-7 0,72
0, 00000482684 20 2,41342E-7
0, 00000156393 9 1, 7377E-7 0, 59

Pure Error

0, 00000326291

11 2,96629E-7

Total (Corr.)

The St at Advi sor

The lack of fit test

nodel
conpl i cat ed nodel

the variability of the current
bet ween observations at
X.  Since the P-value for
t he nodel

equal to 0.10,

0, 00000500052

shoul d be used.

Conpari son of Alternative Mdels

nodel

| ack-of -fit

The test

Reci procal - Y
Exponenti al
Square root-Y
Li near

Squar e root - X
Mul tiplicative
Logarithm c- X
Doubl e reci procal
S-curve

Reci procal - X
Logi stic

Log probit

<no fit>
<no fit>

is designed to deternine whether the sel ected
is adequate to describe the observed data, or whether a nore

is perforned by conparing
residuals to the variability
replicate values of the independent variable
in the ANOVA table is greater or
appears to be adequate for the observed data.
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This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the reciprocal-Y nodel yields the
hi ghest R-Squared value with 3,4732% This is the currently sel ected
nodel .

Hawdpounen- 6es o1 uetafiintés — morotyta toyuévrov CEM |1 42,5 — uvloc 4

Mul ti pl e Regression - Est1Mr4

Mul ti pl e Regression Anal ysis

Dependent vari abl e: Est1Mr4

St andard T
Par anmet er Estimat e Error Statistic
CONSTANT 13,7422 16, 5972 0, 827982
AMT4| 203 -3,86692 0, 83369 -4,63832
BLAI NEMT4 0, 00234256 0, 00276805 0, 846284
| RMI4 -0, 351936 0, 38759 -0,908011
LO MT4 -0,817075 0, 32838 -2,4882
SI @2Mr4 0, 679244 0, 568142 1, 19555

Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 36, 2195 5 7,24391 11, 83
Resi dual 23, 2623 38 0, 612165

Total (Corr.) 59, 4818 43

R-squared = 60, 8918 percent

R-squared (adjusted for d.f.) = 55,746 percent
Standard Error of Est. = 0, 78241

Mean absolute error = 0,600331

Dur bi n-Wat son statistic = 1,69973 (P=0, 0945)
Lag 1 residual autocorrelation = 0,147714

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est 1MI4 and 5
i ndependent variables. The equation of the fitted nodel is

Est1Mr4 = 13,7422 - 3,86692*AMI4l 2G3 + 0, 00234256* BLAI NEMT4 -
0, 351936*I RMI4 - 0,817075*LA Mr4 + 0, 679244* S| O2MTr4

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 60, 8918% of the variability in EstlMr4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 55,746% The standard
error of the estimte shows the standard deviation of the residuals to
be 0,78241. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 0,600331 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the

334



resi dual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,4027, belonging to
BLAI NEMT4. Since the P-value is greater or equal to 0.10, that term
is not statistically significant at the 90% or hi gher confidence
| evel . Consequently, you should consider renoving BLAI NEMI4 from the
nodel .

Component+Residual Plot for Est1MT4
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Correlation matrix for coefficient estinmates
CONSTANT AMT 4| 203 BLAI NEMT4 | RMT4
CONSTANT 1, 0000 -0, 3657 -0,6739 0, 5947
AMT4| 203 -0, 3657 1, 0000 0, 2032 -0,2189
BLAI NEMT4 -0,6739 0, 2032 1, 0000 0, 0960
| RMI4 0, 5947 -0,2189 0, 0960 1, 0000
LO MT4 -0, 2834 0, 0535 -0, 3310 -0,7379
S| 2MT4 -0,6360 -0,0094 -0,0909 -0, 8843
LA MT4 S| 2MT4
CONSTANT -0, 2834 -0,6360
AMT4| 203 0, 0535 -0,0094
BLAI NEMT4 -0, 3310 -0,0909
| RMI4 -0,7379 -0,8843
LO MT4 1, 0000 0, 6699
SI @2Mr4 0, 6699 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are 3 correlations with

absol ute val ues greater than 0.5 (not including the constant term.

Mul ti pl e Regression - Est2Mr4

Mul ti pl e Regression Anal ysis

Dependent vari abl e: Est2Mr4

Par anmet er Estimate Error Statistic P- Val ue
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CONSTANT 31,7392 20, 6495 1, 53704 0,1328

AMT4| 203 -4,97889 1, 00095 -4,97419 0, 0000
BLAI NEMT4 -0,000753625 0, 00330564 -0,227981 0, 8209
| RMr4 -0,506593 0, 512806 -0,987886 0, 3296
LO MT4 -0,727142 0, 405389 -1, 79369 0, 0810
S| 2MT4 1, 24997 0, 737032 1, 69596 0, 0983

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 46, 8659 5 9, 37319 10, 74 0, 0000
Resi dual 32,2801 37 0, 872435

Total (Corr.) 79, 146 42

R-squared = 59, 2145 percent

R-squared (adjusted for d.f.) = 53,703 percent
Standard Error of Est. = 0, 934042

Mean absolute error = 0, 708485

Dur bi n-Wat son statistic = 1,90171 (P=0, 2742)
Lag 1 residual autocorrelation = 0,0365136

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the rel ationship between Est2MI4 and 5
i ndependent variables. The equation of the fitted nodel is

Est2Mr4 = 31,7392 - 4,97889*AMI4l 2G3 - 0, 000753625* BLAI NEMI4 -
0, 506593* I RMI4 - 0, 727142*LQA M4 + 1, 24997*SI O2MTr4

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 59, 2145% of the variability in Est2Mr4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 53,703% The standard
error of the estimte shows the standard deviation of the residuals to
be 0,934042. This value can be used to construct prediction linmts
for new observations by selecting the Reports option fromthe text
menu. The nean absolute error (MAE) of 0, 708485 is the average val ue
of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is greater than 0.05, there is no indication of serial autocorrelation
in the residuals.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,8209, belonging to
BLAI NEMT4. Since the P-value is greater or equal to 0.10, that term
is not statistically significant at the 90% or hi gher confidence
| evel . Consequently, you should consider renpving BLAI NEMI4 from the
nodel .
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Component+Residual Plot for Est1MT4
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Correlation matrix for coefficient estinmates
CONSTANT AMT 4| 203 BLAI NEMT4
CONSTANT 1, 0000 -0,3789 -0, 6390
AMT41 23 -0,3789 1, 0000 0,1991
BLAI NEMT4 -0, 6390 0,1991 1, 0000
| RMT4 0, 6363 -0,2422 0, 0979
LO MT4 -0,3347 0, 0786 -0,3267
S| 2Mr4 -0,6718 0, 0330 -0,0939
LA M4 S| 2Mr4
CONSTANT -0,3347 -0,6718
AMT41 2C3 0, 0786 0, 0330
BLAI NEMT4 -0,3267 -0, 0939
| RMT4 -0, 7536 -0,9030
LO MT4 1, 0000 0, 6958
SI @2Mr4 0, 6958 1, 0000

This table shows estimated correl ati ons between the coefficients in
These correl ations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmpongst the
there are 3 correlations with

the fitted nodel .

predi ctor variabl es.

Mul ti pl e Regression - Est7MI4

Mul ti pl e Regression Anal ysis

In this case,
absol ute val ues greater than 0.5 (not

including the constant term.

Dependent vari abl e: Est7Mr4

St andard
Error

46,9732
2,4213

0, 00684989
1, 2488

0, 989334
1, 81697

0, 958561
-1,87642
0, 291847
0, 444261
-0,0616419
0, 166417

0, 9512

Par anmet er Estimat e
CONSTANT 45,0267
AMT4| 2C3 -4,54338
BLAI NEMT4 0, 00199912
| RMr4 0, 554794
LO MT4 -0, 0609844
S| 2MT4 0, 302376
Sour ce Sum of Squares

Df  Mean Square

F-Ratio

P- Val ue
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Model 21, 7955 5 4,3591 0, 83
Resi dual 199, 86 38 5, 25947
Total (Corr.) 221, 655 43

R-squared = 9, 83305 percent

R-squared (adjusted for d.f.) = 0,0 percent

Standard Error of Est. = 2,29335

Mean absolute error = 1,64761

Dur bi n- Wat son statistic = 2,00882 (P=0, 3918)
Lag 1 residual autocorrelation = -0,00541124

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the rel ationship between Est 7MI4 and 5
i ndependent variables. The equation of the fitted nodel is

Est 7Mr4 = 45,0267 - 4,54338*AMI4l 2G3 + 0, 00199912* BLAI NEMI4 +
0, 554794*| RMI4 - 0,0609844*LO Mr4 + 0,302376*SI 2MTr'4

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 9, 83305% of the variability in Est7Mr4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 0,0% The standard
error of the estimte shows the standard deviation of the residuals to
be 2,29335. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,64761 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,9512, belonging to
LOMr4. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renoving LO M4 fromthe nodel.

Component+Residual Plot for Est2MT4
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Correlation matrix for coefficient estinmates
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CONSTANT AMT4] 203 BLAI NEMT4 | RMr4

CONSTANT 1, 0000 -0,3301 -0,5584 0, 6906

AMT4| 203 -0,3301 1, 0000 0,1232 -0,2521

BLAI NEMT4 -0,5584 0,1232 1, 0000 0,1121

| RMr4 0, 6906 -0,2521 0,1121 1, 0000

LO MT4 -0, 3945 0, 0992 -0, 3255 -0, 7566

S| 2MT4 -0,7396 0, 0264 -0,0904 -0,8979
LO MT4 S| 2MT4

CONSTANT -0, 3945 -0, 7396

AMT4| 203 0, 0992 0, 0264

BLAI NEMT4 -0, 3255 -0,0904

| RMr4 -0, 7566 -0,8979

LO MT4 1, 0000 0, 6813

S| 2MT4 0, 6813 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are 3 correlations with

absol ute val ues greater than 0.5 (not including the constant term.

Mul ti pl e Regression - Est28Mr4

Mul ti pl e Regression Anal ysis

Dependent vari abl e: Est28Mr4

St andard T
Par anmet er Estimate Error Statistic P- Val ue
CONSTANT 121, 658 39, 6826 3, 06577 0, 0046
AMT4| 203 0, 746605 1, 98256 0, 376587 0, 7091
BLAI NEMT4 -0,0119392 0, 00773467 -1,5436 0,1332
| RMI4 -0,276651 0, 93718 -0,295196 0, 7699
LO MT4 -0,281288 0, 863747 -0, 325661 0, 7469
S| 2MT4 -0, 873203 1, 32894 -0, 657067 0,5161

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 24,0012 5 4, 80023 1,91 0, 1229
Resi dual 75,571 30 2,51903

Total (Corr.) 99, 5722 35

R-squared = 24,1043 percent

R-squared (adjusted for d.f.) = 11,455 percent
Standard Error of Est. = 1,58715

Mean absolute error = 1,123

Dur bi n-Wat son statistic = 2,01417 (P=0, 3734)
Lag 1 residual autocorrelation = -0,0370767

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est28MI4 and 5
i ndependent variables. The equation of the fitted nodel is

Est28Mr4 = 121,658 + 0, 746605* AMT4l 2G3 - 0, 0119392* BLAI NEMI4 -
0, 276651* 1 RMI4 - 0, 281288*LO Mr4 - 0, 873203* S| G2Mr'4

Since the P-value in the ANOVA table is greater or equal to 0.10,

there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.
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The R-Squared statistic indicates that the nodel as fitted
expl ai ns 24, 1043% of the variability in Est28Mr4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 11,455% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,58715. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,123 is the average value of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,7699, belonging to
IRMI4. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renoving | RM4 fromthe nodel.

Component+Residual Plot for Est7/MT4
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Correlation matrix for coefficient estinmates
CONSTANT AMT 4| 203 BLAI NEMT4 | RMT4
CONSTANT 1, 0000 -0,4151 -0,6792 0, 4404
AMT4| 203 -0,4151 1, 0000 0, 1599 -0, 2247
BLAI NEMT4 -0,6792 0, 1599 1, 0000 0, 2799
| RMI4 0, 4404 -0, 2247 0, 2799 1, 0000
LO MT4 -0,1076 0,1368 -0,5339 -0, 7395
S| 2MT4 -0,5134 0, 0653 -0, 2335 -0,9076
LA MT4 S| 2MT4
CONSTANT -0,1076 -0,5134
AMT4| 203 0,1368 0, 0653
BLAI NEMT4 -0, 5339 -0,2335
| RMI4 -0,7395 -0,9076
LO MT4 1, 0000 0, 6910
SI @2Mr4 0, 6910 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are 4 correlations with

absol ute val ues greater than 0.5 (not including the constant term.
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Multiple-Variable Analysis

Anal ysi's Sunmary

Data vari abl es:
Al 203_3
Bl ai ne_3
LO _3
Si®_3

There are 66 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical nodel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnmi ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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AI203_3

95,0 percent confidence intervals

Upper limt

Al 203_3
Bl ai ne_3
LO _3
Si_3

4,77712
3667, 42
1, 14939
20, 6514

0,0133742

6, 91038
0, 018502
0,0268014

4,75041
3653, 62
1,11244
20, 5978

4,80383
3681, 23
1, 18635
20, 7049

Lower limt

Upper limt

0, 108653
56, 1402
0, 150311
0, 217736

0, 0927622

47,9296
0, 128328
0, 185892

0, 131164

67,7718
0, 181454
0, 262848

This table shows 95,0% confidence intervals for the nmeans and

standard devi ations of each of the vari abl es.

These interval s bound

the sanpling error in the estimtes of the paranmeters of the

popul ations from which the data cone.
how precisely the populati on neans and standard devi ati ons have been
The intervals assune that the popul ations from which the
sanpl es conme can be represented by nornal

esti mat ed.

di stributions.

They can be used to hel p judge

Wi le the

confidence intervals for the nmeans are quite robust and not very

sensitive to violations of this assunption,

for the standard deviations are quite sensitive.
assunption of normality in the One Variabl e Analysis procedure.

Correl ations

Bl ai ne_3

the confidence intervals
You can check the

66)
0, 0000

Bl ai ne_3
0, 0344

66)

Al 208_3
0,1327
( 66)

0, 2882

( 66)

0, 3382

0, 0904

( 66)
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0, 2882 0,4703

0, 7836

Lo 3 -0,1197 0, 0904

0, 0949
(  66) (  66)

66)
0, 3382 0, 4703

0, 4483

Sie 3 0, 4901 -0,0344 -0, 0949
( 66) ( 66) ( 66)
0, 0000 0, 7836 0, 4483

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Al 208_3 and Si @_3

Spear man Rank Correl ations

Al 203_3 Bl ai ne_3 LO _3
Al 203_3 0, 0638 -0,1083
0, 4036
( 66) ( 66)
66)
0, 6071 0, 3826
0, 0011
Bl ai ne_3 0, 0638 0, 1043
0, 0768
( 66) ( 66)
66)
0, 6071 0, 4004
0, 5356
LO _3 -0,1083 0, 1043
0, 0055
( 66) ( 66)
66)
0, 3826 0, 4004
0, 9646
Si_3 0, 4036 -0,0768 0, 0055
( 66) ( 66) ( 66)
0, 0011 0, 5356 0, 9646

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor
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This tabl e shows Spearnman rank correl ations between each pair of
vari abl es. These correlation coefficients range between -1 and +1 and
measure the strength of the association between the variables. |In
contrast to the nore comon Pearson correl ations, the Spearnan
coefficients are conputed fromthe ranks of the data val ues rather
than fromthe values thenselves. Consequently, they are |ess
sensitive to outliers than the Pearson coefficients. Also shown in
parent heses is the nunber of pairs of data values used to conpute each
coefficient. The third nunber in each location of the table is a
P-val ue which tests the statistical significance of the estimted
correl ations. P-values below 0.05 indicate statistically significant
non-zero correlations at the 95% confidence level. The follow ng
pairs of variables have P-val ues bel ow 0. 05:

Al 208_3 and Si@_3

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
CLK 3
Bl ai ne_3
GYP_3

There are 66 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npodel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
neasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations



Correl ations

CLK 3 Bl ai ne_3 GYP_3
CLK 3 0, 1481 -1,0000
( 66) ( 66)
0, 2352 0, 0000
Bl ai ne_3 0, 1481 -0,1481
( 66) (  66)
0, 2352 0, 2352
GYP_3 -1,0000 -0,1481
( 66) ( 66)
0, 0000 0, 2352

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
vari ables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

CLK_3 and GYP_3

Spear man Rank Correl ations

CLK 3 Bl ai ne_3 GYP_3
CLK 3 0, 0950 -1,0000
( 66) ( 66)
0, 4439 0, 0000
Bl ai ne_3 0, 0950 -0,0950
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( 66) (  66)

0, 4439 0, 4439
GYP_3 -1, 0000 -0, 0950
(  66) (  66)
0, 0000 0, 4439

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Spearnman rank correl ations between each pair of
vari abl es. These correlation coefficients range between -1 and +1 and
measure the strength of the association between the variables. In
contrast to the nore comon Pearson correl ations, the Spearnan
coefficients are conputed fromthe ranks of the data val ues rather
than fromthe val ues thenselves. Consequently, they are |ess
sensitive to outliers than the Pearson coefficients. Also shown in
parent heses is the nunber of pairs of data values used to conpute each
coefficient. The third nunber in each location of the table is a
P-val ue which tests the statistical significance of the estimted
correl ations. P-values below 0.05 indicate statistically significant
non-zero correlations at the 95% confidence level. The follow ng
pairs of variables have P-val ues bel ow 0. 05:

CLK_3 and GYP_3

Covari ances

CLK 3 Bl ai ne_3 GYP_3
CLK 3 0, 0631166 2, 08928 -0,0631166
( 66) (  66) ( 66)
Bl ai ne_3 2, 08928 3151, 72 -2,08928
( 66) (  66) ( 66)
GYP_3 -0,0631166 -2,08928 0, 0631166
( 66) (  66) ( 66)

Covari ance
(Sanpl e Size)

The St at Advi sor

This tabl e shows estimated covari ances between each pair of
vari abl es. The covari ances neasure how nuch the variables vary
together and are used to conpute Pearson product nmonent correl ations.
Al so shown in parentheses is the nunber of pairs of data val ues used
to conpute each coefficient.

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Al 203_4
Bl ai ne_4
LO 4
sio2_4

There are 44 conplete cases for use in the cal cul ations.
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The St at Advi sor

This procedure is designed to sumuari ze several
quantitative data.
covari ances,

correl ations,

col ums of

It will calculate various statistics, including
and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give

interesting views into the data.

Gr aphi cal
di fferent

After this procedure,
build a statistical

of several

GOAL: build a nodel

PROCEDURE: Rel ate -

nodel

you may wi sh to sel ect another
for your data.
procedures may be appropriate.

Use the Tabul ar Options and
Options buttons on the analysis toolbar to access these
procedures.

procedure to
Dependi ng on your goal,

one

Following is a list of
goals with an indication of which procedure would be appropriate:

for predicting one variable given values of one of
nore ot her variables.
Mul tiple regression

GOAL: group rows of data with simlar characteristics.

PROCEDURE: Speci al

GOAL: devel op a nethod for

bel ong to.

PROCEDURE: Speci al

GOAL:
nmeasur es.

PROCEDURE: Speci al

- Miltivariate Methods -

- Miltivariate Methods -

- Miltivariate Methods -

reduce the nunber of colums to a small

predi cting which of several

Cluster Analysis

groups new rows

Factor Anal ysis

Di scrim nant Anal ysis

set of neaningful

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.

PROCEDURE: Speci al

GOAL:
each ot her.

PROCEDURE: Speci al

Correl ations

Al 208_4
0, 1020

44)

- Miltivariate Methods -

- Miltivariate Methods -

Pri nci pal

Canoni cal

Conponent s
find conbi nati ons of the colums which are strongly related to

Correl ations

AI203_4

=)

R e,

Blaine_4

Bl ai ne_4

(

0, 1213
44)

0, 4329

LO 4 sio2_4
-0, 0690
(44 (

0, 6562
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0, 5101

Bl ai ne_4 -0, 1213 0, 3086
0, 3933
(  44) (  44)
44)
0, 4329 0, 0416
0, 0083
LO _4 -0, 0690 0, 3086
0, 1856
( 44) ( 44)
44)
0, 6562 0, 0416
0, 2277
si 02_4 0, 1020 0, 3933 0, 1856
( 44) ( 44) ( 44)
0, 5101 0, 0083 0, 2277

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistica
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05

Bl aine_4 and LA _4

Bl ai ne_4 and sio2_4

Spear man Rank Correl ations

Al 203_4 Bl ai ne_4 LO _4
Al 2C3_4 -0,2032 -0,0748
0, 0977
( 44) ( 44)
44)
0, 1826 0, 6236
0, 5218
Bl ai ne_4 -0,2032 0, 3533
0, 3712
( 44) ( 44)
44)
0, 1826 0, 0205
0, 0149
LO _4 -0,0748 0, 3533
0, 0959
( 44) ( 44)
44)
0, 6236 0, 0205
0, 5293
sio02_4 0, 0977 0, 3712 0, 0959
( 44) ( 44) ( 44)
0, 5218 0, 0149 0, 5293
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Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Spearnman rank correl ati ons between each pair of
vari abl es. These correlation coefficients range between -1 and +1 and
measure the strength of the association between the variables. |In
contrast to the nore comon Pearson correl ations, the Spearnnan
coefficients are conputed fromthe ranks of the data val ues rather
than fromthe values thenselves. Consequently, they are |ess
sensitive to outliers than the Pearson coefficients. Also shown in
parent heses is the nunber of pairs of data values used to conpute each
coefficient. The third nunber in each location of the table is a
P-val ue which tests the statistical significance of the estimated
correl ations. P-values below 0.05 indicate statistically significant
non-zero correlations at the 95% confidence level. The follow ng
pairs of variables have P-val ues bel ow 0. 05:

Bl aine_4 and LA _4

Bl ai ne_4 and sio2_4

Covari ances

Al 203_4 Bl ai ne_4 LO _4
Al 203_4 0, 00925729 -0, 596406 -0,00082315
0, 00174271

( 44) ( 44) ( 44)
44)
Bl ai ne_4 -0, 596406 2612, 05 1, 95507
3, 57082

( 44) ( 44) ( 44)
44)
LO _4 -0,00082315 1, 95507 0, 0153684
0, 0040871

( 44) ( 44) ( 44)
44)
si02_4 0, 00174271 3, 57082 0, 0040871
0, 0315526

( 44) ( 44) ( 44)
44)

Covari ance
(Sanpl e Size)

The St at Advi sor

This tabl e shows estimated covari ances between each pair of
vari abl es. The covari ances nmeasure how nuch the variables vary
together and are used to conpute Pearson product nmonent correl ations.
Al so shown in parentheses is the nunber of pairs of data values used
to conpute each coefficient.

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Bl ai ne_4
CLK 4
GYP_4
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There are 44 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
neasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

® poBEpe o | o g ©
m O
Blaine_4 o @% O o|lo ?%E )
=) O no o0 Eﬂ
m] m]
o ?: o Op
o ;@% CLK_4 paes
op O Mo
m] O m]
M) O I IJI:|
mﬁj m]
0O g E@ DDE\:D GYP_4
o o O
g O O
Correl ati ons
Bl ai ne_4 CLK_ 4 GYP_4
Blained 0,0811 -0, 0811
( 44) ( 44)
0, 6007 0, 6007
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CLK 4 0,0811 -1,0000

( 44) ( 44)

0, 6007 0, 0000
GYP_4 -0,0811 -1,0000
( 44) ( 44)
0, 6007 0, 0000

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
vari ables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

CLK_4 and GYP_4

Spear man Rank Correl ations

Bl ai ne_4 CLK 4 GYP_4
Bl ai ne_4 0,1299 -0,1299
( 44) ( 44)
0, 3943 0, 3943
CLK 4 0,1299 -1,0000
( 44) ( 44)
0, 3943 0, 0000
GYP_4 -0,1299 -1, 0000
( 44) ( 44)
0, 3943 0, 0000

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Spearnman rank correl ations between each pair of
vari abl es. These correlation coefficients range between -1 and +1 and
measure the strength of the association between the variables. In

contrast to the nore comon Pearson correl ations,

t he Spear man

coefficients are conputed fromthe ranks of the data val ues rather

than fromthe val ues thensel ves.
sensitive to outliers than the Pearson coefficients.

Consequent |y,

they are less
Al so shown in

parent heses is the nunber of pairs of data values used to conpute each

coefficient. The third nunber
P-val ue which tests the statistical

in each location of the table is a
significance of the estimted

correl ations. P-values below 0.05 indicate statistically significant

non-zero correl ations at the 95% confidence |evel.

pairs of variables have P-val ues bel ow 0. 05:

CLK_4 and GYP_4

The foll owi ng
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Covari ances

Bl ai ne_4 CLK_ 4 GYP_4
Bl ai ne_4 2612, 05 0, 95666 -0, 95666
( 44) ( 44) ( 44)
CLK 4 0, 95666 0, 0532505 -0, 0532505
( 44) ( 44) ( 44)
GYP_4 -0, 95666 -0, 0532505 0, 0532505
( 44) ( 44) ( 44)

Covari ance
(Sanpl e Size)

The St at Advi sor

This tabl e shows estimated covari ances between each pair of
vari abl es. The covari ances neasure how nuch the variables vary
together and are used to conpute Pearson product nmonent correl ations.
Al so shown in parentheses is the nunber of pairs of data values used
to conpute each coefficient.

Sinpl e Regression - CLK 3 vs. GYP_3

Regression Analysis - Linear nodel: Y = a + b*X

Dependent variable: CLK 3
I ndependent variable: GYP_3

St andard T

Par anmet er Estimate Error Statistic P- Val ue
I ntercept 100,0 0,0
Sl ope -1,0 0,0

Anal ysi s of Variance
Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 4,10258 1 4,10258
Resi dual 0,0 64 0,0
Total (Corr.) 4,10258 65
Correl ati on Coefficient = -1,0

R-squared = 100, 0 percent

R-squared (adjusted for d.f.) = 100,0 percent
Standard Error of Est. = 0,0

Mean absolute error = 0,0

Dur bi n- Wat son statistic = 1,03704 (P=0, 0000)
Lag 1 residual autocorrelation = 0, 444444

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationship between CLK 3 and GYP_3. The equation of the fitted
nodel is

CLK_3 = 100,0 - 1,0*GYP_3
The R-Squared statistic indicates that the nodel as fitted explains

100, 0% of the variability in CLK_ 3. The correlation coefficient
equals -1,0, indicating a relatively strong rel ati onship between the
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vari abl es.

The nean absolute error (MAE) of 5,81353E-15 is the average val ue
of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is less than 0.05, there is an indication of possible serial
correlation. Plot the residuals versus row order to see if there is
any pattern which can be seen.

Plot of Fitted Model
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Conpari son of Alternative Mdels

Model Correl ation R- Squar ed
Li near -1, 0000 100, 00%
Square root-Y -1, 0000 100, 00%
Exponenti al -1, 0000 100, 00%
Reci procal - Y 1, 0000 100, 00%
Squar e root- X -0, 9997 99, 94%
Logarithm c- X -0, 9989 99, 78%
Mul tiplicative -0, 9988 99, 76%
Reci procal - X 0, 9957 99, 14%
S-curve 0, 9955 99, 10%
Doubl e reci procal -0, 9953 99, 07%
Logi stic <no fit>

Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the linear nodel yields the
hi ghest R-Squared value with 100,0% This is the currently selected
nodel .

Sinpl e Regression - Al208_3 vs. Si2_3

Regression Analysis - Linear nodel: Y = a + b*X

Dependent variable: Al 203_3
I ndependent variable: Si02_3

Par anmet er Estimate Error Statistic P- Val ue
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I ntercept -0,273568 1,1229 -0,243626 0, 8083
Sl ope 0, 244569 0, 0543713 4,49814 0, 0000

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 0, 184322 1 0, 184322 20, 23 0, 0000
Resi dual 0, 583031 64 0,00910986

Total (Corr.) 0, 767353 65

Correl ati on Coefficient = 0,490107

R-squared = 24, 0205 percent

R-squared (adjusted for d.f.) = 22,8333 percent
Standard Error of Est. = 0, 0954456

Mean absolute error = 0,0756953

Dur bi n- Wat son statistic = 0,648371 (P=0, 0000)
Lag 1 residual autocorrelation = 0,660983

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationship between Al203_3 and Si2_3. The equation of the
fitted nodel is

Al 208_3 = -0, 273568 + 0, 244569*Si (2_3

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between Al203_3 and Si O2_3 at
the 99% confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
24,0205% of the variability in Al203_3. The correlation coefficient
equal s 0, 490107, indicating a relatively weak rel ati onshi p between the
vari abl es. The standard error of the estinate shows the standard
devi ation of the residuals to be 0,0954456. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,0756953 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ation based on the
order in which they occur in your data file. Since the P-value is
less than 0.05, there is an indication of possible serial correlation.
Pl ot the residuals versus row order to see if there is any pattern
whi ch can be seen.

Plot of Fitted Model

Al203_3

20 20,3 20,6 20,9 21,2 21,5
Sio2_3
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Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squar es Df Mean Square
Model 0, 184322 1 0, 184322
Resi dual 0, 583031 64 0, 00910986
Lack-of - Fit 0, 378415 45 0, 00840921
Pure Error 0, 204617 19 0,0107693
Total (Corr.) 0, 767353 65

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable

X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.

Conpari son of Alternative Mdels

Model Correl ation R- Squar ed
Li near 0, 4901 24, 02%
Squar e root - X 0, 4896 23,97%
Logarithm c- X 0, 4891 23, 92%
Square root-Y 0, 4887 23, 89%
Reci procal - X -0, 4881 23, 82%
Exponenti al 0, 4873 23, 75%
Mul tiplicative 0, 4864 23, 66%
S-curve -0, 4854 23, 56%
Reci procal - Y -0, 4845 23, 48%
Doubl e reci procal 0, 4826 23, 29%
Logi stic <no fit>

Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the linear nodel yields the

hi ghest R-Squared value with 24,0205% This is the currently selected

nodel .

Sinpl e Regression - Al208_3 vs. Si2_3

Regression Analysis - Linear nodel: Y = a + b*X

Dependent variable: Al 203_3
I ndependent variable: Si02_3

0, 8083

St andard T
Par anmet er Estimate Error Statistic
I ntercept -0, 273568 1,1229 -0, 243626
Sl ope 0, 244569 0, 0543713 4, 49814

Model 0, 184322 1 0, 184322
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Resi dual 0, 583031 64 0, 00910986

Total (Corr.) 0, 767353 65

Correl ati on Coefficient = 0,490107

R-squared = 24, 0205 percent

R-squared (adjusted for d.f.) = 22,8333 percent
Standard Error of Est. = 0, 0954456

Mean absolute error = 0,0756953

Dur bi n- Wat son statistic = 0,648371 (P=0, 0000)
Lag 1 residual autocorrelation = 0,660983

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationship between Al 203_3 and Si2_3. The equation of the
fitted nodel is

Al 208_3 = -0, 273568 + 0, 244569*Si (2_3

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between Al203_3 and Si O2_3 at
the 99% confidence | evel.

The R-Squared statistic indicates that the nodel as fitted explains
24,0205% of the variability in Al2G3_3. The correlation coefficient
equal s 0, 490107, indicating a relatively weak rel ati onshi p between the
vari abl es. The standard error of the estinate shows the standard
devi ation of the residuals to be 0,0954456. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,0756953 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ation based on the
order in which they occur in your data file. Since the P-value is
less than 0.05, there is an indication of possible serial correlation.
Pl ot the residuals versus row order to see if there is any pattern
whi ch can be seen.

Plot of Fitted Model

Al203_3

4,5k,

20 20,3 20,6 20,9 21,2 21,5
Sio2_3

Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squar es Df  Mean Square F-Ratio
Model 0, 184322 1 0, 184322 20, 23
Resi dual 0, 583031 64 0, 00910986
Lack-of - Fit 0, 378415 45 0, 00840921 0,78
Pure Error 0, 204617 19 0,0107693
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Total (Corr.) 0, 767353 65

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.

Residual Plot
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Conpari son of Alternative Mdels
Model Correl ation R- Squar ed
Li near 0, 4901 24, 02%
Squar e root- X 0, 4896 23, 97%
Logarithm c- X 0, 4891 23, 92%
Square root-Y 0, 4887 23, 89%
Reci procal - X -0, 4881 23, 82%
Exponenti al 0, 4873 23, 75%
Mul tiplicative 0, 4864 23, 66%
S-curve -0, 4854 23, 56%
Reci procal - Y -0, 4845 23, 48%
Doubl e reci procal 0, 4826 23, 29%
Logi stic <no fit>
Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the linear nodel yields the
hi ghest R-Squared value with 24,0205% This is the currently selected
nodel .

Sinpl e Regression - Blaine_4 vs. LO _4

Regression Analysis - Linear nodel: Y = a + b*X
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Dependent variable: Blaine_4
I ndependent variable: LO _4

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I nt er cept 3538, 85 72,9206 48, 5302 0, 0000
Sl ope 127,214 60, 5095 2,10237 0, 0416

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 10694, 6 1 10694, 6 4,42 0, 0416
Resi dual 101624, 0 42 2419, 61

Total (Corr.) 112318, 0 43

Correl ati on Coefficient = 0,308573

R-squared = 9,52171 percent

R-squared (adjusted for d.f.) = 7,36746 percent
Standard Error of Est. = 49,1895

Mean absol ute error = 38, 4879

Dur bi n-Wat son statistic = 1,26538 (P=0, 0046)
Lag 1 residual autocorrelation = 0,35144

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationship between Blaine_4 and LO _4. The equation of the
fitted nodel is

Bl aine_4 = 3538,85 + 127,214*LO 4

Since the P-value in the ANOVA table is less than 0.05, there is a
statistically significant relationship between Blaine_4 and LO _4 at
the 95% confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
9,52171% of the variability in Blaine_4. The correlation coefficient
equal s 0,308573, indicating a relatively weak rel ati onshi p between the
vari abl es. The standard error of the estinate shows the standard
devi ation of the residuals to be 49, 1895. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 38,4879 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ation based on the
order in which they occur in your data file. Since the P-value is
less than 0.05, there is an indication of possible serial correlation.
Pl ot the residuals versus row order to see if there is any pattern
whi ch can be seen.
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Plot of Fitted Model
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Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squares Df Mean Square F-Ratio P- Val ue
Model 10694, 6 1 10694, 6 4,42 0, 0416
Resi dual 101624, 0 42 2419, 61
Lack-of - Fit 61773, 6 26 2375,91 0, 95 0, 5556
Pure Error 39850, 0 16 2490, 62
Total (Corr.) 112318, 0 43

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X.  Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.

Conpari son of Alternative Mdels

Model Correl ation R- Squar ed
Li near 0, 3086 9, 52%
Squar e root - X 0, 3085 9,52%
Square root-Y 0, 3084 9,51%
Exponenti al 0, 3082 9, 50%
Logarithm c- X 0, 3080 9, 49%
Reci procal - Y -0, 3078 9, 47%
Mul tiplicative 0, 3076 9, 46%
Reci procal - X -0, 3056 9, 34%
S-curve -0, 3052 9, 31%
Doubl e reci procal 0, 3048 9, 29%
Logi stic <no fit>

Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the linear nodel yields the
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hi ghest R-Squared value with 9,52171% This is the currently sel ected
nodel .

Sinpl e Regression - Blaine_4 vs. sio2 4

Regression Analysis - Reciprocal-Y nodel: Y = 1/(a + b*X)
Dependent variable: Blaine_4
I ndependent variable: sio2_4

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I nter cept 0, 00044524 0, 0000622751 7, 14956 0, 0000
Sl ope -0,00000845191 0,00000301989 -2,79875 0, 0077

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 9, 692E- 11 1 9, 692E- 11 7,83 0, 0077
Resi dual 5, 1968E- 10 42 1,23733E-11

Total (Corr.) 6, 166E- 10 43

Correl ati on Coefficient = -0, 396465

R-squared = 15, 7185 percent

R-squared (adjusted for d.f.) = 13,7118 percent
Standard Error of Est. = 0, 00000351757

Mean absolute error = 0, 00000267312

Dur bi n-Wat son statistic = 1,54177 (P=0, 0543)
Lag 1 residual autocorrelation = 0,221611

The St at Advi sor

The out put shows the results of fitting an reciprocal -Y nodel to
descri be the rel ati onship between Bl aine_4 and sio2_4. The equation
of the fitted nodel is

Bl aine_4 = 1/ (0, 00044524 - 0, 00000845191*si 02_4)

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between Blaine_4 and sio2_4 at
the 99% confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
15,7185% of the variability in Blaine_4 after transfornming to a
reci procal scale to linearize the nodel. The correlation coefficient
equal s -0, 396465, indicating a relatively weak rel ationship between
the variables. The standard error of the estinmate shows the standard
devi ation of the residuals to be 0,00000351757. This val ue can be
used to construct prediction limts for new observations by selecting
the Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,00000267312 is the average val ue
of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is greater than 0.05, there is no indication of serial autocorrelation
in the residuals.

360



Plot of Fitted Model
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Anal ysis of Variance with Lack-of-Fit
Sour ce Sum of Squares Df Mean Square F-Ratio P- Val ue
Model 9, 692E- 11 1 9, 692E- 11 7,83 0, 0077
Resi dual 5, 1968E- 10 42 1,23733E-11
Lack-of - Fit 3, 65343E- 10 29 1, 2598E- 11 1, 06 0,4748
Pure Error 1, 54336E- 10 13 1, 1872E-11
Total (Corr.) 6, 166E- 10 43

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.

Conparison of Alternative Mdels

Model Correl ation R- Squar ed
Reci procal - Y -0, 3965 15, 72%
Doubl e reci procal 0, 3952 15, 62%
Exponenti al 0, 3949 15, 60%
Mul tiplicative 0, 3943 15, 55%
Square root-Y 0, 3941 15, 53%
S-curve -0, 3936 15, 50%
Li near 0, 3933 15, 47%
Squar e root - X 0, 3930 15, 45%
Logarithm c- X 0, 3927 15, 42%
Reci procal - X -0, 3920 15, 37%
Logi stic <no fit>

Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the reciprocal-Y nodel yields the
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hi ghest R-Squared value with 15,7185% This is the currently selected
nodel .

Sinpl e Regression - CLK 4 vs. GYP_4

Regression Analysis - Linear nodel: Y = a + b*X

Dependent variable: CLK 4
I ndependent variable: GYP_4

St andard T

Par anmet er Estimate Error Statistic P- Val ue
I ntercept 100,0 0,0
Sl ope -1,0 0,0

Anal ysi s of Variance
Sour ce Sum of Squares Df  Mean Square F-Ratio
Model 2,28977 1 2,28977
Resi dual 0,0 42 0,0
Total (Corr.) 2,28977 43
Correl ati on Coefficient = -1,0

R-squared = 100, 0 percent

R-squared (adjusted for d.f.) = 100,0 percent
Standard Error of Est. = 0,0

Mean absolute error = 0,0

Dur bi n-Wat son statistic = 1,09524 (P=0, 0006)
Lag 1 residual autocorrelation = 0,428571

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationship between CLK 4 and GYP_4. The equation of the fitted
nodel is

CLK 4 = 100,0 - 1,0*GYP_ 4

The R-Squared statistic indicates that the nodel as fitted explains
100, 0% of the variability in CLK 4. The correlation coefficient
equals -1,0, indicating a relatively strong rel ati onship between the
vari abl es.

The nean absolute error (MAE) of 6,78245E-15 is the average val ue
of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is less than 0.05, there is an indication of possible serial
correlation. Plot the residuals versus row order to see if there is
any pattern which can be seen.
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Plot of Fitted Model
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Multiple-Variable Analysis

Anal ysi s Sunmary

Data vari abl es:
Estl 3
LO _3
Si_3
Al 203_3
Bl ai ne_3

There are 65 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given val ues of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful

nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis
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GOAL: determnm ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

Correl ations

Estl 3 LO 3 S 3
Al203_3
Estl 3 -0,0574 -0, 3435 -
0, 1897
(65 (65 (
65)
0, 6496 0, 0051

0, 1302
LO 3 -0,0574 -0, 0960 -
0, 1279

(65 (65 (
65)

0, 6496 0, 4468
0, 3098
s 3 -0, 3435 -0, 0960
0, 4927

(65 (65 (
65)

0, 0051 0, 4468
0, 0000
Al203_3 -0, 1897 -0, 1279 0, 4927

( 65) ( 65) ( 65)

0,1302 0, 3098 0, 0000
Bl ai ne_3 0, 1464 0, 0853 -0,0385
0,1117

(65 (65 (65 (
65)

0, 2447 0, 4993 0,7610
0, 3759
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Bl ai ne_3

Est1 3 0, 1464
( 65)
0, 2447

Lo 3 0, 0853
(65
0, 4993

Si2_3 -0, 0385
(65
0, 7610

Al2C3 3 0,1117
(65
0, 3759

Bl ai ne_3

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Est1 3 and Si2_3

Si2_3 and Al 208_3

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Est2_3
LO _3
Si_3
Al 203_3
Bl ai ne_3

There are 64 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:
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GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

Blaine_3

Correl ations

Est2_ 3 Lo 3 Sie 3
Al 208_3
Est2_ 3 0, 0242 -0, 4472
0, 4355
(64 (64
64)
0, 8495 0, 0002
0, 0003
Lo 3 0, 0242 -0,1126
0, 1430
(64 (64
64)
0, 8495 0, 3759
0, 2595
Sie 3 -0, 4472 -0,1126
0, 4878
(64 (64
64)
0, 0002 0, 3759
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0, 0000

Al 203_3 -0, 4355 -0,1430 0, 4878
( 64) ( 64) ( 64)
0, 0003 0, 2595 0, 0000
Bl ai ne_3 0,1108 0, 0649 -0, 0555
0, 0990
( 64) ( 64) ( 64)
64)
0, 3836 0, 6105 0, 6629
0, 4362
Bl ai ne_3
Est2_3 0,1108
(  64)
0, 3836
LO _3 0, 0649
(  64)
0, 6105
Si®_3 -0, 0555
(  64)
0, 6629
Al 203_3 0, 0990
(  64)
0, 4362
Bl ai ne_3

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor
This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:
Est2_3 and Si2_3
Est2_3 and Al 2
Si2_3 and Al 2

3

GB_
™ 3

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Est7_3
LO _3
Si_3
Al 203_3
Bl ai ne_3

There are 61 conplete cases for use in the cal cul ations.
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The St at Advi sor

This procedure is designed to summarize several colums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
neasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

Correl ations

Est7_3 Lo 3 Sie 3
Al 208_3
Est7_3 -0,0033 -0, 3799
0, 3257
(61 (61
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61)

0, 9800 0, 0025
0, 0104
LO _3 -0,0033 -0, 1659 -
0, 1521
(  61) (  61) (
61)
0, 9800 0, 2012
0, 2418
Si_3 -0,3799 -0, 1659
0, 4938
(  61) (  61) (
61)
0, 0025 0, 2012
0, 0001
Al 203_3 -0, 3257 -0,1521 0, 4938
( 61) ( 61) ( 61)
0,0104 0, 2418 0, 0001
Bl ai ne_3 0, 1001 -0, 0045 -0, 1340
0, 0969
(  61) (  61) (  61) (
61)
0, 4426 0, 9726 0, 3031
0, 4574
Bl ai ne_3
Est7_3 0, 1001
(  61)
0, 4426
LO _3 -0, 0045
(  61)
0, 9726
Si_3 -0, 1340
(  61)
0, 3031
Al 203_3 0, 0969
(  61)
0, 4574
Bl ai ne_3

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor
This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:
Est7_3 and Si2_3
Est7_3 and Al 2
Si®2_3 and Al 2

3

GB_
™ 3

369



Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Est28_3
LO _3
Si@_3
Al 203_3
Bl ai ne_3

There are 46 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and

Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical nodel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
neasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Correl ations

Est28 3
0, 1160

46)
0, 4426

Lo 3
0, 2729

46)
0, 0665

Sie 3
0, 5261

46)
0, 0002

Al 208_3

Bl ai ne_3
0, 0083

46)

0, 9562

Est28 3

Lo 3

Est28_3

553l

=]
S 38
IaFn

O “D

o Al203_3
oRY a —
o “cg = o 5 On .
ncdﬁﬂmz Ipm %lﬁl a Blaine_3
oo'm oD ap [u] ffoo
Est28 3 LO _3 Si@_3
-0,0712 -0,0211
( 46) ( 46) (
0, 6380 0, 8895
-0,0712 -0,2380 -
( 46) ( 46) (
0, 6380 0,1113
-0,0211 -0,2380
( 46) ( 46) (
0, 8895 0,1113
0, 1160 -0,2729 0,5261
( 46) ( 46) ( 46)
0, 4426 0, 0665 0, 0002
0, 1415 -0, 0325 -0,1260
(  46) (  46) (  46) (
0, 3481 0, 8300 0, 4041
Bl ai ne_3
0, 1415
( 46)
0, 3481
-0, 0325
( 46)
0, 8300
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Si2_3 -0,1260
( 46)
0, 4041

Al 208_3 0, 0083
( 46)
0, 9562

Bl ai ne_3

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Si2_3 and Al 208_3

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Estl_4
LO 4
Si_4
Al 203_4
Bl ai ne_4

There are 43 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows

bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis
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GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnmi ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

dh [0 &b B o 4o
Est14nc%,,%.B
oty . B | i
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e |% "qe SHoe
o
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%" “| Blaine_4

Correl ations

Estl 4 LO 4 Sice 4
Al 208_4
Estl 4 0, 0599 -0,2076
0, 0084
( 43) ( 43)
43)
0, 7030 0,1816

0, 9572
LO 4 0, 0599 0,1923
0, 0704

( 43) ( 43)
43)

0, 7030 0,2167
0, 6536
Sice 4 -0,2076 0,1923
0, 1053

( 43) ( 43)
43)

0,1816 0,2167
0, 5017
Al 208_4 0, 0084 -0,0704 0, 1053

( 43) ( 43) ( 43)

0, 9572 0, 6536 0,5017
Bl ai ne_4 -0,1771 0, 3208 0, 3838
0, 1188

( 43) ( 43) ( 43)
43)

0, 2559 0, 0360 0,0111
0, 4480
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Estl_4 -0,1771
(43
0, 2559

LO 4 0, 3208
(  43)
0, 0360

Sie_4 0, 3838
(43
0,0111

Al 208_4 -0,1188
(43
0, 4480

Bl ai ne_4

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

LO _4 and Bl aine_4

Si2_4 and Bl aine_4

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Est2_4
LO 4
Si_4
Al 203_4
Bl ai ne_4

There are 43 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
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build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of

nore ot her vari abl es.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows

bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

)
EhnE%Bn o “Udﬁ; Sio2_4 ;ﬁaﬂ o iﬁcﬁ

“| Blaine_4

Correl ations

Est2 4 LO 4 Sice 4
Al 208_4
Est2 4 -0,0192 -0, 1407
0, 0090
( 43) ( 43)
43)
0, 9026 0, 3682
0, 9544
LO 4 -0,0192 0,1923
0, 0704
( 43) ( 43)
43)
0, 9026 0,2167
0, 6536
Sice 4 -0, 1407 0,1923
0, 1053
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(  43) (  43) (

43)
0, 3682 0, 2167
0, 5017
Al 2C3_4 -0,0090 -0,0704 0, 1053
( 43) ( 43) ( 43)
0, 9544 0, 6536 0,5017
Bl ai ne_4 -0, 0094 0, 3208 0, 3838 -
0, 1188
(  43) (  43) ( 43 (
43)
0, 9525 0, 0360 0,0111
0, 4480
Bl ai ne_4
Est2_4 -0, 0094
(43
0, 9525
LO _4 0, 3208
(43
0, 0360
Si_4 0, 3838
(43
0,0111
Al203_4 -0,1188
(43
0, 4480
Bl ai ne_4

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
vari ables. Al so shown in parentheses is the nunber of pairs of data
val ues used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistica
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05

LO _4 and Bl aine_4

Si2_4 and Bl aine_4

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Est7_4
LO 4
Si_4
Al 203_4
Bl ai ne_4
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There are 40 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

Blaine_4

Correl ations
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0, 0972

(40 (40
40)
0, 1001 0, 3591
0, 5507
LO _4 -0,2637 0, 2273
0, 0862
(40 (40
40)
0, 1001 0, 1584
0, 5969
Si_4 -0, 1489 0, 2273
0, 1468
(40 (40
40)
0, 3591 0, 1584
0, 3661
Al 2C3_4 0, 0972 -0, 0862 0, 1468
( 40) ( 40) ( 40)
0, 5507 0, 5969 0, 3661
Bl ai ne_4 0, 0399 0, 3671 0, 3336
0, 0711
( 40) ( 40) ( 40)
40)
0, 8071 0, 0198 0, 0354
0, 6631
Bl ai ne_4
Est7_4 0, 0399
( 40)
0, 8071
LO _4 0, 3671
( 40)
0, 0198
Si_4 0, 3336
( 40)
0, 0354
Al 208_4 -0,0711
( 40)
0, 6631
Bl ai ne_4

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

LO _4 and Bl aine_4

Si2_4 and Bl aine_4
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Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Est28_4
LO 4
Si_4
Al 203_4
Bl ai ne_4

There are 29 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical nodel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
neasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Correl ations

Est 28_4 LO _4 Si_4
Al 2C3_4
Est 28_4 -0, 3489 -0, 3241
0, 3261

(29 (29 (
29)
0, 0636 0, 0864

0, 0843
LO _4 -0, 3489 0, 2392 -
0, 0548

(29 (29 (
29)

0, 0636 0, 2115
0, 7776
Si_4 -0, 3241 0, 2392
0, 2112

(29 (29 (
29)

0, 0864 0, 2115
0, 2715
Al 2C3_4 0, 3261 -0, 0548 0, 2112

( 29) ( 29) ( 29)

0, 0843 0,7776 0, 2715
Bl ai ne_4 -0, 2425 0, 3570 0, 2633 -
0, 0496

(29 (29 (29 (
29)

0, 2049 0, 0572 0, 1675
0, 7982

Bl ai ne_4
Est 28_4 -0, 2425

(29

0, 2049
LO _4 0, 3570

(29

0, 0572
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Sice_4 0, 2633
(29
0,1675

Al 208_4 -0, 0496
(29
0, 7982

Bl ai ne_4

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

<none>

2voyétion 10otHTwY Kot cvvleons- moiotyta touévroo OPC

Multiple-Variable Analysis
Anal ysi s Sunmary

Data vari abl es:
CLK 3
Estl 3
GYP_3
Bl ai ne_3

There are 65 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npodel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
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bel ong to.

PROCEDURE: Speci al

GOAL: reduce the nunber of colums to a snall

neasures.

PROCEDURE: Speci al

Mul tivariate Methods -

Mul tivariate Methods -

Factor Anal ysis

Di scrim nant Anal ysis

set of neaningful

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.

PROCEDURE: Speci al

Mul tivariate Methods -

Pri nci pal

Conponent s

GOAL: find conbinations of the colums which are strongly related to

each ot her.

PROCEDURE: Speci al

Correl ations

Bl ai ne_3

Estl 3
0, 1464

65)
0, 2447

GYP 3
0, 1150

Correl ation

Mul tivariate Methods -

Canoni cal

Correl ations

o o
i
“Hes &
CLK 3 Est1 3 GYP_3
-0,0126 -1, 0000
(  65) (  65)
0, 9208 0, 0000
-0,0126 0, 0126
(  65) (  65)
0, 9208 0, 9208
-1, 0000 0, 0126
(  65) (  65)
0, 0000 0, 9208
0, 1150 0, 1464 -0, 1150
( 65) ( 65) ( 65)
0, 3615 0, 2447 0, 3615



(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

CLK_3 and GYP_3

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
CLK 3
Est2_3
GYP_3
Bl ai ne_3

There are 64 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
neasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to

each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

383



Correl ations

CLK_3 Est2_3 GYP_3
Bl ai ne_3
CLK_3 -0, 0429 -1, 0000
0, 0776
( 64) ( 64)
64)
0, 7365 0, 0000
0, 5421
Est2_3 -0, 0429 0, 0429
0, 1108
( 64) ( 64)
64)
0, 7365 0, 7365
0, 3836
GYP_3 -1, 0000 0, 0429
0, 0776
( 64) ( 64)
64)
0, 0000 0, 7365
0, 5421
Bl ai ne_3 0,0776 0, 1108 -0,0776
( 64) ( 64) ( 64)
0, 5421 0, 3836 0, 5421

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

CLK_3 and GYP_3
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Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
CLK 3
Est7_3
GYP_3
Bl ai ne_3

There are 61 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphical Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical nodel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnm ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Correl ations

CLK_3 Est7_3 GYP_3
Bl ai ne_3
CLK_3 -0,1203 -1, 0000
0, 0379
( 61) ( 61)
61)
0, 3557 0, 0000
0, 7718
Est7_3 -0,1203 0, 1203
0, 1001
( 61) ( 61)
61)
0, 3557 0, 3557
0, 4426
GYP_3 -1, 0000 0, 1203
0, 0379
( 61) ( 61)
61)
0, 0000 0, 3557
0, 7718
Bl ai ne_3 0, 0379 0, 1001 -0,0379
( 61) ( 61) ( 61)
0,7718 0, 4426 0,7718

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

CLK_3 and GYP_3
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Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
CLK 3
Est28_3
GYP_3
Bl ai ne_3

There are 46 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphical Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical nodel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnm ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Correl ations
CLK 3 Est28_3 GYP_3
Bl ai ne_3
CLK 3 0, 0944 -1, 0000
0, 0026
( 46) ( 46)
46)
0, 5328 0, 0000
0, 9861
Est28_3 0, 0944 -0,0944
0, 1415
( 46) ( 46)
46)
0, 5328 0, 5328
0, 3481
GYP_3 -1, 0000 -0,0944
0, 0026
( 46) ( 46)
46)
0, 0000 0, 5328
0, 9861
Bl ai ne_3 -0, 0026 0, 1415 0, 0026
( 46) ( 46) ( 46)
0, 9861 0, 3481 0, 9861

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

CLK_3 and GYP_3
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Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Bl ai ne_4
CLK 4
Estl_4
GYP_4

There are 43 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphical Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical nodel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnm ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Correl ati ons
Bl ai ne_4 CLK 4 Estl_4 GYP_4
Bl ai ne_4 0, 0317 -0,1771 -
0, 0317
( 43 ( 43 (
43)
0, 8401 0, 2559
0, 8401
CLK 4 0, 0317 0, 0981 -
1, 0000
( 43 ( 43 (
43)
0, 8401 0,5314
0, 0000
Estl 4 -0,1771 0, 0981 -
0, 0981
( 43 ( 43 (
43)
0, 2559 0,5314
0, 5314
GYP_4 -0,0317 -1, 0000 -0,0981
( 43) ( 43) ( 43)
0, 8401 0, 0000 0,5314

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
vari ables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

CLK_4 and GYP_4
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Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Bl ai ne_4
CLK 4
Est2_4
GYP_4

There are 43 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given val ues of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Correl ations

Bl ai ne_4 CLK 4 Est2_4 GYP_4
Bl ai ne_4 0, 0317 -0,0094 -
0, 0317
(43 (43 (
43)
0, 8401 0, 9525
0, 8401
CLK 4 0, 0317 -0, 0415 -
1, 0000
(43 (43 (
43)
0, 8401 0, 7914
0, 0000
Est2_4 -0,0094 -0, 0415
0, 0415
(43 (43 (
43)
0, 9525 0, 7914
0, 7914
GYP_4 -0,0317 -1, 0000 0, 0415
( 43) ( 43) ( 43)
0, 8401 0, 0000 0, 7914

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
vari ables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

CLK_4 and GYP_4
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Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Bl ai ne_4
CLK 4
Est7_4
GYP_4

There are 40 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given val ues of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations
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Correl ations
Bl ai ne_4 CLK 4 Est7_4
Bl ai ne_4 -0,0181 0, 0399
0, 0181
( 40) ( 40)
40)
0, 9115 0,8071
0, 9115
CLK 4 -0,0181 -0, 2074
1, 0000
( 40) ( 40)
40)
0, 9115 0, 1991
0, 0000
Est7_4 0, 0399 -0, 2074
0, 2074
( 40) ( 40)
40)
0,8071 0, 1991
0, 1991
GYP_4 0, 0181 -1, 0000 0, 2074
( 40) ( 40) ( 40)
0, 9115 0, 0000 0, 1991

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
vari ables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

CLK_4 and GYP_4
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Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Bl ai ne_4
CLK 4
Est28_4
GYP_4

There are 29 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given val ues of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

395



o g o- oo o~ O
mgEg e o oBo @E%: o g.8E0o
Blaine_4 ”EFEE”D olo® 5. Ab|o © 55“
- o o On o o
a a a
O o O o ]
o o o mo Og
ooo o =]
o Dug:‘ E%En CLK_4 & nncﬁl o =
a a
% g | o OB, B B ofite o
o D%n B o | Est28_4 0" H
o o f - o
F o o o o
AT 5
[n] oo
o %%E DDE'I:IE o nn‘:%'” GYP_4
[n] (=] (u] m -
o Opgfo ©
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Bl ai ne_4 CLK 4 Est28_4
Bl ai ne_4 -0,0257 -0,2425
0, 0257
( 29) ( 29)
29)
0, 8946 0, 2049
0, 8946
CLK 4 -0,0257 -0, 2819
1, 0000
( 29) ( 29)
29)
0, 8946 0, 1385
0, 0000
Est28_4 -0, 2425 -0, 2819
0, 2819
( 29) ( 29)
29)
0, 2049 0, 1385
0, 1385
GYP_4 0, 0257 -1,0000 0, 2819
( 29) ( 29) ( 29)
0, 8946 0, 0000 0, 1385

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

CLK_4 and GYP_4
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Multiple Regression - Estl 3

Mul ti pl e Regression Anal ysis

Dependent variable: Estl_3

St andar d T
Par anmet er Estimat e Error Statistic
CONSTANT 44,1397 15, 569 2,8351
Al 203_3 -0,661762 1, 42642 -0, 463932
Bl ai ne_3 0, 002985 0, 00239894 1, 2443
LO _3 -0,797173 0, 883779 -0, 902004
Si®_3 -1,59767 0, 695462 -2,29728

Sour ce Sum of Squar es Df  Mean Square F-Ratio
Model 11,7228 4 2,93069 2,63
Resi dual 66, 8418 60 1,11403

Total (Corr.) 78, 5646 64

R-squared = 14,9212 percent

R-squared (adjusted for d.f.) = 9,24927 percent
Standard Error of Est. = 1,05548

Mean absolute error = 0, 797591

Dur bi n- Wat son statistic = 1,07445 (P=0, 0000)
Lag 1 residual autocorrelation = 0, 4494

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Estl 3 and 4
i ndependent variables. The equation of the fitted nodel is

Est1 3 = 44,1397 - 0, 661762*A 208_3 + 0, 002985*Bl ai ne_3 -
0,797173*LOl _3 - 1,59767*Si @_3

Since the P-value in the ANOVA table is less than 0.05, there is a
statistically significant relationship between the variables at the
95% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 14, 9212% of the variability in Estl_3. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 9,24927% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,05548. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 0,797591 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,6444, belonging to
Al 208_3. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renoving Al 203_3 from t he nodel .
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Component+Residual Plot for Estl_3
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Correlation matrix for coefficient estinmates

CONSTANT Al 203_3 Bl ai ne_3 LO _3

CONSTANT 1, 0000 0,1012 -0, 5859 -0,0825

Al 203_3 0,1012 1, 0000 -0,1591 0, 1070

Bl ai ne_3 -0, 5859 -0,1591 1, 0000 -0,0975

LO _3 -0,0825 0, 1070 -0,0975 1, 0000

Si®_3 -0,7671 -0,4944 0,1048 0,0276
Sio2_3
CONSTANT -0,7671
Al 203_3 -0,4944
Bl ai ne_3 0, 1048
LO _3 0,0276
Si®_3 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmpongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.
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Plot of Estl_3
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Mul tiple Regression - Estl 3
Mul ti pl e Regression Anal ysis
Dependent variable: Estl_3
St andar d T
Par anet er Estinmate Error Statistic P- Val ue
CONSTANT 53, 8431 12,3425 4,3624 0, 0000
Si_3 -1, 73483 0, 59761 2, 90295 0, 0051
Anal ysi s of Variance
Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 9, 2692 1 9, 2692 8,43 0, 0051
Resi dual 69, 2954 63 1, 09993
Total (Corr.) 78, 5646 64

R-squared = 11, 7982 percent
R-squared (adjusted for d.f.)

= 10, 3982 percent
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Standard Error of Est. = 1,04877

Mean absolute error = 0, 82651

Dur bi n- Wat son statistic = 1,07108 (P=0, 0000)
Lag 1 residual autocorrelation = 0, 448781

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O

0 variables in the nodel. 64 d.f. for error.

R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE = 1, 22757
Step 1

Addi ng variable Si2_3 with F-to-enter = 8,4271
1 variables in the nodel. 63 d.f. for error.
R-squared = 11, 80% Adj usted R-squared = 10, 40% MBE

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Estl 3 and 4
i ndependent variables. The equation of the fitted nodel is

Estl 3 = 53,8431 - 1,73483*Si O2_3

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 11, 7982% of the variability in Estl_3. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 10,3982% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,04877. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 0,82651 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,0051, belonging to
Si@_3. Since the P-value is less than 0.01, the highest order term
is statistically significant at the 99% confi dence |evel.

Consequent |y, you probably don't want to renpve any variables fromthe
nodel .

1, 09993
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Component+Residual Plot for Estl_3
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Correlation matrix for coefficient estinmates

CONSTANT Sioz 3
CONSTANT 1, 0000 0, 9999
Sice 3 -0, 9999 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmpongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.
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Residual Plot

g 33F T T T =
_-9 23 E [m] o 3
8 TE O . 3
< 13F O o _ o 3
- D D -
9 F 5 & @ O ]
. D -
© 03fF 5" o oBp ®mg o .
N - O o Sog U ]
g 07F tmfo o .
o) - o o o ;
T -17F My oo 3
5 E O ]
(/) '2,7 -_l 1 1 1 |_-
0 20 40 60 80
row number
Mul tiple Regression - Est2_3
Mul ti pl e Regression Anal ysis
Dependent variable: Est2_3
St andar d T
Par anet er Estinate Error Statistic
CONSTANT 71,0307 16, 4934 4, 3066
Al 203_3 -3, 62439 1, 48515 -2, 44042
Bl ai ne_3 0, 00291448 0, 00252093 1, 15611
LO _3 -0,516118 0, 929381 -0, 555335
Si_3 -1,6752 0, 726484 -2,3059
Anal ysi s of Variance
Sour ce Sum of Squar es Df Mean Square F-Ratio
Model 27,7999 4 6, 94998 5,76
Resi dual 71, 1395 59 1, 20575

Total (Corr.) 98, 9394 63

R-squared = 28,0979 percent

R-squared (adjusted for d.f.) = 23,2232 percent
Standard Error of Est. = 1,09807

Mean absolute error = 0, 873938

Dur bi n- Wat son statistic = 1,40452 (P=0, 0034)
Lag 1 residual autocorrelation = 0,283998

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est2_3 and 4
i ndependent variables. The equation of the fitted nodel is

Est2 3 = 71,0307 - 3,62439*A 2G3_3 + 0, 00291448*Bl ai ne_3 -
0,516118*LO _3 - 1, 6752*Si O2_3

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 28,0979% of the variability in Est2_3. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
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di fferent nunbers of independent variables, is 23,2232% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,09807. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 0,873938 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,5808, belonging to
LO _3. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renoving LO _3 fromthe nodel.

Component+Residual Plot for Est2_3
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Correlation matrix for coefficient estinmates

CONSTANT Al 203_3 Bl ai ne_3

CONSTANT 1, 0000 0,0918 -0,5963

Al 203_3 0,0918 1, 0000 -0,1517

Bl ai ne_3 -0,5963 -0,1517 1, 0000

LO _3 -0,1076 0,1115 -0,0750

Si®_3 -0,7672 -0, 4885 0,1161
Sio2_3
CONSTANT -0,7672
Al 203_3 -0, 4885
Bl ai ne_3 0, 1161
LO _3 0, 0403
Si®_3 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.
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Plot of Est2_3
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Studentized residual

Mul tiple Regression - Est2_3

Mul ti pl e Regression Anal ysis

St andar d T
Par anmet er Estimat e Error Statistic P- Val ue

CONSTANT 81, 2166 12,9514 6, 27089 0, 0000
Al 203_3 -3,29373 1, 45505 -2,26366 0,0272
Si_3 -1, 7559 0, 718069 -2,44531 0,0174

Sour ce Sum of Squar es Df  Mean Square F-Ratio P- Val ue
Model 25,922 2 12,961 10, 83 0, 0001
Resi dual 73,0174 61 1,19701

Total (Corr.) 98, 9394 63

R-squared = 26,1999 percent
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R-squared (adjusted for d.f.) = 23,7802 percent
Standard Error of Est. = 1, 09408

Mean absolute error = 0, 89903

Dur bi n-Wat son statistic = 1,37022 (P=0, 0032)
Lag 1 residual autocorrelation = 0,29792

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O

0 variables in the nodel. 63 d.f. for error.

R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE = 1, 57047
Step 1

Addi ng variable Si2_3 with F-to-enter = 15, 5005
1 variables in the nodel. 62 d.f. for error.
R-squared = 20, 00% Adj usted R-squared = 18,71% MBE

Addi ng variable Al203_3 with F-to-enter = 5,12415
2 variables in the nodel. 61 d.f. for error.

R-squared = 26, 20% Adj usted R-squared = 23,78% MBE = 1, 19701

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est2_3 and 4
i ndependent variables. The equation of the fitted nodel is

Est2 3 = 81,2166 - 3,29373*Al 203 _3 - 1, 7559*Si O2_3

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 26, 1999% of the variability in Est2_3. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 23,7802% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,09408. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 0,89903 is the average value of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,0272, belonging to
Al 208_3. Since the P-value is less than 0.05, that termis
statistically significant at the 95% confi dence | evel. Consequently,
you probably don't want to renove any variables fromthe nodel.

1, 27663
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Component+Residual Plot for Est2_3
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Correlation matrix for coefficient estinmates

CONSTANT Al 208_3 Sio2 3
CONSTANT 1, 0000 0, 0215 -0, 8832
Al 208_3 0, 0215 1, 0000 -0, 4878
Sie 3 -0, 8832 -0, 4878 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmpongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.
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Residual Plot
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Mul tiple Regression - Est7_3

Mul ti pl e Regression Anal ysis

Dependent variable: Est7_3

St andar d T

Par anet er Estinate Error Statistic

CONSTANT 90, 8807 24,02 3, 78354

Al 203_3 -2,90638 1, 98372 -1, 46512

Bl ai ne_3 0, 00237135 0, 00357113 0, 664033

LO _3 -0, 831902 1, 26359 -0, 658363

Si_3 -1,97108 1, 00741 -1, 95657

Anal ysi s of Variance

Sour ce Sum of Squar es Df Mean Square F-Ratio

Model 26, 3808 4 6, 5952 3,13

Resi dual 118, 169 56 2,11016

Total (Corr.) 144, 55 60

R-squared = 18, 2503 percent

R-squared (adjusted for d.f.) = 12,411 percent
Standard Error of Est. = 1, 45264

Mean absolute error = 1, 14818

Dur bi n-Wat son statistic = 1,20374 (P=0, 0002)
Lag 1 residual autocorrelation = 0,396884

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est7_3 and 4
i ndependent variables. The equation of the fitted nodel is

Est7_3 = 90,8807 - 2,90638*Al 203_3 + 0, 00237135*Bl ai ne_3 -
0, 831902*LO _3 - 1,97108*Si 2_3

Since the P-value in the ANOVA table is less than 0.05, there is a
statistically significant relationship between the variables at the
95% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 18, 2503% of the variability in Est7_3. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
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di fferent nunbers of independent variables, is 12,411% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,45264. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,14818 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,5130, belonging to
LO _3. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renoving LO _3 fromthe nodel.

Component+Residual Plot for Est7_3
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Correlation matrix for coefficient estinmates

CONSTANT Al 203_3 Bl ai ne_3

CONSTANT 1, 0000 0,1372 -0, 6550

Al 203_3 0,1372 1, 0000 -0,1877

Bl ai ne_3 -0, 6550 -0,1877 1, 0000

LO _3 -0,1902 0,0781 0,0121

Si®_3 -0,7901 -0,5011 0, 2102
Sio2_3
CONSTANT -0,7901
Al 203_3 -0,5011
Bl ai ne_3 0, 2102
LO _3 0, 1058
Si®_3 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there is 1 correlation with

absol ute val ue greater than 0.5 (not including the constant term.
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Plot of Est7_3
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Mul tiple Regression - Est7_3
Mul ti pl e Regression Anal ysis
Dependent variable: Est7_3
St andar d T
Par anet er Estinmate Error Statistic P- Val ue
CONSTANT 99, 3417 17,5426 5, 66287 0, 0000
Si_3 -2,67811 0, 848855 - 3, 15497 0, 0025
Anal ysi s of Variance
Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 20, 8665 1 20, 8665 9, 95 0, 0025
Resi dual 123, 683 59 2,09633
Total (Corr.) 144, 55 60

R-squared = 14, 4355 percent
R-squared (adjusted for d.f.) =

12,9852 percent
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Standard Error of Est. = 1,44787

Mean absolute error = 1,17424

Dur bi n-Wat son statistic = 1,13007 (P=0, 0001)
Lag 1 residual autocorrelation = 0,433911

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O

0 variables in the nodel. 60 d.f. for error.

R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE =
Step 1

Addi ng variable SiC2_3 with F-to-enter = 9,95382

1 variables in the nodel. 59 d.f. for error.

R-squared = 14, 44% Adj usted R-squared = 12,99% MBE =

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est7_3 and 4
i ndependent variables. The equation of the fitted nodel is

Est7_3 = 99,3417 - 2,67811*Si O2_3

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between the variables at the
99% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 14, 4355% of the variability in Est7_3. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 12,9852% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,44787. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,17424 is the average value of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,0025, belonging to
Si@_3. Since the P-value is less than 0.01, the highest order term
is statistically significant at the 99% confi dence |evel.

Consequent |y, you probably don't want to renpve any variables fromthe
nodel .

2,40916

2,09633
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Component+Residual Plot for Est7_3
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Correlation matrix for coefficient estinmates

CONSTANT Sio2 3
CONSTANT 1, 0000 0, 9999
Sice 3 -0, 9999 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.

Plot of Est7_3
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Residual Plot
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Mul ti pl e Regression - Est28 3
Mul ti pl e Regression Anal ysis
Dependent variable: Est28_3
St andard T
Par anmet er Estimate Error Statistic
CONSTANT 62,3109 0, 206541 301, 688
Anal ysi s of Variance
Sour ce Sum of Squar es Df  Mean Square F-Ratio
Model 0,0 0
Resi dual 88, 3046 45 1,96232
Total (Corr.) 88, 3046 45
R-squared = 0,0 percent
R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1,40083
Mean absolute error = 1,09981
Dur bi n-Wat son statistic = 1,71622 (P=0, 1707)
Lag 1 residual autocorrelation = 0,117729
St epwi se regression
Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0
Step O
0 variables in the nodel. 45 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE =
Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear

regression nodel

to describe the relationship between Est28_3 and 4
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i ndependent variables. The equation of the fitted nodel is
Est28_3 = 62,3109

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Est28 3. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 1,40083.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 1,09981 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

Component+Residual Plot for Est28 3
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Al203_3

Correlation matrix for coefficient estinmates

CONSTANT
CONSTANT 1, 0000

This tabl e shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation amongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.
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Plot of Est28 3
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Miultiple Regression - Est28_ 3
Mul tipl e Regression Analysis
Dependent variable: Est28_3
St andar d T
Par anet er Estimate Error Statistic P- Val ue
CONSTANT 53, 9409 25,5446 2,11164 0, 0409
Al 203_3 1, 79985 2, 15998 0, 833274 0, 4095
Bl ai ne_3 0, 00318596 0, 00390407 0, 81606 0, 4192
LO _3 -0, 46652 1, 54036 -0, 302864 0, 7635
Si_3 -0, 552152 1, 04299 -0, 529391 0, 5994
Anal ysi s of Variance
Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 3,63126 4 0, 907815 0, 44 0,7792
Resi dual 84,6733 41 2, 0652
Total (Corr.) 88, 3046 45
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R-squared = 4,1122 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1,43708

Mean absolute error = 1, 10963

Dur bi n-Wat son statistic = 1,601 (P=0, 0462)
Lag 1 residual autocorrelation = 0,178887

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est28_3 and 4
i ndependent variables. The equation of the fitted nodel is

Est28 3 = 53,9409 + 1, 79985*Al 208_3 + 0, 00318596*Bl ai ne_3 -
0, 46652*LO_3 - 0,552152*Si @2_3

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 4,1122% of the variability in Est28_3. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 0,0% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,43708. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,10963 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,7635, belonging to
LO _3. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renpving LO _3 fromthe nodel.

Component+Residual Plot for Est28 3
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Correlation matrix for coefficient estinmates

CONSTANT Al 203_3 Bl ai ne_3
CONSTANT 1, 0000 0, 0471 -0,6671
Al 203_3 0, 0471 1, 0000 -0,0783
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Bl ai ne_3 -0,6671 -0,0783 1, 0000

LO _3 -0,2722 0,1742 0, 0501

Si®_3 -0, 7400 -0, 4982 0, 1581
Sio2_3

CONSTANT -0, 7400

Al 203_3 -0, 4982

Bl ai ne_3 0, 1581

LO _3 0,1217

Si®_3 1, 0000

This tabl e shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.

Plot of Est28 3
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Anal ysi s Sunmary

Data vari abl es:
Al 203_3
Bl ai ne_3
LO _3
S8_3

There are 66 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical nodel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given val ues of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

AI203_3
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Correl ations

Al 203_3
Al 203_3
0, 1717
66)
0, 1681
Bl ai ne_3 0, 1327
0, 0897
( 66)
66)
0, 2882
0, 4736
LO _3 -0,1197
0, 3723
( 66)
66)
0, 3382
0, 0021
S8_3 -0,1717
( 66)
0,1681

0, 2882

0, 0904
( 66)
0, 4703
-0, 0897

( 66)
0,4736

( 66)

0, 3382

0, 0904
( 66)

0,4703

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each

pair of variables. These correlation coefficients range between -1

and +1 and nmeasure the strength of the |

val ues used to conpute each coefficient.

inear relationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
The third nunber

in each

location of the table is a P-value which tests the statistical

significance of the estimated correl ati ons.
indicate statistically significant non-zero correlations at the 95%

P-val ues bel ow 0. 05

confidence level. The follow ng pairs of variables have P-val ues

bel ow 0. 05:
LO _3 and SG3_3

Spear man Rank Correl ations

Al 203_3
Al 203_3
0, 1943
66)
0, 1172
Bl ai ne_3 0, 0638
0, 0066

( 66)
66)

0,6071

0, 9573
LO _3 -0,1083
0, 3963

( 66)

0,6071

0,1043

( 66)

0, 3826

0,1043
( 66)

0, 4004
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66)

0, 3826 0, 4004

0, 0014

SmB_3 -0,1943 -0, 0066 0, 3963
( 66) (  66) ( 66)
0,1172 0,9573 0,0014

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Spearnman rank correl ations between each pair of
vari abl es. These correlation coefficients range between -1 and +1 and
measure the strength of the association between the variables. |In
contrast to the nore comon Pearson correl ations, the Spearnan
coefficients are conputed fromthe ranks of the data val ues rather
than fromthe values thenselves. Consequently, they are |ess
sensitive to outliers than the Pearson coefficients. Also shown in
parent heses is the nunber of pairs of data values used to conpute each
coefficient. The third nunber in each location of the table is a
P-val ue which tests the statistical significance of the estimated
correl ations. P-values below 0.05 indicate statistically significant
non-zero correlations at the 95% confidence level. The follow ng
pairs of variables have P-val ues bel ow 0. 05:

LO _3 and SG3_3

Mul ti pl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Bl ai ne_4
Al 203_4
LO 4
sio2_4

There are 44 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphical Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to
build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of
nore ot her variables.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows
bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
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PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determnmi ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

Blaine_4

Correl ations

Bl ai ne_4 Al 203_4 LO _4
Bl ai ne_4 -0,1213 0, 3086
0, 3933
( 44) ( 44)
44)
0, 4329 0, 0416
0, 0083
Al 203_4 -0,1213 -0, 0690
0, 1020
( 44) ( 44)
44)
0, 4329 0, 6562
0, 5101
LO _4 0, 3086 -0, 0690
0, 1856
( 44) ( 44)
44)
0, 0416 0, 6562
0, 2277
sio02_4 0, 3933 0, 1020 0, 1856
( 44) ( 44) ( 44)
0, 0083 0, 5101 0, 2277

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor
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This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and measure the strength of the linear rel ationship between the
variables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Blaine_4 and LO _4

Bl ai ne_4 and sio2_4

Spear man Rank Correl ations

Bl ai ne_4 Al 203_4 LO _4
Bl ai ne_4 -0,2032 0, 3533
0, 3712
( 44) ( 44)
44)
0, 1826 0, 0205
0, 0149
Al 203_4 -0,2032 -0,0748
0, 0977
( 44) ( 44)
44)
0, 1826 0, 6236
0, 5218
LO _4 0, 3533 -0,0748
0, 0959
( 44) ( 44)
44)
0, 0205 0, 6236
0, 5293
sio02_4 0, 3712 0, 0977 0, 0959
( 44) ( 44) ( 44)
0, 0149 0, 5218 0, 5293

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Spearnman rank correl ations between each pair of
vari abl es. These correlation coefficients range between -1 and +1 and
measure the strength of the association between the variables. In
contrast to the nore comon Pearson correl ations, the Spearnan
coefficients are conputed fromthe ranks of the data val ues rather
than fromthe values thenselves. Consequently, they are |ess
sensitive to outliers than the Pearson coefficients. Also shown in
parent heses is the nunber of pairs of data values used to conpute each
coefficient. The third nunber in each location of the table is a
P-val ue which tests the statistical significance of the estimted
correl ations. P-values below 0.05 indicate statistically significant
non-zero correlations at the 95% confidence level. The follow ng
pairs of variables have P-val ues bel ow 0. 05:

Bl aine_4 and LO _4

Bl ai ne_4 and sio2_4

Mul tiple Regression - Estl 4
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Mul ti pl e Regression Anal ysis

Dependent variable: Estl_4

St andar d T
Par anmet er Estimat e Error Statistic
CONSTANT 41,9881 17,2984 2,42729
Al 203_4 0, 171539 1, 41834 0, 120944
Bl ai ne_4 -0,00258124 0, 00301118 -0, 857219
LO _4 0, 997516 1, 14297 0, 872739
sio2_4 -0, 86516 0, 832512 -1, 03922

Sour ce Sum of Squares Df Mean Square F-Ratio
Model 2,29028 4 0, 572571 0,75
Resi dual 29,1013 38 0, 765825

Total (Corr.) 31, 3916 42

R-squared = 7,29584 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 0, 875114

Mean absolute error = 0,677744

Dur bi n- Wat son statistic = 1,18225 (P=0, 0010)
Lag 1 residual autocorrelation = 0,352099

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Estl 4 and 4
i ndependent variables. The equation of the fitted nodel is

Estl 4 = 41,9881 + 0, 171539*Al 208_4 - 0, 00258124*Bl aine_4 +
0,997516*LOl _4 - 0, 86516*si 02_4

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 7,29584% of the variability in Estl_4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 0,0% The standard
error of the estimte shows the standard deviation of the residuals to
be 0,875114. This value can be used to construct prediction linmts
for new observations by selecting the Reports option fromthe text
menu. The nean absolute error (MAE) of 0,677744 is the average val ue
of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is less than 0.05, there is an indication of possible serial
correlation. Plot the residuals versus row order to see if there is
any pattern which can be seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,9044, belonging to
Al 208_4. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renoving Al 203_4 from t he nodel .

422



Component+Residual Plot for Estl_4

= 23F ' ' ' ' &
0 - ]
£ 13] S ]
) S ]
- g P o ]
c i n , B P ]
GC) 03F O qjﬂ ]
(@) r o - H o g Og o
%% 0.7 L [} 0 o g U E oo N
S CE i ]
'1,7 -_l D| 1 0 1 L |_-

4,5 4.6 4,7 4,8 4,9 5

Al203_4

Correlation matrix for coefficient estinmates

CONSTANT Al 203_4 Bl ai ne_4

CONSTANT 1, 0000 -0,3214 -0,3208

Al 203_4 -0,3214 1, 0000 0, 1545

Bl ai ne_4 -0,3208 0, 1545 1, 0000

LO _4 0, 1557 0, 0482 -0,2615

sio2_4 -0, 6875 -0,1679 -0, 3635
sio2_4
CONSTANT -0, 6875
Al 203_4 -0,1679
Bl ai ne_4 -0, 3635
LO _4 -0, 0860
sio02_4 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.
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Plot of Estl_4
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row number
Mul tiple Regression - Estl 4
Mul ti pl e Regression Anal ysis
Dependent variable: Estl_4
St andar d T
Par anet er Estinmate Error Statistic P- Val ue
CONSTANT 16, 614 0, 13184 126, 016 0, 0000
Anal ysi s of Variance

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 0,0 0
Resi dual 31, 3916 42 0, 74742
Total (Corr.) 31, 3916 42

R-squared = 0,0 percent
R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 0, 864534
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Mean absolute error = 0, 685343
Dur bi n-Wat son statistic = 1,24651 (P=0, 0059)
Lag 1 residual autocorrelation = 0, 343775

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O
0 variables in the nodel. 42 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE = 0, 74742

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Estl 4 and 4
i ndependent variables. The equation of the fitted nodel is

Estl 4 = 16, 614

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Estl_4. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 0,864534.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 0,685343 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

Component+Residual Plot for Estl_4
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This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.

Plot of Estl 4

19 -_I T T T I__

- D -

C B ]

- 18 ]

o | 2 :

> - m} ]

- L ]

Q 17 B ]

0 L ]

Q - ]

© 16} H 1

[ [m] i

i | ]

15 it 1 [m] ! ! 11

15 16 17 18 19

predicted
Residual Plot

T = : : : : =

> 2.5 C . O ]

®] r o ]

= - O u] -

8 1’5: O g O = ]

bt [ o ]

S 05F o o o 0O .

[ h m| = ]

GN) F m| oo oo .

= 05F o % oo o o oo E

c [ o ]

L a5k o o

-] C m ]

O -25E . . . . =

0 10 20 30 40 50

row number
Multiple Regression - Est2 4
Mul tipl e Regression Analysis

Dependent variable: Est2.4
S standard T
Par anet er Estimate Error Statistic P- Val ue
coNsTANT 40,8838 19,3203 211512 0, 0410
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Al 2C3_4 0, 140413 1, 58486 0, 0885959
Bl ai ne_4 0, 00104062 0, 00336471 0, 309274
LO_4 -0, 0375825 1, 27716 -0, 0294265
sio02_4 -0, 857598 0, 930254 -0,921897

Sour ce Sum of Squar es Df  Mean Square F-Ratio
Model 0, 831148 4 0, 207787 0, 22
Resi dual 36, 3358 38 0, 956206

Total (Corr.) 37,167 42

R-squared = 2,23625 percent

R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 0, 977858

Mean absolute error = 0, 754434

Dur bi n-Wat son statistic = 1,46828 (P=0, 0204)
Lag 1 residual autocorrelation = 0,238441

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est2_4 and 4
i ndependent variables. The equation of the fitted nodel is

Est2 4 = 40, 8838 + 0, 140413*Al 2C8_4 + 0, 00104062*Bl ai ne_4 -
0, 0375825*LO_4 - 0, 857598*si 02_4

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 2,23625% of the variability in Est2_4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 0,0% The standard
error of the estimte shows the standard deviation of the residuals to
be 0,977858. This value can be used to construct prediction linmts
for new observations by selecting the Reports option fromthe text
menu. The nean absolute error (MAE) of 0, 754434 is the average val ue
of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based
on the order in which they occur in your data file. Since the P-value
is less than 0.05, there is an indication of possible serial
correlation. Plot the residuals versus row order to see if there is
any pattern which can be seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,9767, belonging to
LO _4. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renoving LO _4 fromthe nodel.
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Component+Residual Plot for Est2_4
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Correlation matrix for coefficient estinmates
CONSTANT Al 208_4 Bl ai ne_4 LO 4
CONSTANT 1, 0000 -0,3214 -0, 3208 0, 1557
Al 203_4 -0,3214 1, 0000 0, 1545 0, 0482
Bl ai ne_4 -0, 3208 0, 1545 1, 0000 -0, 2615
LO _4 0, 1557 0, 0482 -0, 2615 1, 0000
sio2_4 -0,6875 -0,1679 -0, 3635 -0,0860
sio2_4
CONSTANT -0,6875
Al 203_4 -0,1679
Bl ai ne_4 -0, 3635
LO _4 -0,0860
sio2_4 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmpongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.
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Plot of Est2_4
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row number
Multiple Regression - Est2 4
Mul tipl e Regression Analysis
Dependent variable: Est2_ 4
St andar d T
Par anmet er Estimate Error Statistic P- Val ue
CONSTANT 27,6535 0, 143456 192, 766 0, 0000
Anal ysi s of Variance

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 0,0 0
Resi dual 37,167 42 0, 884928
Total (Corr.) 37,167 42

R-squared = 0,0 percent
R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 0, 940706
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Mean absolute error = 0, 75338
Dur bi n- Wat son statistic = 1,539 (P=0, 0661)
Lag 1 residual autocorrelation = 0,206977

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O
0 variables in the nodel. 42 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MSE = 0, 884928

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est2_4 and 4
i ndependent variables. The equation of the fitted nodel is

Est2 4 = 27,6535

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Est2_4. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 0,940706.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 0,75338 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

Component+Residual Plot for Est2_4
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This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmpongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.

Plot of Est2_4
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row number
Multiple Regression - Est7_4
Mul tipl e Regression Analysis

Dependent variable: Est7.4
S standard T
Par anet er Estimate Error Statistic P- Val ue
cosTANT 43,4854 26,0607  1,66804 0, 1042
Al 203_4 1, 42281 2,06208 0, 689989 0, 4948
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Bl ai ne_4 0, 00553258 0, 00464382 1, 19139 0, 2415
LO_4 -2,91636 1,71125 -1,70423 0,0972
sio02_4 -1,19267 1, 21386 -0, 982545 0, 3326

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 7,64638 4 1,91159 1,22 0, 3219
Resi dual 55, 0576 35 1,57307

Total (Corr.) 62, 704 39

R-squared = 12,1944 percent

R-squared (adjusted for d.f.) = 2,15947 percent
Standard Error of Est. = 1, 25422

Mean absolute error = 0,907696

Dur bi n-Wat son statistic = 1,21504 (P=0, 0020)
Lag 1 residual autocorrelation = 0, 363409

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est7_4 and 4
i ndependent variables. The equation of the fitted nodel is

Est7 4 = 43,4854 + 1,42281*Al 203_4 + 0, 00553258*Bl ai ne_4 -
2,91636*LOl _4 - 1,19267*si02 4

Since the P-value in the ANOVA table is greater or equal to 0.10,
there is not a statistically significant rel ationship between the
vari abl es at the 90% or hi gher confidence |evel.

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 12, 1944% of the variability in Est7_4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 2,15947% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,25422. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 0,907696 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,4948, belonging to
Al 208_4. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consi der renoving Al 203_4 from t he nodel .
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Component+Residual Plot for Est7_4
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Correlation matrix for coefficient estinmates
CONSTANT Al 203_4 Bl ai ne_4 LO _4
CONSTANT 1, 0000 -0,2571 -0,3931 0, 2189
Al 203_4 -0,2571 1, 0000 0, 0949 0, 0886
Bl ai ne_4 -0,3931 0, 0949 1, 0000 -0,3061
LO 4 0,2189 0, 0886 -0,3061 1, 0000
sio2_4 -0,6898 -0,1908 -0, 2880 -0,1338
sio2_4
CONSTANT -0,6898
Al 203_4 -0,1908
Bl ai ne_4 -0, 2880
LO 4 -0,1338
sio02_4 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.
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Plot of Est7_4
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row number
Mul tiple Regression - Est7_4
Mul ti pl e Regression Anal ysis
Dependent variable: Est7_4
St andar d T
Par anet er Estinmate Error Statistic P- Val ue
CONSTANT 42,52 0, 200487 212,084 0, 0000
Anal ysi s of Variance
Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 0,0 0
Resi dual 62, 704 39 1,60779
Total (Corr.) 62, 704 39

R-squared = 0,0 percent
R-squared (adjusted for d.f.) = 0,0 percent
Standard Error of Est. = 1,26799
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Mean absolute error = 0,995
Dur bi n-Wat son statistic = 1,04571 (P=0, 0008)
Lag 1 residual autocorrelation = 0,453872

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

Step O
0 variables in the nodel. 39 d.f. for error.
R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE = 1, 60779

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est7_4 and 4
i ndependent variables. The equation of the fitted nodel is

Est7 4 = 42,52

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Est7_4. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 1,26799.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 0,995 is the average value of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is |less than
0.05, there is an indication of possible serial correlation. Plot the
residuals versus row order to see if there is any pattern which can be
seen.

Component+Residual Plot for Est7_4
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This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmongst the
predictor variables. In this case, there are no correlations wth

absol ute val ues greater than 0.5 (not including the constant term.

Plot of Est7_4
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row number
Miultiple Regression - Est28 4
Mul tipl e Regression Analysis

Dependent variable: Est28_4
S standard T
Par anet er Estimate Error Statistic P- Val ue
CONSTANT 113,664 44,1263  2,5789 0, 0166
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Al 2C3_4 7, 75457 3,5148 2, 20626
Bl ai ne_4 -0,00225153 0, 00771833 -0,291713
LO_4 -3, 47307 2,77163 -1, 25308
sio02_4 -3, 69425 1, 99495 -1,8518

Sour ce Sum of Squar es Df  Mean Square F-Ratio
Model 44,3522 4 11, 088 2,90
Resi dual 91, 6575 24 3,81906

Total (Corr.) 136, 01 28

R-squared = 32,6096 percent

R-squared (adjusted for d.f.) = 21,3778 percent
Standard Error of Est. = 1, 95424

Mean absolute error = 1,52695

Dur bi n-Wat son statistic = 2,21974 (P=0, 1692)
Lag 1 residual autocorrelation = -0,138164

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est28 4 and 4
i ndependent variables. The equation of the fitted nodel is

Est28 4 = 113,664 + 7, 75457+*A 208_4 - 0, 00225153*Bl aine_4 -
3,47307*LO_4 - 3,69425%si 02_4

Since the P-value in the ANOVA table is less than 0.05, there is a
statistically significant relationship between the variables at the
95% confi dence | evel .

The R-Squared statistic indicates that the nodel as fitted
expl ai ns 32,6096% of the variability in Est28_4. The adjusted
R-squared statistic, which is nore suitable for conparing nodels with
di fferent nunbers of independent variables, is 21,3778% The standard
error of the estimte shows the standard deviation of the residuals to
be 1,95424. This value can be used to construct prediction limts for
new observations by selecting the Reports option fromthe text nenu.
The nean absolute error (MAE) of 1,52695 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

I'n determ ni ng whet her the nodel can be sinplified, notice that the
hi ghest P-value on the independent variables is 0,7730, belonging to
Blaine_4. Since the P-value is greater or equal to 0.10, that termis
not statistically significant at the 90% or hi gher confidence |evel.
Consequent |y, you should consider renpving Blaine_4 fromthe nodel .
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Component+Residual Plot for Est28_4
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Correlation matrix for coefficient

4,7 4,8
Al203_4

esti mat es

49 5

Bl ai ne_4
-0, 4584
0, 0813
1, 0000
-0, 3053
-0,2094

CONSTANT

CONSTANT 1, 0000
Al 203_4 -0,2053
Bl ai ne_4 -0,4584
LO 4 0, 2555
sio02_4 -0, 6933
sio2_4

CONSTANT -0, 6933
Al 203_4 -0,2425
Bl ai ne_4 -0,2094
LO 4 -0,1753
sio2_4 1, 0000

This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the

presence of serious nulticollineari
predictor variables. In this case

absol ute val ues greater than 0.5 (not

ty, i.e., correlation anongst the

there are no correlations with

including the constant term.
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Plot of Est28 4
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row number
Mul ti pl e Regression - Est28 4
Mul ti pl e Regression Anal ysis
Dependent variable: Est28.4
T standard T
Par anmet er Estimat e Error Statistic P- Val ue
CONSTANT 61, 2966 0, 409267 149, 772 0, 0000
Anal ysi s of Variance
Source  sumof Squares  Df Mean Square  F-Ratio  P-Value
Mdet 0.0 o
Resi dual 136, 01 28 4,85749
Total (Corr.) 13601 28

R-squared = 0,0 percent
R-squared (adjusted for d.f.) = 0,0 percent
St andard Error of Est. = 2,20397
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Mean absolute error = 1,83187
Dur bi n-Wat son statistic = 1,71458 (P=0, 2259)
Lag 1 residual autocorrelation = 0,133114

St epwi se regression

Met hod: forward sel ection
F-to-enter: 4,0
F-to-renove: 4,0

0 variables in the nodel. 28 d.f. for error.

R-squared = 0, 00% Adj ust ed R-squared = 0, 00% MBE = 4, 85749

Fi nal nodel sel ected.

The St at Advi sor

The out put shows the results of fitting a nultiple |inear
regression nodel to describe the relationship between Est28 4 and 4
i ndependent variables. The equation of the fitted nodel is

Est28_4 = 61, 2966

The R-Squared statistic indicates that the nodel as fitted
explains 0,0%of the variability in Est28_4. The adjusted R-squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 0,0% The standard error of the
esti mate shows the standard deviation of the residuals to be 2,20397.
This value can be used to construct prediction limts for new
observations by selecting the Reports option fromthe text nmenu. The
mean absol ute error (MAE) of 1,83187 is the average val ue of the
residuals. The Durbin-Watson (DW statistic tests the residuals to
determine if there is any significant correlation based on the order
in which they occur in your data file. Since the P-value is greater
than 0.05, there is no indication of serial autocorrelation in the
residual s.

Component+Residual Plot for Est28_4
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This table shows estimated correl ati ons between the coefficients in

the fitted nodel. These correlations can be used to detect the
presence of serious nulticollinearity, i.e., correlation anmpongst the
predictor variables. In this case, there are no correlations with

absol ute val ues greater than 0.5 (not including the constant term.

Plot of Est28 4

66 [ ]
64 |- .
8 i ]
S 62fF 5 -
S - 4
2 ol :
o r o ]
58 I+ O ]
r H ]
L ] _
56 1 1 1 1 1 1
56 58 60 62 64 66
predicted

Residual Plot
T = . . . . . =
-] 2.1 C ]
2 17k ]
(7] e .
e f oo ° o O 5
- O07F8 g oof oo o 3
D : oo o ]
N r n I'ID —
*E 0.3p o 0O
[} F o o
© -1.3 o O u] ]
2 - o u] ]
(/) '2,3 1 |:| 1 1 1 1 1]
0 5 10 15 20 25 30

row number

441



Sinpl e Regression - Est2_4 vs. Estl 4

Regression Analysis - Linear nodel: Y = a + b*X
Dependent variable: Est2_4
I ndependent variable: Estl 4

St andard T
Par anmet er Estimate Error Statistic P- Val ue
I ntercept 13, 4367 1, 7486 7, 68425 0, 0000
Sl ope 0, 857215 0,104725 8, 18536 0, 0000

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 30, 9339 1 30, 9339 67, 00 0, 0000
Resi dual 20, 3148 44 0, 4617

Total (Corr.) 51, 2487 45

Correl ati on Coefficient = 0,77692

R-squared = 60, 3604 percent

R-squared (adjusted for d.f.) = 59, 4595 percent
Standard Error of Est. = 0, 679485

Mean absolute error = 0, 493968

Dur bi n- Wat son statistic = 1,64103 (P=0, 0967)
Lag 1 residual autocorrelation = 0,179071

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationship between Est2_4 and Est1l_4. The equation of the
fitted nodel is

Est2_4 = 13,4367 + 0,857215*Est1_4

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between Est2_4 and Estl_4 at
the 99% confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
60, 3604% of the variability in Est2_4. The correlation coefficient
equal s 0,77692, indicating a noderately strong rel ationship between
the variables. The standard error of the estinmate shows the standard
devi ation of the residuals to be 0,679485. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,493968 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ati on based on the
order in which they occur in your data file. Since the P-value is
greater than 0.05, there is no indication of serial autocorrelation in
the residuals.
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Plot of Fitted Model
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Anal ysis of Variance with Lack-of-Fit
Sour ce Sum of Squares Df Mean Square F-Ratio P- Val ue
Model 30, 9339 1 30, 9339 67, 00 0, 0000
Resi dual 20, 3148 44 0, 4617
Lack-of - Fit 11, 2961 20 0, 564806 1, 50 0, 1694
Pure Error 9, 01867 24 0, 375778
Total (Corr.) 51, 2487 45

The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X.  Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.
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Residual Plot
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Estl 4
Conparison of Alternative Mdels
Model Correl ation R- Squar ed
Doubl e reci procal 0, 7825 61, 23%
S-curve -0, 7804 60, 90%
Mul tiplicative 0, 7795 60, 77%
Reci procal - Y -0,7779 60, 52%
Logarithm c- X 0, 7779 60, 51%
Reci procal - X -0,7778 60, 50%
Exponenti al 0, 7776 60, 47%
Squar e root - X 0, 7775 60, 46%
Square root-Y 0,7773 60, 42%
Li near 0, 7769 60, 36%
Logi stic <no fit>
Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the double reciprocal nodel yields
the highest R Squared value with 61,2303% This is 0,86988% hi gher
than the currently selected linear nodel. To change nodels, sel ect
the Analysis Options dialog box.



Residual Plot
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Sinpl e Regression - Est7_4 vs. Est2_4

Regression Analysis - Linear nodel: Y = a + b*X

Dependent variable: Est7_4
I ndependent variable: Est2_4

St andard T
Par anet er Esti mate Error Statistic P- Val ue
I nter cept 16, 3461 3, 96276 4,12492 0, 0002
Sl ope 0, 946969 0, 14293 6, 62541 0, 0000

Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 38, 944 1 38, 944 43,90 0, 0000
Resi dual 36, 3746 41 0, 887186

Total (Corr.) 75, 3186 42
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Correl ati on Coefficient = 0,719067

R-squared = 51, 7057 percent

R-squared (adjusted for d.f.) = 50,5278 percent
Standard Error of Est. = 0, 941905

Mean absolute error = 0, 754773

Dur bi n- Wat son statistic = 1,09584 (P=0, 0006)
Lag 1 residual autocorrelation = 0, 440261

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationship between Est7_4 and Est2_4. The equation of the
fitted nodel is

Est7_4 = 16,3461 + 0, 946969*Est 2_4

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between Est7_4 and Est2_4 at
the 99% confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
51,7057% of the variability in Est7_4. The correlation coefficient
equal s 0, 719067, indicating a noderately strong rel ati onshi p between
the variables. The standard error of the estinmate shows the standard
devi ation of the residuals to be 0,941905. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 0,754773 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ati on based on the
order in which they occur in your data file. Since the P-value is
less than 0.05, there is an indication of possible serial correlation.
Pl ot the residuals versus row order to see if there is any pattern
whi ch can be seen.

Plot of Fitted Model
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Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 38, 944 1 38, 944 43,90 0, 0000
Resi dual 36, 3746 41 0, 887186
Lack-of - Fit 13, 2525 17 0, 779558 0,81 0, 6692
Pure Error 23,1221 24 0, 963422
Total (Corr.) 75, 3186 42
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The St at Advi sor

The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.

Residual Plot
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Model Correl ation R- Squar ed
Li near 0, 7191 51, 71%
Squar e root - X 0,7182 51, 58%
Logarithm c- X 0, 7172 51, 43%
Square root-Y 0, 7167 51, 37%
Reci procal - X -0, 7148 51, 10%
Exponenti al 0, 7144 51, 03%
Mul tiplicative 0, 7129 50, 82%
S-curve -0,7109 50, 54%
Reci procal - Y -0, 7095 50, 34%
Doubl e reci procal 0, 7069 49, 97%
Logi stic <no fit>

Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the linear nodel yields the
hi ghest R-Squared value with 51,7057% This is the currently selected
nodel .
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Residual Plot
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Sinpl e Regression - Est28 4 vs. Est7_4
Regression Analysis - Linear nodel: Y = a + b*X
Dependent variable: Est28_4
I ndependent variable: Est7_4
St andard T
Par anet er Esti mate Error Statistic P- Val ue
I ntercept 16, 4107 14, 8035 1, 10857 0, 2767
Sl ope 1, 06399 0, 351288 3, 02882 0, 0051
Anal ysi s of Variance
Sour ce Sum of Squares Df  Mean Square F-Ratio P- Val ue
Model 34, 3967 1 34, 3967 , 17 0, 0051
Resi dual 108, 734 29 3, 74946
Total (Corr.) 143, 131 30
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Correl ati on Coefficient = 0,49022

R-squared = 24,0316 percent

R-squared (adjusted for d.f.) = 21,412 percent
Standard Error of Est. = 1,93635

Mean absolute error = 1,55603

Dur bi n- Wat son statistic = 2,0285 (P=0, 4491)
Lag 1 residual autocorrelation = -0,0318893

The St at Advi sor

The out put shows the results of fitting a |inear nodel to describe
the rel ationshi p between Est28 4 and Est7_4. The equation of the
fitted nodel is

Est28 4 = 16,4107 + 1, 06399*Est 7_4

Since the P-value in the ANOVA table is less than 0.01, there is a
statistically significant relationship between Est28 4 and Est7_4 at
the 99% confidence |evel.

The R-Squared statistic indicates that the nodel as fitted explains
24,0316% of the variability in Est28 4. The correlation coefficient
equal s 0,49022, indicating a relatively weak relationship between the
vari abl es. The standard error of the estinate shows the standard
deviation of the residuals to be 1,93635. This value can be used to
construct prediction limts for new observations by selecting the
Forecasts option fromthe text nenu.

The nean absolute error (MAE) of 1,55603 is the average val ue of
the residuals. The Durbin-Watson (DW statistic tests the residuals
to determine if there is any significant correl ati on based on the
order in which they occur in your data file. Since the P-value is
greater than 0.05, there is no indication of serial autocorrelation in
the residuals.

Plot of Fitted Model
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Anal ysis of Variance with Lack-of-Fit

Sour ce Sum of Squar es Df Mean Square F-Ratio P- Val ue
Model 34, 3967 1 34, 3967 9,17 0, 0051
Resi dual 108, 734 29 3, 74946
Lack-of - Fit 58, 5826 16 3,66141 0, 95 0, 5461
Pure Error 50, 1517 13 3,85782
Total (Corr.) 143, 131 30

The St at Advi sor
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The lack of fit test is designed to determ ne whether the sel ected
nodel is adequate to describe the observed data, or whether a nore
conpl i cated nodel should be used. The test is performed by conparing
the variability of the current nodel residuals to the variability
bet ween observations at replicate values of the independent variable
X. Since the P-value for lack-of-fit in the ANOVA table is greater or
equal to 0.10, the nodel appears to be adequate for the observed data.

Residual Plot
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Model Correl ation R- Squar ed
Reci procal - X -0, 4933 24, 33%
Logarithm c- X 0, 4918 24, 19%
Squar e root- X 0, 4910 24, 11%
S-curve -0, 4906 24, 07%
Li near 0, 4902 24, 03%
Mul tiplicative 0, 4892 23, 93%
Square root-Y 0, 4889 23, 90%
Doubl e reci procal 0, 4879 23, 81%
Exponenti al 0, 4876 23, 77%
Reci procal - Y -0, 4848 23,51%
Logi stic <no fit>

Log probit <no fit>

This table shows the results of fitting several curvilinear nodels
to the data. O the nodels fitted, the reciprocal -X nodel yields the
hi ghest R-Squared value with 24,3328% This is 0,3012% hi gher than
the currently selected linear nodel. To change nodels, select the
Anal ysis Options dial og box.
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Residual Plot
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Mul tipl e-Variabl e Anal ysis
Anal ysi s Sunmary

Data vari abl es:
Est2_4
Estl_4
Est7_4
Est28_4

There are 31 conplete cases for use in the cal cul ations.

The St at Advi sor

This procedure is designed to summarize several col ums of
quantitative data. It will calculate various statistics, including
correl ati ons, covariances, and partial correlations. Also included in
the procedure are a nunber of nultivariate graphs, which give
interesting views into the data. Use the Tabular Options and
Graphi cal Options buttons on the analysis tool bar to access these
di fferent procedures.

After this procedure, you may wi sh to sel ect another procedure to



build a statistical npdel for your data. Depending on your goal, one
of several procedures may be appropriate. Following is a list of
goals with an indication of which procedure would be appropriate:

GOAL: build a nodel for predicting one variable given values of one of

nore ot her vari abl es.
PROCEDURE: Rel ate - Miltiple regression

GOAL: group rows of data with simlar characteristics.
PROCEDURE: Special - Miltivariate Methods - Cluster Analysis

GOAL: devel op a nethod for predicting which of several groups new rows

bel ong to.
PROCEDURE: Special - Miltivariate Methods - Discrininant Analysis

GOAL: reduce the nunber of colums to a small set of neaningful
nmeasur es.
PROCEDURE: Special - Miltivariate Methods - Factor Analysis

GOAL: determ ne which conbinations of the colums determ ne nost of
the variability in your data.
PROCEDURE: Special - Miltivariate Methods - Principal Conponents

GOAL: find conbinations of the colums which are strongly related to
each other.
PROCEDURE: Special - Miltivariate Methods - Canonical Correl ations

[m]
Est28_4
Correl ations
Est2 4 Estl 4 Est7_4
Est28_4
Est2_4 0, 6726 0, 5155
0, 1625
( 31) ( 31)
31)
0, 0000 0, 0030
0, 3826
Estl_4 0, 6726 0,2081
0, 0720
( 31) ( 31)
31)
0, 0000 0,2612
0, 7002
Est7_4 0, 5155 0, 2081
0, 4902
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(31 (  31)

31)
0,0030 0, 2612

0, 0051

Est28_4 0, 1625 -0,0720 0, 4902
( 31) ( 31) ( 31)
0, 3826 0,7002 0,0051

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Pearson product nonent correl ati ons between each
pair of variables. These correlation coefficients range between -1
and +1 and nmeasure the strength of the linear rel ationship between the
vari ables. Al so shown in parentheses is the nunber of pairs of data
values used to conpute each coefficient. The third nunber in each
location of the table is a P-value which tests the statistical
significance of the estimated correl ations. P-val ues bel ow 0. 05
indicate statistically significant non-zero correlations at the 95%
confidence level. The follow ng pairs of variables have P-val ues
bel ow 0. 05:

Est2_4 and Estl 4

Est2_4 and Est7_4

Est7_4 and Est28_4

Spear man Rank Correl ations

Est2_4 Estl_4 Est7_4
Est28_4
Est2_4 0, 7192 0, 3475
0, 1471
( 31) ( 31)
31)
0, 0001 0, 0570
0, 4204
Est1l_4 0, 7192 0, 1303
0, 1312
( 31) ( 31)
31)
0, 0001 0, 4754
0, 4724
Est7_4 0, 3475 0, 1303
0, 5517
( 31) ( 31)
31)
0, 0570 0, 4754
0, 0025
Est28_4 0, 1471 -0,1312 0,5517
( 31) ( 31) ( 31)
0, 4204 0, 4724 0, 0025

Correl ation
(Sanpl e Size)
P- Val ue

The St at Advi sor

This tabl e shows Spearnman rank correl ati ons between each pair of
vari abl es. These correlation coefficients range between -1 and +1 and
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measure the strength of the association between the variables. In
contrast to the nore comon Pearson correl ations, the Spearnan
coefficients are conputed fromthe ranks of the data val ues rather
than fromthe values thenselves. Consequently, they are |ess
sensitive to outliers than the Pearson coefficients. Also shown in
parent heses is the nunber of pairs of data values used to conpute each
coefficient. The third nunber in each location of the table is a
P-val ue which tests the statistical significance of the estimted
correl ations. P-values below 0.05 indicate statistically significant
non-zero correlations at the 95% confidence level. The follow ng
pairs of variables have P-val ues bel ow 0. 05:

Est2_4 and Estl_ 4

Est7_4 and Est28_4

Ridge regression
Ridge Regression - Est7MT1
Ri dge Regression

Dependent vari abl e: Est7Mr1l
Nunmber of conpl ete cases: 46

Model Results for Ridge Paraneter = 3,0

Vari ance
Inflation
Par anmet er Estimate Fact or
CONSTANT 49, 295
Al 203_2 -1, 29763 0, 0573433
IR 2 -0, 28304 0, 0573433

R- Squared = 11, 3069 percent

R-Squared (adjusted for d.f.) = 7,18163 percent
Standard Error of Est. = 1, 89208

Mean absolute error = 1,39011

Dur bi n-Wat son statistic = 1,45125 (P=0, 1281)
Lag 1 residual autocorrelation = 0,240785

Resi dual Anal ysi s
Estimation Val i dati on
n 46
MSE  3,57997
MAE 1,39011
MAPE 3, 46202
ME -7,72329E- 15
MPE -0, 227086

The St at Advi sor

This procedure is designed to provide estimtes of regression
coef ficients when the independent variables are strongly correlated.
By allowing for a small amount of bias, the precision of the estimtes
can often be greatly increased. In this case, the fitted regression
nodel is

Est7MI1 = 49,295 - 1,29763*Al 2G3_2 - 0,28304*IR 2

The current value of the ridge paraneter is 3,0. To change the ridge
parameter, press the alternate nouse button and sel ect Analysis
Options. The ridge paraneter is usually set between 0.0 and 1.0. In
order to determ ne a good value for the ridge paraneter, you should
exam ne the standardi zed regression coefficients or the variance
inflation factors. These values are available on the lists of Tabular
and Graphical Options.

The R-Squared statistic indicates that the nodel as fitted explains
11,3069% of the variability in Est7Mrl. The adjusted R-Squared
statistic, which is nore suitable for conparing nodels with different
nunbers of independent variables, is 7,18163% The standard error of
the estimate shows the standard deviation of the residuals to be
1,89208. The nmean absolute error (MAE) of 1,39011 is the average
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value of the residuals. The Durbin-Watson (DW statistic tests the
residuals to determine if there is any significant correl ation based

on the order in which they occur in your data file. Since the P-value
is greater than 0.05, there is no indication of serial autocorrelation

in the residual s.

Ridge Trace for ESt7TMT1
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Variance Inflation Factors

Ri dge

Par anmet er Al 203_2 IR 2 R- Squar ed
0,0 1, 34204 1, 34204 33, 96
0,5 0, 437192 0, 437192 25, 44
1,0 0, 230671 0, 230671 20, 35
1,5 0, 145528 0, 145528 16, 96
2,0 0, 101019 0, 101019 14,54
2,5 0, 0745104 0, 0745104 12,72
3,0 0, 0573433 0, 0573433 11,31
3,5 0, 0455498 0, 0455498 10, 18
4,0 0, 0370821 0, 0370821 9,25
4,5 0, 0307892 0, 0307892 8,48
5,0 0, 0259811 0, 0259811 7,83
5,5 0, 0222226 0, 0222226 7,27
6,0 0, 0192277 0, 0192277 6, 79
6,5 0, 016802 0, 016802 6, 36
7,0 0, 0148094 0, 0148094 5,99
7,5 0, 0131523 0, 0131523 5, 65
8,0 0, 0117592 0, 0117592 5, 36
8,5 0, 0105767 0, 0105767 5,09
9,0 0, 00956444 0, 00956444 4,85
9,5 0, 00869107 0, 00869107 4,63
10,0 0, 00793228 0, 00793228 4,43

This table shows the variance inflation factors for each of the
coefficients in the regression nodel. The variance inflation factors
neasure how much the variance of the estimated coefficients is
inflated relative to the case when all of the independent variables
are uncorrelated. As the ridge paraneter is increased fromO0.0, the
VIFs often decrease dramatically at first but then becone relatively
stable. A good value for the ridge paraneter is the smallest val ue
after which the VIF's change slowy. This is adnittedly subjective
but the plot of the VIFs available on the list of Graphical Options
may hel p you nake a good choice. To change the range of ridge
paranmet ers exam ned, press the alternate nouse button and sel ect

Variable
— Al203 2
— IR 2
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Anal ysis Options.

VIF

observed

Variance Inflation Factors for Est7MT1
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Residual Plot
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Two-Sample Comparison - Al203_2 & AMT41203
Anal ysi s Sunmary

Sanpl e
Sanpl e

Al 208_2
AMT4l 208

N

Sanpl e
Sanpl e

47 val ues ranging from4,89 to 5,83
49 val ues ranging from4,71 to 5,47

N

The St at Advi sor

This procedure is designed to conpare two sanples of data. It will
calcul ate various statistics and graphs for each sanple, and it will
run several tests to determ ne whether there are statistically
significant differences between the two sanples.
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Summary Statistics

Al 203_2 AMT41 23
Count 47 49
Aver age 5, 29447 4,99735
Vari ance 0, 0405122 0, 0281949
St andard deviation 0,201276 0, 167913
M ni nrum 4,89 4,71
Maxi num 5, 83 5, 47
Range 0,94 0, 76
St nd. skewness 1, 48054 1, 27492
Stnd. kurtosis 0, 328911 0, 0629493

This table shows summary statistics for the two sanples of data
Ot her tabular options within this analysis can be used to test whether
di fferences between the statistics fromthe two sanples are
statistically significant. O particular interest here are the
st andar di zed skewness and standardi zed kurtosis, which can be used to
determi ne whet her the sanples cone fromnormal distributions. Values
of these statistics outside the range of -2 to +2 indicate significant
departures fromnormality, which would tend to invalidate the tests
whi ch conpare the standard deviations. In this case, both
st andardi zed skewness values are within the range expected. Both
standardi zed kurtosis values are within the range expected
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Density Traces
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Conpari son of Means

95, 0% confi dence interval for nmean of Al 203_2: 5,29447 +/- 0,0590971
[5, 23537, 5, 35357]
95, 0% confi dence interval for mean of AMI4l 2038: 4,99735 +/- 0, 0482304
[ 4,94912, 5, 04558]
95, 0% confi dence interval for the difference between the neans
assum ng equal variances: 0,297121 +/- 0,074993 [0,222128, 0, 372114]

t test to conpare neans

Nul | hypot hesis: neanl = nean2
Al't. hypothesis: meanl NE nean2
assum ng equal variances: t = 7,86663 P-val ue = 6,07492E-12

The St at Advi sor

This option runs a t-test to conpare the nmeans of the two sanpl es.
I't also constructs confidence intervals or bounds for each nean and
for the difference between the neans. O particular interest is the
confidence interval for the difference between the nmeans, which
extends fromO0, 222128 to 0,372114. Since the interval does not
contain the value 0.0, there is a statistically significant difference
between the nmeans of the two sanples at the 95,0% confi dence |evel.

A t-test may also be used to test a specific hypothesis about the
di fference between the nmeans of the popul ati ons from which the two
sanples come. In this case, the test has been constructed to
determ ne whet her the difference between the two neans equals 0,0
versus the alternative hypothesis that the difference does not equal
0,0. Since the conputed P-value is |less than 0,05, we can reject the
null hypothesis in favor of the alternative.

NOTE: these results assune that the variances of the two sanples
are equal. In this case, that assunption appears to be reasonable
based on the results of an F-test to conpare the standard devi ati ons.
You can see the results of that test by selecting Conparison of
St andard Devi ations fromthe Tabul ar Options nmenu.
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Box-and-Whisker Plot

Al203 2

AMT4I1203

4,7 49 51 53 55 57 59

Conpari son of Standard Devi ations

Al 203_2 AMT4| 203
St andard deviation 0,201276 0, 167913
Vari ance 0, 0405122 0, 0281949
Df 46 48

Rati o of Variances = 1,43686

95, 0% Confi dence Intervals
St andard deviation of A 203_2: [0, 167256; 0, 2528]
St andard devi ati on of AMr4l 203: [0, 140027; 0, 209774]
Rati o of Variances: [0,806827; 2, 56812]

F-test to Conpare Standard Devi ations

Nul | hypothesis: sigml = sigm2
Al't. hypothesis: sigmal NE sigm2
F = 1,43686 P-val ue = 0, 216497

The St at Advi sor

This option runs an F-test to conpare the variances of the two
sanples. It also constructs confidence intervals or bounds for each
standard deviation and for the ratio of the variances. O particular
interest is the confidence interval for the ratio of the variances,
whi ch extends from 0, 806827 to 2,56812. Since the interval contains
the value 1.0, there is not a statistically significant difference
between the standard devi ations of the two sanples at the 95, 0%
confi dence | evel.

An F-test may al so be used to test a specific hypothesis about the
standard deviations of the popul ations fromwhich the two sanples
cone. In this case, the test has been constructed to deterni ne
whet her the ratio of the standard deviations equals 1,0 versus the
alternative hypothesis that the ratio does not equal 1,0. Since the
conput ed P-value is not less than 0,05 we cannot reject the null
hypot hesi s.

| MPORTANT NOTE: the F-tests and confidence intervals shown here
depend on the sanpl es having come fromnormal distributions. To test
this assunption, select Summary Statistics fromthe list of Tabul ar
Options and check the standardi zed skewness and standardi zed kurtosis
val ues.

Two- Sanpl e Conparison - BLAINEMI1 & BLAI NEM4
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Anal ysi s Sunmary

Sanpl e 1: BLAI NEMT1
Sanpl e 2: BLAI NEMT4

Sanmpl e 1. 47 val ues ranging from4700,0 to 4900,0
Sanmpl e 2: 49 val ues ranging from4110,0 to 4350,0

The St at Advi sor

This procedure is designed to conpare two sanples of data. It will
calcul ate various statistics and graphs for each sanple, and it will
run several tests to determ ne whether there are statistically
significant differences between the two sanples.

BLAINEMT1
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BLAINEMT4 (X 1000)
Summary Statistics
BLAI NEMT1 BLAI NEMT4
Count 47 49
Aver age 4778, 81 4255, 1
Vari ance 1245, 85 2875, 51
St andard deviation 35,2967 53,6238
M ni nrum 4700, 0 4110, 0
Maxi mum 4900, 0 4350, 0
Range 200, 0 240, 0
St nd. skewness 2,55893 -2,64714
Stnd. kurtosis 3, 70393 1, 35442

This table shows summary statistics for the two sanples of data.
Ot her tabular options within this analysis can be used to test whether
di fferences between the statistics fromthe two sanples are
statistically significant. O particular interest here are the
st andar di zed skewness and standardi zed kurtosis, which can be used to
deternmi ne whet her the sanples cone fromnormal distributions. Values
of these statistics outside the range of -2 to +2 indicate significant
departures fromnormality, which would tend to invalidate the tests
whi ch conpare the standard deviations. In this case, both sanples
have standardi zed skewness val ues outside the normal range. BLAI NEMI1
has a standardi zed kurtosis val ue outside the nornmal range.
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Density Traces

(X 0,001)
4 F ' ' ' 'J  Variables
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Conpari son of Means

95, 0% confi dence interval for mean of BLAI NEMr1: 4778,81 +/- 10, 3635
[ 4768, 45, 4789, 17]
95, 0% confi dence interval for mean of BLAI NEMI4: 4255,1 +/- 15,4026 [ 4239, 7, 4270, 5]
95, 0% confi dence interval for the difference between the neans
assum ng equal variances: 523,706 +/- 18, 4795 [ 505, 227, 542, 186]

t test to conpare neans

Nul | hypot hesis: neanl = nean2
Al't. hypothesis: meanl NE nean2
assum ng equal variances: t = 56,2697 P-value = 0,0

The St at Advi sor

This option runs a t-test to conpare the nmeans of the two sanpl es.
I't also constructs confidence intervals or bounds for each nean and
for the difference between the neans. O particular interest is the
confidence interval for the difference between the nmeans, which
extends from 505,227 to 542,186. Since the interval does not contain
the value 0.0, there is a statistically significant difference between
the nmeans of the two sanples at the 95, 0% confidence | evel.

A t-test may also be used to test a specific hypothesis about the
di fference between the nmeans of the popul ati ons from which the two
sanples come. In this case, the test has been constructed to
determ ne whet her the difference between the two neans equals 0,0
versus the alternative hypothesis that the difference does not equal
0,0. Since the conputed P-value is |less than 0,05, we can reject the
null hypothesis in favor of the alternative.

NOTE: these results assune that the variances of the two sanples
are equal. In this case, that assunption is questionable since the
results of an F-test to conpare the standard devi ations suggests that
there may be a significant difference between them You can see the
results of that test by selecting Conparison of Standard Deviations
fromthe Tabul ar Qptions nenu.
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Box-and-Whisker Plot

BLAINEMT1 - =

BLAINEMTA4 | ==

4100 4300 4500 4700 4900

Conpari son of Standard Devi ations

BLAI NEMT1 BLAI NEMT4
St andard deviation 35,2967 53,6238
Vari ance 1245, 85 2875, 51
Df 46 48

Rati o of Variances = 0,433264

95, 0% Confi dence Intervals
St andard devi ati on of BLAI NEMT1: [29, 3306; 44, 3321]
St andard devi ati on of BLAI NEMT4: [44,718; 66, 9921]
Rati o of Variances: [0, 243286;0, 774375]

F-test to Conpare Standard Devi ations

Nul | hypothesis: sigml = sigm2
Al't. hypothesis: sigmal NE sigm2
F = 0,433264 P-value = 0,00508828

The St at Advi sor

This option runs an F-test to conpare the variances of the two
sanples. It also constructs confidence intervals or bounds for each
standard deviation and for the ratio of the variances. O particular
interest is the confidence interval for the ratio of the variances,
whi ch extends fromO0, 243286 to 0,774375. Since the interval does not
contain the value 1.0, there is a statistically significant difference
between the standard devi ations of the two sanples at the 95, 0%
confidence |evel.

An F-test may al so be used to test a specific hypothesis about the
standard deviations of the popul ations fromwhich the two sanples
cone. In this case, the test has been constructed to deternine
whet her the ratio of the standard deviations equals 1,0 versus the
al ternative hypothesis that the ratio does not equal 1,0. Since the
conputed P-value is less than 0,05, we can reject the null hypothesis
in favor of the alternative.

| MPORTANT NOTE: the F-tests and confidence intervals shown here
depend on the sanpl es having come fromnormal distributions. To test
this assunption, select Summary Statistics fromthe list of Tabul ar
Options and check the standardi zed skewness and standardi zed kurtosis
val ues.

Two- Sanpl e Conparison - IR 2 & | RMI4
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Anal ysi s Sunmary

Sample 1. IR 2
Sanpl e 2: | RMI4

Sanmpl e 1. 47 values ranging from4,22 to 7,89
Sanpl e 2: 48 values ranging from2,16 to 6,85

The St at Advi sor

This procedure is designed to conpare two sanples of data. It will
calcul ate various statistics and graphs for each sanple, and it will
run several tests to determ ne whether there are statistically
significant differences between the two sanples.
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Summary Statistics

IR 2 | RMr4
Count 47 48
Aver age 6, 04468 5,38812
Vari ance 0, 576382 0, 684092
St andard deviation 0,759198 0, 827099
M ni nrum 4,22 2,16
Maxi num 7,89 6, 85
Range 3, 67 4,69
St nd. skewness 0, 440299 -3,42009
Stnd. kurtosis 0, 373963 4,97428

This table shows summary statistics for the two sanples of data.
O her tabular options within this analysis can be used to test whether
di fferences between the statistics fromthe two sanples are
statistically significant. O particular interest here are the
st andar di zed skewness and standardi zed kurtosis, which can be used to
determi ne whet her the sanples cone fromnormal distributions. Values
of these statistics outside the range of -2 to +2 indicate significant
departures fromnormality, which would tend to invalidate the tests
whi ch conpare the standard deviations. In this case, |RM4 has a
st andar di zed skewness val ue outside the normal range. |RMI4 has a
st andardi zed kurtosis val ue outside the normal range.
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Density Traces
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Conpari son of Means

95, 0% confi dence interval for nmean of IR 2: 6,04468 +/- 0,222909 [5, 82177, 6, 26759]
95, 0% confi dence interval for mean of | RMI4: 5, 38812 +/- 0, 240165 [5, 14796, 5, 62829]
95, 0% confi dence interval for the difference between the neans

assum ng equal variances: 0, 656556 +/- 0, 323654 [0, 332902, 0, 980209]

t test to conpare neans

Nul | hypot hesis: neanl = nean2
Al't. hypothesis: meanl NE nean2
assum ng equal variances: t = 4,02836 P-val ue = 0,000114826

The St at Advi sor

This option runs a t-test to conpare the nmeans of the two sanpl es.
I't also constructs confidence intervals or bounds for each nean and
for the difference between the neans. O particular interest is the
confidence interval for the difference between the nmeans, which
extends fromO0, 332902 to 0,980209. Since the interval does not
contain the value 0.0, there is a statistically significant difference
between the nmeans of the two sanples at the 95,0% confi dence |evel.

A t-test may also be used to test a specific hypothesis about the
di fference between the nmeans of the popul ati ons from which the two
sanples come. In this case, the test has been constructed to
determ ne whet her the difference between the two neans equals 0,0
versus the alternative hypothesis that the difference does not equal
0,0. Since the conputed P-value is |less than 0,05, we can reject the
null hypothesis in favor of the alternative.

NOTE: these results assune that the variances of the two sanples
are equal. In this case, that assunption appears to be reasonable
based on the results of an F-test to conpare the standard devi ati ons.
You can see the results of that test by selecting Conparison of
St andard Devi ations fromthe Tabul ar Options menu.
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Box-and-Whisker Plot

IRMT4 | -
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Conpari son of Standard Devi ations

IR 2 | RMI4
St andard deviation 0,759198 0, 827099
Vari ance 0, 576382 0, 684092
Df 46 47

Rati o of Variances = 0, 84255

95, 0% Confi dence Intervals
St andard deviation of IR 2: [0, 630875;0, 953542]
St andard deviation of |RMI4: [0, 688534; 1, 03601]
Rati o of Variances: [0,471239; 1, 50921]

F-test to Conpare Standard Devi ations

Nul | hypothesis: sigml = sigm2
Al't. hypothesis: sigmal NE sigm2
F = 0, 84255 P-val ue = 0,562333

The St at Advi sor

This option runs an F-test to conpare the variances of the two
sanples. It also constructs confidence intervals or bounds for each
standard deviation and for the ratio of the variances. O particular
interest is the confidence interval for the ratio of the variances,
whi ch extends fromO, 471239 to 1,50921. Since the interval contains
the value 1.0, there is not a statistically significant difference
between the standard devi ations of the two sanples at the 95, 0%
confi dence | evel.

An F-test may al so be used to test a specific hypothesis about the
standard deviations of the popul ations fromwhich the two sanples
cone. In this case, the test has been constructed to deternine
whet her the ratio of the standard deviations equals 1,0 versus the
al ternative hypothesis that the ratio does not equal 1,0. Since the
conput ed P-value is not less than 0,05 we cannot reject the null
hypot hesi s.

| MPORTANT NOTE: the F-tests and confidence intervals shown here
depend on the sanpl es having come fromnormal distributions. To test
this assunption, select Summary Statistics fromthe list of Tabul ar
Options and check the standardi zed skewness and standardi zed kurtosis
val ues.

Two- Sanpl e Conparison - LO M1 & LO M4
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Anal ysi s Sunmary

Sanmple 1. LO M1
Sanple 2: LO M4

Sanmpl e 1. 47 values ranging from4,1 to 6,01
Sanmpl e 2: 49 values ranging from3,04 to 6,07

The St at Advi sor

This procedure is designed to conpare two sanples of data. It will
calcul ate various statistics and graphs for each sanple, and it will
run several tests to determ ne whether there are statistically
significant differences between the two sanples.
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Summary Statistics

LO Mr1 LO MT4

Count 47 49

Aver age 5,09128 4,81163
Vari ance 0, 151268 0, 324147
St andard devi ati on 0, 388932 0, 569339
M ni nrum 4,1 3, 04
Maxi num 6, 01 6, 07
Range 1,91 3,03

St nd. skewness -1,4963 -1, 14022
Stnd. kurtosis 1, 60564 1, 49041

This table shows summary statistics for the two sanples of data.
Ot her tabular options within this analysis can be used to test whether
di fferences between the statistics fromthe two sanples are
statistically significant. O particular interest here are the
st andar di zed skewness and standardi zed kurtosis, which can be used to
determi ne whet her the sanples cone fromnormal distributions. Values
of these statistics outside the range of -2 to +2 indicate significant
departures fromnormality, which would tend to invalidate the tests
whi ch conpare the standard deviations. In this case, both
st andar di zed skewness values are within the range expected. Both
standardi zed kurtosis values are within the range expected.
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Density Traces
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Conpari son of Means

95, 0% confi dence interval for mean of LO Mrl: 5,09128 +/- 0, 114195 [4,97708, 5, 20547]
95, 0% confi dence interval for mean of LO Mr4: 4,81163 +/- 0, 163534 [ 4, 6481, 4, 97517]
95, 0% confi dence interval for the difference between the neans

assum ng equal variances: 0,279644 +/- 0, 198408 [0, 0812357, 0, 478052]

t test to conpare neans

Nul | hypot hesis: neanl = nean2
Al't. hypothesis: meanl NE nean2
assum ng equal variances: t = 2,79848 P-val ue = 0, 00622961

The St at Advi sor

This option runs a t-test to conpare the nmeans of the two sanpl es.
I't also constructs confidence intervals or bounds for each nean and
for the difference between the neans. O particular interest is the
confidence interval for the difference between the nmeans, which
extends from 0, 0812357 to 0,478052. Since the interval does not
contain the value 0.0, there is a statistically significant difference
between the nmeans of the two sanples at the 95,0% confi dence |evel.

A t-test may also be used to test a specific hypothesis about the
di fference between the nmeans of the popul ati ons from which the two
sanples come. In this case, the test has been constructed to
determ ne whet her the difference between the two neans equals 0,0
versus the alternative hypothesis that the difference does not equal
0,0. Since the conputed P-value is |less than 0,05, we can reject the
null hypothesis in favor of the alternative.

NOTE: these results assune that the variances of the two sanples
are equal. In this case, that assunption is questionable since the
results of an F-test to conpare the standard devi ations suggests that
there may be a significant difference between them You can see the
results of that test by selecting Conparison of Standard Deviations
fromthe Tabul ar Qptions nenu.

468



Box-and-

Whisker Plot

LOIMT1 = | | -
LOIMT4 | -
3 4 5 6
Conpari son of Standard Devi ations
LO M1 LO M4

St andard devi ati on 0, 388932 0, 569339
Vari ance 0, 151268 0, 324147
Df 46 48

Rati o of Variances = 0, 466664

95, 0% Confi dence Intervals
St andard deviation of LO Mrl: [0, 323193; 0, 488493]
St andard deviation of LO MI4: [0,474784;0, 711275]
Rati o of Variances: [0, 262041; 0, 834072]

F-test to Conpare Standard Devi ations

Nul | hypothesis: sigml = sigm2
Al't. hypothesis: sigmal NE sigm2
F = 0,466664 P-value = 0,0104968

The St at Advi sor

This option runs an F-test to conpare the variances of the two
sanples. It also constructs confidence intervals or bounds for each
standard deviation and for the ratio of the variances. O particular
interes