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Abstract 

Wireless Sensor Networks have been studied in depth for several decades and entire 

books are devoted to the subject. Their main role is to provide bridges between the 

virtual world of information technology and the real physical world. They represent a 

fundamental paradigm shift from traditional inter-human personal communications to 

autonomous inter-device communications. They promise unprecedented new abilities 

to observe and understand large-scale, real-world phenomena at a fine spatio-temporal 

resolution. As a result, Wireless Sensor Networks also have the potential to engender 

new breakthrough scientific advances. 

 

In this paper, our objective is to simulate and analyze the performance of routing 

protocols for Wireless Sensor Networks using a scenario based experiment in order to 

observe the network’s behavior under all the simulated attacks. Moreover, it is 

examined through the simulation results if there is a pattern in all these attacks that 

could be used to detect or prevent a set of attacks. 
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Chapter 1 

Introduction to Wireless Sensor Networks 

1.1 Definition 

Wireless Sensor Networks (WSN) consist of a number of sensors which monitor 

physical or environmental conditions, such as temperature, sound, pressure, etc. and 

to cooperatively pass their data through the network to a main location. The “modern” 

networks are bi-directional, also enabling control of sensor activity. Common 

functions of WSNs are including broadcast and multicast, routing, forwarding and 

route maintenance. The development of wireless sensor networks was motivated by 

military applications such as battlefield surveillance. Nowadays, such networks are 

used in many industrial and consumer applications, such as industrial process 

monitoring and control, machine health monitoring, and so on. WSNs are still 

vulnerable to many types of threats [1,2]. 

The WSN is built of "nodes" – from a few to several hundreds or even thousands, 

where each node is connected to one (or sometimes several) sensor. Each such sensor 

network node has typically several parts: a) a radio transceiver with an internal 

antenna or connection to an external antenna, b) a microcontroller, c) an electronic 

circuit for interfacing with the sensors and d) an energy source, usually a battery or an 

embedded form of energy harvesting. A sensor node might vary in size from that of a 

shoebox down to the size of a grain of dust, although functioning "motes" of genuine 

microscopic dimensions have yet to be created. The cost of sensor nodes is similarly 

variable, ranging from a few to hundreds of dollars, depending on the complexity of 

the individual sensor nodes. Size and cost constraints on sensor nodes result in 

corresponding constraints on resources such as energy, memory, computational speed 

and communication’s bandwidth. The topology of the WSNs can vary from a simple 

star network to an advanced multi-hop wireless mesh network. The propagation 

technique between the hops of the network can be routing or flooding [2]. 

If a centralized architecture is used in a sensor network and the central node fails, then 

the entire network will collapse, however the reliability of the sensor network can be 
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increased by using distributed control architecture. Distributed control is used in 

WSNs for the following reasons: 

 Sensor nodes are prone to failure 

 For better collection of data 

 To provide nodes with backup in case of failure of the central node 

 

There is also no centralized body to allocate the resources and they have to be self-

organized [2]. Depending on the application, WSN devices can be networked together 

in a number of ways. In basic data-gathering applications, for instance, there is a node 

referred to as the sink to which all data from source sensor nodes are directed. The 

simplest logical topology for communication of gathered data is a single-hop star 

topology, where all nodes send their data directly to the sink. In networks with lower 

transmit power settings or where nodes are deployed over a large area, a multi-hop 

tree structure may be used for data-gathering. In this case, some nodes may act both 

as sources themselves, as well as routers for other sources. 

One interesting characteristic of wireless sensor networks is that they often allow for 

the possibility of intelligent in-network processing. Intermediate nodes along the path 

do not act merely as packet forwarders, but may also examine and process the content 

of the packets going through them. This is often done for the purpose of data 

compression or for signal processing to improve the quality of the collected 

information. 

The main characteristics of a WSN include: 

 Power consumption constraints for nodes using batteries or energy harvesting 

 Ability to cope with node failures 

 Mobility of nodes 

 Communication failures 

 Heterogeneity of nodes 

 Scalability to large scale of deployment 

 Ability to withstand harsh environmental conditions 

 Ease of use 

 Cross-layer design 
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1.2 Benefits, Constrains and Applications of WSNs 

The advantages of a WSN are that it can be deployed easily, its structure is 

inexpensive as well as it can access and measure unreachable events. Also, it is a self-

organized and self-managed network without the continuous need of a centralized 

management. The absence of wires accommodates its mobile movement too. 

However, WSNs have some design constrains such as their limited battery life, the 

limited instruction set and a very strict energy management. The fact of the 

unattended nodes also increases the challenge that a WSN faces. 

According to [1], WSNs are vulnerable to many kinds of attacks not only because of 

the previous constrains but also because of insider attacks, reengineering, 

compromising and replicating of nodes, inapplicable/unusable traditional security 

techniques due to limited devices/resources, unreliable communications, deploy in 

open and hostile environments and interaction with physical environment. 

In general, there are two kinds of applications for WSNs: monitoring and tracking. 

Therefore, some of the most common applications of these networks are:  

  Military applications 

 Environmental monitoring 

 Health applications  

 Home applications 

 Smart cities 

 Commercial applications 

 Infrastructure protection 

 Disaster detection and recovery  

 Agriculture 

 Law enforcement 

 Transportation 

 Space discovery 

 Underground Mining 

 Traffic Control 

 Pipeline Monitoring 
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1.3  Node architecture 

The architecture of a wireless sensor node, as shown in Figure 1, is descripted in 

detail in [2]. . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1.3.1 Low-power embedded processor 

The computational tasks on a WSN device include the processing of both locally 

sensed information as well as information communicated by other sensors. At present, 

primarily due to economic constraints, the embedded processors are often 

significantly constrained in terms of computational power (e.g., many of the devices 

used currently in research and development have only an eight-bit 16-MHz 

processor). Due to the constraints of such processors, devices typically run specialized 

component-based embedded operating systems, such as TinyOS. However, it should 

be kept in mind that a sensor network may be heterogeneous and includes at least 

some nodes with significantly greater computational power. 

Moreover, future WSN devices may possess extremely powerful embedded 

processors. They will also incorporate advanced low-power design techniques, such 

as efficient sleep modes and dynamic voltage scaling to provide significant energy 

savings. 

Figure 1: WSN Node architecture 
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1.3.2 Memory/storage  

Storage in the form of random access and read-only memory includes both program 

memory (from which instructions are executed by the processor), and data memory 

(for storing raw and processed sensor measurements and other local information). The 

quantities of memory and storage on board a WSN device are often limited primarily 

by economic considerations, and are also likely to improve over time. 

1.3.3 Radio transceiver 

WSN devices include a low-rate, short-range wireless radio (10–100 kbps, <100 m). 

While currently quite limited in capability too, these radios are likely to improve in 

sophistication over time – including improvements in cost, spectral efficiency, 

tunability, and immunity to noise, fading, and interference. Radio communication is 

often the most power-intensive operation in a WSN device, and hence the radio must 

incorporate energy-efficient sleep and wake-up modes. 

1.3.4 Sensors 

Due to bandwidth and power constraints, WSN devices primarily support only low-

data-rate sensing. Many applications call for multi-modal sensing, so each device may 

have several sensors on board. The specific sensors used are highly dependent on the 

application; for example, they may include temperature sensors, light sensors, 

humidity sensors, pressure sensors, accelerometers, magnetometers, chemical sensors, 

acoustic sensors, or even low-resolution imagers. 

1.3.5 Geopositioning system 

In many WSN applications, it is important for all sensor measurements to be location 

stamped. The simplest way to obtain positioning is to pre-configure sensor locations 

at deployment, but this may only be feasible in limited deployments. Particularly for 

outdoor operations, when the network is deployed in an ad hoc manner, such 

information is most easily obtained via satellite-based GPS. However, even in such 

applications, only a fraction of the nodes may be equipped with GPS capability, due 

to environmental and economic constraints. In this case, other nodes must obtain their 

locations indirectly through network localization algorithms. 
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1.3.6 Power source 

For flexible deployment the WSN device is likely to be battery powered (e.g. using 

LiMH AA batteries). While some of the nodes may be wired to a continuous power 

source in some applications, and energy harvesting techniques may provide a degree 

of energy renewal in some cases, the finite battery energy is likely to be the most 

critical resource bottleneck in most WSN applications. 

Depending on the application, WSN devices can be networked together in a number 

of ways. In basic data-gathering applications, for instance, there is a node referred to 

as the sink to which all data from source sensor nodes are directed. The simplest 

logical topology for communication of gathered data is a single-hop star topology, 

where all nodes send their data directly to the sink. In networks with lower transmit 

power settings or where nodes are deployed over a large area, a multi-hop tree 

structure may be used for data-gathering. In this case, some nodes may act both as 

sources themselves, as well as routers for other sources [2].   
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Chapter 2 

2 Security in Wireless Sensor Networks 

The nature of large, ad-hoc, wireless sensor networks presents significant challenges 

in designing security schemes. A wireless sensor network is a special network which 

has many constraint compared to a traditional computer network because of its 

wireless medium, ad-hoc deployment, hostile environment, resource scarcity and 

immense scale, unreliable communication and the unattended operation [3]. There are 

many security services on WSNs; but some of their commons are including 

encryption and data link layer authentication, multi-path routing, identity verification, 

bidirectional link verification and authenticated broadcasts. 

2.1 Security Goals for WSN 

As the sensor networks can also operate in an ad-hoc manner the security goals cover 

both those of the traditional networks and goals suited to the unique constraints of ad-

hoc sensor networks. The security goals are classified as primary and secondary. The 

primary goals are known as standard security goals such as Confidentiality, Integrity, 

Authentication and Availability (CIAA). The secondary goals are Data Freshness, 

Self-Organization, Time Synchronization and Secure Localization [3]. 

2.2 Security Attacks in WSN 

A variety of attacks is possible in Wireless Sensor Network. These security attacks 

can be classified according to different criteria, such as the domain of the attackers, 

the OSI layer the attacks are applied [4,10], the techniques used in attacks or how the 

attacks are initially launched [32]. These security attacks in WSN and all other 

networks can be roughly classified by the following criteria: passive or active, internal 

or external, different protocol layer, stealthy or non-stealthy, cryptography or non-

cryptography related. Here, attacks classification follows the structure of the OSI 

layer taxonomy. 
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2.2.1 Physical Layer Attacks 

2.2.1.1 Physical attack 

Unlike many other attacks, physical attacks destroy sensors permanently, so the losses 

are irreversible. For instance, attackers can extract cryptographic secrets, tamper with 

the associated circuitry, modify programming in the sensors, or replace them with 

malicious sensors under the control of the attacker. 

2.2.1.2 Jamming 

Jamming is the type of attack which interferes with the radio frequencies used by 

network nodes. It is an attack on physical layer of wireless network. It interferes with 

the radio frequencies being used by the nodes of a network. An attacker sequentially 

transmits over the wireless network refusing the underlying MAC protocol. Jamming 

can interrupt the network impressive if a single frequency is used throughout the 

network. In addition, jamming can cause excessive energy consumption at a node by 

injecting impertinent packets. The receiver’s nodes will as well consume energy by 

getting those packets [5]. 

2.2.1.3 Tampering 

Another physical layer attack is tampering. Given physical access to a node, an 

attacker can extract sensitive information such as cryptographic keys or other data on 

the node. The node may also be altered or replaced to create a compromised node 

which the attacker controls. One defense to this attack involves tamper-proofing the 

node’s physical package. However, it is usually assumed that the sensor nodes are not 

tamper-proofed in WSNs due to the additional cost. This indicates that a security 

scheme must consider [5]. 

2.2.1.4 Radio interference 

In Radio interference attack the adversary either produces large amounts of 

interference intermittently or persistently. To handle this issue, use of symmetric key 

algorithms in which the disclosure of the keys is delayed by some time interval [11]. 

2.2.1.5 False Node 

A false node involves the addition of a node by an adversary and causes the injection 

of malicious data. An intruder might add a node to the system that feeds false data or 

prevents the passage of true data. Insertion of malicious node is one of the most 
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dangerous attacks that can occur. Malicious code injected in the network could spread 

to all nodes, potentially destroying the whole network, or even worse, taking over the 

network on behalf of an adversary [3]. 

2.2.2 MAC Layer Attacks 

2.2.2.1 Monitor and Eavesdropping 

This is the most common attack to privacy. By snooping to the data, the adversary can 

easily discover the communication contents. When the traffic conveys the control 

information about the sensor network configuration, which contains potentially more 

detailed information than accessible through the location server, the eavesdropping 

can act effectively against the privacy protection [3]. 

2.2.2.2 Man-in-the-Middle Attack 

The man-in-the-middle attack is a form of active eavesdropping in which the attacker 

makes independent connections with the victims and relays messages between them, 

making them believe that they are talking directly to each other over a private 

connection. The attacker will be able to intercept all messages exchanging between 

the two victims and inject new ones [5]. 

2.2.2.3 Traffic Analysis 

Even when the messages transferred are encrypted, it still leaves a high possibility 

analysis of the communication patterns. Sensor activities can potentially reveal 

enough information to enable an adversary to cause malicious harm to the sensor 

network [3]. 

2.2.2.4 Camouflage Adversaries 

One can insert a node or compromise the nodes to hide in the sensor network. After 

that these nodes can copy as a normal node to attract the packets, then misroute the 

packets, conducting the privacy analysis [3]. 

2.2.2.5 Location disclosure attack 

An attacker reveals information regarding the location of nodes or the structure of the 

network. It gathers the node location information, such as a route map, and then plans 

further attack scenarios. Traffic analysis, one of the subtlest security attacks against 

WSN, is unsolved. Adversaries try to figure out the identities of communication 
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parties and analyze traffic to learn the network traffic pattern and track changes in the 

traffic pattern. The leakage of such information is devastating in security-sensitive 

scenarios [36]. 

2.2.2.6 Node Outage 

Node outage is the situation that occurs when a node stops its function. In the case 

where a cluster leader stops functioning, the sensor network protocols should be 

robust enough to mitigate the effects of node outages by providing an alternate route 

[3]. 

2.2.2.7 Node Malfunction 

In this type of attack the compromised nodes behave normally but report false 

readings to lead to an incorrect decision. The malfunctioning node will generate 

inaccurate data that will expose the integrity of sensor network especially if it is a 

data-aggregating node such as a cluster leader [3]. 

2.2.2.8 Collision 

This is a DoS attack, where a node induces a collision in some small part of a 

transmitted packet. The packet will then fail the checksum check, because of the 

changes brought on by the collision, and the receiver node will then ask for a 

retransmission of the packet [4]. 

2.2.2.9 Node Subversion 

Capture of a node may reveal its information including disclosure of cryptographic 

keys and thus compromise the whole sensor network. A particular sensor might be 

captured, and information (key) stored on it might be obtained by an adversary [3]. 

2.2.2.10 Misdirection 

In this attack a malicious node, that is part of a route, can instead of dropping packets, 

quite simply send them on a different path where there does not exist a route to the 

destination. The malicious node can do this for certain packets, or all packets [4]. 

2.2.2.11 Passive Information Gathering 

An adversary with powerful resources can collect information from the sensor 

networks if it is not encrypted. An intruder with an appropriately powerful receiver 

and well-designed antenna can easily pick off the data stream. Interception of the 

messages, containing the physical locations of sensor nodes, allows an attacker to 
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locate the nodes and destroy them. Besides the locations of sensor nodes, an adversary 

can observe the application specific content of messages including message IDs, 

timestamps and other fields. To minimize the threats of passive information gathering, 

strong encryption techniques needs to be used [3]. 

2.2.2.12 Path based DoS 

An adversary overwhelms sensor nodes by flooding a multi-hope end to end 

communication path with either replayed or injected false message to injected false 

message to waste secure energy resources [3]. 

2.2.2.13 Clone Attack 

Clone attack also known as node replication attack, is a severe attack in WSNs. In this 

attack, an adversary (WSN Adversary can be person or another entity that only 

monitors the communication channels which threatens the confidentiality of data) 

captures a few of nodes, replicates them and then deploys arbitrary number of replicas 

throughout the network. A node replicated in this approach can severely disrupt a 

sensor network’s performance. Packets can be corrupted or even misrouted by 

inserting the replicated nodes at specific network points. The attacker could easily 

manipulate a specific segment of the network, perhaps by disconnecting it altogether 

[3]. If an attacker can gain physical access to the entire network he can copy 

cryptographic keys to the replicated sensor nodes. In clone attack, an adversary may 

capture a sensor node and copy the cryptographic information to another node known 

as cloned node. Then this cloned sensor node can be installed to capture the 

information of the network. The adversary can also inject false information, or 

manipulate the information passing through cloned nodes [5]. 

2.2.2.14 Resource consumption attack 

This is also known as the sleep deprivation attack. An attacker or a compromised 

node can attempt to consume battery life by requesting excessive route discovery, or 

by forwarding unnecessary packets to the victim node [3,10]. 

2.2.3 Network Layer Attacks 

The majority of these attacks take place at routing phase, routing discovery phase or 

routing maintenance phase. 



19 

 

2.2.3.1 Sinkhole Attack 

In Sinkhole attack, attacker attracts all the traffic from a particular area to a 

compromise node by advertising a zero cost route through itself. This is specified as a 

DOS attack. [4]. 

2.2.3.2 Sybil Attack 

In Sybil attack, a malicious node can represent multiple identities to the network. The 

Sybil attack targets fault tolerant schemes such as distributed storage, disparity, 

multipath routing and topology maintenance. This is done by having a malicious node 

present multiple identities to the network. This attack is especially confusing to 

geographic routing protocols as the adversary appears to be in multiple locations at 

once [4]. 

2.2.3.3 Wormhole Attack 

The simplest form of this attack is an attacker sits in between the two nodes and 

forward in between them. A malicious node uses a path outside the network to route 

messages to another compromised node at some other location [24]. In wormhole 

attack is not compromised the integrity and authenticity of the communication, and 

any cryptographic quantity remains secret. 

2.2.3.4 Rushing attack 

Two colluded attackers use the tunnel procedure to form a wormhole. If a fast 

transmission path (e.g. a dedicated channel shared by attackers) exists between the 

two ends of the wormhole, the tunneled packets can propagate faster than those 

through a normal multi-hop route. This forms the rushing attack. The rushing attack 

can act as an effective denial of-service attack against all currently proposed on-

demand WSN routing protocols, including protocols that were designed to be secure, 

such as ARAN and Ariadne [36]. 

2.2.3.5 Selective Forwarding 

In this type of attack, attacker refuses to forward packets or drop them and act as a 

black hole. A malicious node can selectively drop only certain packets. Especially 

effective if combined with an attack that gathers much traffic via the node. In sensor 

networks it is assumed that nodes faithfully forward received messages. But some 

compromised node might refuse to forward packets, however neighbors might start 

using another route. Even though the protocol is completely resistant to the sinkholes, 
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wormholes, and the Sybil attack, a compromised node has a significant probability of 

including itself on a data flow to launch this type of attack if it is strategically located 

near the source or a base station [4]. 

2.2.3.6 Misdirection 

Changing or replaying the routing information can cause the misdirection attack. In 

this attack a malicious node, that is part of a route, can instead of dropping packets, 

quite simply send them on a different path where there does not exist a route to the 

destination [4,32]. Misdirection attack is also considered as routing layer attack. 

2.2.3.7 Hello Flood Attack 

In Hello Flood Attack, attacker with high radio range sends more Hello packet to 

announce themselves to large number of nodes in the large network persuading 

themselves as neighbor [7]. 

2.2.3.8 Blackhole Attack 

The attacker node absorbs all the messages resulting loss of communication between 

nodes and therefore it can cause denial of service since it is dropping all the received 

packets. Alternately, the attacker node can monitor and analyze the traffic to find 

activity patterns of each node. Sometimes the black hole becomes the first step of a 

man-in-the-middle attack. 

2.2.3.9 Spoofing and Altering Routing Attack 

In this attack, a malicious node may be able to create routing loops, wormholes, black 

holes, partition the network attract or repel network traffic, extend or shorten source 

routes, generate false error messages, increase end-to-end latency and etc., by 

spoofing, altering or replaying routing information [4]. 

2.2.3.10 Routing table overflow attack  

A malicious node advertises routes that go to non-existent nodes to the authorized 

nodes present in the network. It usually happens in proactive routing algorithms, 

which update routing information periodically. The attacker tries to create enough 

routes to prevent new routes from being created. The proactive routing algorithms are 

more vulnerable to table overflow attacks because proactive routing algorithms 

attempt to discover routing information before it is actually needed. An attacker can 
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simply send excessive route advertisements to overflow the victim’s routing table [8, 

36].  

2.2.3.11 Routing cache poisoning attack 

In route cache poisoning attacks, attackers take advantage of the promiscuous mode 

of routing table updating, where a node overhearing any packet may add the routing 

information contained in that packet header to its own route cache, even if that node is 

not on the path. Suppose a malicious node M wants to poison routes to node X. M 

could broadcast spoofed packets with source route to X via M itself; thus, neighboring 

nodes that overhear the packet may add the route to their route caches [8, 36]. 

2.2.3.12 Simple Target Flooding  

In this attack query packets are flooded inside the network to search for a certain 

target node. When the target node receives the query packet, it responds to the source 

node in order to inform the source node about its existence and to avoid further 

unnecessary flooding attempts from the source node. Even if the flooded packet 

reaches the target, packets flooded towards other directions continue. 

2.2.3.13 False Identity Target Flooding 

Similar to simple target flooding, query packets are flooded inside the network to 

search for a certain target node, except the fact that the attacker deceives with wrong 

source ID [7]. 

2.2.3.14 Fabrication Attack 

Adversary may fabricate the routing messages to disorder the routing decisions. For 

instance, a malicious node could simply fabricate a route error message in AODV 

protocol, this will put all the upstream nodes in the network into a very 

embarrassment situation since all of them now believe that a certain number of 

destination are unable to reach. This may result in these upstream nodes to re-initiate 

a route request to those unreachable destinations so as to discover and build another 

possible route to them. This brings the energy consuming issue on the table again and 

significantly degrades the performance of the routing protocol [9]. 

2.2.3.15 Tunneling Attack 

In Ad hoc network, a node can be located adjacent to other nodes. A tunneling attack 

is referred to two or more malicious nodes in the network may collude and cooperate 
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with each other to encapsulate and exchange routing messages between them by either 

using the existing data routes or potentially high power transceiver [9]. 

2.2.4 Transport Layer Attacks 

2.2.4.1 Flooding Attack 

In this DoS attack, a malicious node may send continuous connection requests to a 

victim node effectively flooding the victim’s network link [4]. Flooding attacks take 

place when adversary starts triggering multiple connection requests towards the target 

node. The adversary can be a legitimate node which has now been compromised 

otherwise an adversary may have higher capabilities, generating large number of 

legitimate packets and overwhelming the victim node [5]. 

The primary aim of flooding attacks is to cause exhaustion of resources on victim 

system. This process is analogous to TCP SYN attacks where, attacker sends many 

connection establishment requests, forcing the victim to store state of each connection 

request. The attack generates large volume of traffic that prevents legitimate user 

from accessing services. The main aim of this attack is either to block the node only 

or blocking link along with the node. As a result network performance decreases 

greatly [36]. 

2.2.4.2 Desynchronisation 

It can disrupt an existing connection between two end points. Adversary transmits 

forged packet with bogus sequence number or control flag to degrade or prevent the 

exchange of data [4]. 

2.2.5 Application Layer Attacks 

2.2.5.1 Message Corruption 

In this case, any modification of the content of a message by an attacker that 

compromises its integrity is considered as message corruption attack. This action 

affects not only the data integrity which is needed to ensure the reliability of the data 

but also the ability to confirm that a message has not been tampered with, altered or 

changed [3]. 



23 

 

2.2.5.2 False Data Injection 

In false data injection attacks, multiple compromised nodes collaboratively forge a 

fake report and inject the report into the network. This type of attacks is hard to 

defend with existing approaches, because they only verify a fixed number of message 

authentication codes (MACs) carried in the data report but the adversary can easily 

obtain enough compromised nodes from different geographical areas of the network 

to break their security [15]. 

2.2.5.3 Masquerading 

A bogus registration is an active attack which an attacker does a registration with a 

bogus re-of-address by masquerading itself as someone else. By advertising 

fraudulent beacons, an attacker might be able to attract a MN (mobile node) to 

register with the attacker as if MN has reached HA (home agent) or FA (foreign 

agent). Now, the attacker can capture sensitive personal or network data for the 

purpose of accessing network and may disrupt the proper functioning of network. It is 

difficult for an attacker to implement such type of attack because the attacker must 

have detailed information about the agent [10]. 

2.2.5.4 Repudiation 

Repudiation refers to the denial or attempted denial by a node involved in a 

communication of having participated in all or part of the communication. Example of 

repudiation attack is a commercial system in which a selfish person could deny 

conducting an operation on a credit card purchase or deny any on-line transaction 

Non-repudiation is one of the important requirements for a security protocol in any 

communication network [10]. 

2.2.5.5 Key management Attack 

Key management protocols deal with the key generation, storage, distribution, 

updating, revocation, and certificate service. Attackers can launch attacks to disclose 

the cryptographic key at the local host or during the key distribution procedure. The 

lack of a central trusted entity in WSN makes it more vulnerable to key management 

attacks [36]. 
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2.3 Security Mechanisms for WSN 

Security of a network is determined by the security over all layers. In the case of 

Wireless Sensor Networks, where the physical security of nodes is not guaranteed, 

arises the need of security measures that are resilient to physical tampering with nodes 

in the field operation. 

According to [3, 42, 43] there are many security mechanisms that can be implemented 

in a WSN to ensure all the primary and secondary security goals that have been 

already mentioned in 2.1 section. Many of these security mechanisms focus on 

cryptography, key management, secure routing, secure data aggregation, secure 

location discovery, secure time synchronization, trust management systems and 

intrusion detection.  

2.3.1 Intrusion Detection Systems 

An Intrusion Detection System plays an important role in WSN because it offers the 

ability to monitor a network, detect any unlawful action and alarm based on specific 

rules. Therefore it can eliminate most of the security attacks in a network in contrast 

to other security measures that ensure security only at some level. Despite that, 

security mechanisms in WSN are being studied for over twenty years, as implied in 

[32], intrusion detection systems are still in an immature level and only few of them 

are able to detect many separate attacks. Moreover, the limited resources of WSNs 

hamper the design and the implementation of such an efficient mechanism. 

Intrusion Detection Systems are divided in categories according to the rules they 

apply to detect an intrusion. Anomaly-based IDSs are lightweight in nature; however 

they create more false alarms. Signature-based IDSs are suitable for relatively large-

sized WSNs; however they have some overheads such as updating and inserting new 

signatures. Hybrid IDSs are a combination of both anomaly-based and signature-

based approaches and are more energy consuming but more accurate in terms of 

attack detection with less number of false positives. Hybrid mechanisms usually 

contain two detection modules where one module is responsible of detecting well-

known attacks using signatures and the other is responsible for detecting and learning 

normal and malicious patterns or monitor network behavior deviation from normal 

profile. Cross layer IDSs are usually not recommended for networks having resources 



25 

 

limitations, as more energy and computation are required for exchanging multilayer 

parameters [76]. 

Additionally, it should be noted that it is still a challenge to prevent automatically and 

effectively an attack in wireless sensor networks even after its detection. After an 

attack detection a manual isolation or removal of the affected nodes takes place to 

limit the damage in the network. 

Intrusion detection systems in wireless sensor networks are still a challenge for 

researchers and many of them are being proposed every year. In chapter 5 we perform 

a comparison analysis between recently proposed IDSs that include an experiment 

evaluation in their proposal.  
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Chapter 3 

3 Experiment : Attacks in WSN 

3.1 Simulation of WSN Attacks 

There are many network simulators available. Some of the most popular network 

simulators are listed below: 

 TOSSIM – Tiny OS Simulator 

 ns-2 (C++) 

 ns-3  (C++ & python for  ns-3) 

 OMNeT++ (C++) 

 NetSim 

For this experiment we have chosen the NS-2 because of its rich documentation, 

community and maturity in this specific area that we examine. 

3.1.1 The NS-2 Simulator 

The ns-2 is an open source event driven simulator used by the research community for 

research in networking. It has support for both wired and wireless networks and can 

simulate several network protocols such as TCP, UDP, multicast routing, etc. More 

recently, support has been added for simulation of large satellite and ad hoc wireless 

networks. The ns-2 simulation software was developed at the University of Berkeley. 

It is constantly under development by an active community of researchers.  

The ns-2.35 is available as an all-in-one package that includes many modules. The 

standard ns-2 distribution runs on Linux. However, a package for running ns-2 on 

Cygwin (Linux Emulation for Windows) is available too. In the latter mode, ns-2 runs 

in the Windows environment on top of Cygwin.  

The input to ns-2 is a Tcl script file. An NS2 simulation script (e.g., myfirst_ns.tcl) is 

referred to as a Tcl simulation script. Each script file corresponds to one specific 

experiment scenario and has the extension .tcl.  

NS2 consists of two key languages: C++ and Object-oriented Tool Command 

Language (OTcl).While the C++ defines the internal mechanism (i.e., a backend) of 
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the simulation, the OTcl sets up simulation by assembling and configuring the objects 

as well as scheduling discrete events (i.e., a frontend). The C++ and the OTcl are 

linked together using TclCL [27]. 

 

 

Figure 2: Simulation flow 

 

The simulation can be classified into two categories: the time driven and the event 

driven simulation and is described in [27] as follows:  

Time-driven simulation induces and executes events for every fixed time interval of Δ 

time units. In particular, it looks for events that may have occurred during this fixed 

interval. If found, such events would be executed as if they occurred at the end of this 

interval. After the execution, it advances the simulation clock by Δ time units and 

repeats the process. The simulation proceeds until the simulation time reaches a 

predefined termination time.  

Time interval (Δ) is an important parameter of time-driven simulation. While a large 

interval can lead to loss of information, a small interval can cause unnecessary waste 

of computational effort. 

An event-driven simulation does not proceed according to fixed time interval. Rather, 

it induces and executes events at any arbitrary time. Event-driven simulation has four 

important characteristics: 

 Every event is stamped with its occurrence time and is stored in a so-called 

event list. 

 Simulation proceeds by retrieving and removing an event with the smallest 

timestamp from the event list, executing it, and advancing the simulation clock 

to the timestamp associated with the retrieved event. 
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 At the execution, an event may induce one or more events. The induced events 

are stamped with the time when the event occurs and again are stored in the 

event list. The timestamp of the induced events must not be less than the 

simulation clock. This is to ensure that the simulation would never go 

backward in time. 

 An event-driven simulation starts with a set of initial events in the event list. It 

runs until the list is empty or another stopping criterion is satisfied. 

 

NAM [27] trace records simulation detail in a text file and uses the text file to play 

back the simulation using animation. NAM trace is activated by the command “$ns 

namtrace-all $file,” where “ns” is the Simulator handle and “file” is a handle 

associated with the file (e.g., “out.nam” in the above example) which stores the NAM 

trace information. After obtaining a NAM trace file, the animation can be initiated 

directly at the command prompt through the “nam <filename.nam>” command. 

 

Xgraph is a plotting program which can be used to create graphic representations of 

simulation results. First, there must be created output files in Tcl scripts, which can be 

used then as data sets for xgraph. In order to call xgraph to display the results using 

the command “xgraph <data-file>”. 

 

A trace file which contains many trace strings is created after a successful simulation 

run in NS2.   

The format of a trace string is shown below: 

Type 
Identifier 

Time 
Source 
Node 

Destination 
node 

Packet 
name 

Packet 
size 

Flags 
Flow 

ID 
Source 
address 

Destination 
address 

Sequence 
number 

Packet 
Unique 

ID 

 

12 fields of the trace string are as follows: 

1. Type Identifier: 

    “+”: a packet enque event 

    “-”: a packet deque event 

    “r”: a packet reception event 

    “d”: a packet drop (e.g., sent to dropHead_) event 

    “c”: a packet collision at the MAC level 

2. Time: at which the packet tracing string is created. 
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3-4. Source Node and Destination Node: denote the IDs of the source and the 

destination nodes of the tracing object. 

5. Packet Name: Name of the packet type 

6. Packet Size: Size of the packet in bytes. 

7. Flags: A 7-digit flag string 

    “-”: disable 

    1st = “E”: ECN (Explicit Congestion Notification) echo is enabled. 

    2nd = “P”: the priority in the IP header is enabled. 

    3rd : Not in use 

    4th = “A”: Congestion action 

    5th = “E”: Congestion has occurred. 

    6th = “F”: The TCP fast start is used. 

    7th = “N”: Explicit Congestion Notification (ECN) is on. 

8. Flow ID 

9-10. Source Address and Destination Address: the format of these two fields is 

“a.b”, where “a" is the address and "b" is the port. 

11. Sequence Number 

12. Packet Unique ID 

NS-2 is a very powerful tool though does not provide yet any tool to analyze trace 

files. Consequently, the format of a trace string is a very useful knowledge because it 

helps to create scripts to analyze the simulation results.  

3.2 Simulation Parameters 

For any experiment, we have a set of control parameters which are specified by the 

user and a set of output parameters which we need to investigate upon. In the scenario 

based experiments, the set of input parameters are the parameters for the definition of 

the scenario and the specification of the traffic pattern.  

3.2.1 Routing Protocol 

There are many routing protocols that someone can implement in a Wireless Sensor 

Network. Below are mentioned some of the most common and most useful to 

implement. In the following chapter’s scenarios we chose to implement the AODV 

routing protocol. 



30 

 

3.2.1.1 AODV 

Ad hoc On-Demand Distance Vector Routing protocol (AODV) is an on demand 

routing protocol. In AODV, the communication involves main three procedures, i.e. 

path discovery, establishment and maintenance of the routing paths. AODV uses 3 

types of control messages to run the algorithm, i.e. Route Request (RREQ), Route 

Reply (RREP) and Route Error (RERR) [25]. To find a route to the destination, the 

source node floods the network with RREQ packets. The RREQ packets create 

temporary route entries for the reverse path through every node it passes in the 

network. When it reaches the destination a RREP is sent back through the same path 

the RREQ was transmitted. Every node maintains a route table entry which updates 

the route expiry time. 

3.2.1.2 DSR 

Dynamic Source Routing (DSR) is a routing protocol for wireless mesh networks. It is 

similar to AODV in that it forms a route on-demand when a transmitting computer 

requests one. However, it uses source routing instead of relying on the routing table at 

each intermediate device. Dynamic source routing protocol (DSR) is an on-demand 

protocol designed to restrict the bandwidth consumed by control packets in ad hoc 

wireless networks by eliminating the periodic table-update messages required in the 

table-driven approach. The major difference between this and the other on-demand 

routing protocols is that it is beacon-less and hence does not require periodic hello 

packet (beacon) transmissions, which are used by a node to inform its neighbors of its 

presence. The basic approach of this protocol (and all other on-demand routing 

protocols) during the route construction phase is to establish a route by flooding 

RouteRequest packets in the network. The destination node, on receiving a 

RouteRequest packet, responds by sending a RouteReply packet back to the source, 

which carries the route traversed by the RouteRequest packet received [26,30]. 

3.2.1.3 DSDV 

This protocol is based on classical Bellman-Ford routing algorithm designed for 

MANETS. Each node maintains a list of all destinations and number of hops to each 

destination. Each entry is marked with a sequence number. It uses full dump or 

incremental update to reduce network traffic generated by rout updates. The broadcast 

of route updates is delayed by settling time. The only improvement made here is 

avoidance of routing loops in a mobile network of routers. With this improvement, 
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routing information can always be readily available, regardless of whether the source 

node requires the information or not. DSDV solve the problem of routing loops and 

count to infinity by associating each route entry with a sequence number indicating its 

freshness. In DSDV, a sequence number is linked to a destination node, and usually is 

originated by that node (the owner). The only case that a non-owner node updates a 

sequence number of a route is when it detects a link break on that route. An owner 

node always uses even-numbers as sequence numbers, and a non-owner node always 

uses odd-numbers. With the addition of sequence numbers, routes for the same 

destination are selected based on the following rules:  

1. a route with a newer sequence number is preferred;  

2. in the case that two routes have a same sequence number, the one with a better 

cost metric is preferred. [25] 

3.2.1.4 TORA 

The Temporally-Ordered Routing Algorithm (TORA) is an algorithm for routing data 

across Wireless Mesh Networks or Mobile ad hoc networks. The TORA attempts to 

achieve a high degree of scalability using a "flat", non-hierarchical routing algorithm. 

In its operation the algorithm attempts to suppress, to the greatest extent possible, the 

generation of far-reaching control message propagation. In order to achieve this, the 

TORA does not use a shortest path solution, an approach which is unusual for routing 

algorithms of this type. TORA builds and maintains a Directed Acyclic Graph (DAG) 

rooted at a destination. No two nodes may have the same height [26,30]. 

 

Information may flow from nodes with higher heights to nodes with lower heights. 

Information can therefore be thought of as a fluid that may only flow downhill. By 

maintaining a set of totally-ordered heights at all times, TORA achieves loop-free 

multipath routing, as information cannot 'flow uphill' and so cross back on itself. The 

key design concept of TORA is localization of control messages to a very small set of 

nodes near the occurrence of a topological change. To accomplish this, nodes need to 

maintain the routing information about adjacent (one hop) nodes. The protocol 

performs three basic functions: Route creation, Route maintenance and Route erasure. 

 

During the route creation and maintenance phases, nodes use a height metric to 

establish a directed acyclic graph (DAG) rooted at destination. Thereafter links are 
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assigned based on the relative height metric of neighboring nodes. During the times of 

mobility the DAG is broken and the route maintenance unit comes into picture to 

reestablish a DAG routed at the destination. Timing is an important factor for TORA 

because the height metric is dependent on the logical time of the link failure. TORA's 

route erasure phase is essentially involving flooding a broadcast clear packet (CLR) 

throughout the network to erase invalid routes [26,30]. 

3.2.1.5 GMR 

Geographic multicast routing (GMR), is a multicast routing protocol for wireless 

sensor networks. It is a fully localized algorithm that efficiently delivers multicast 

data messages to multiple destinations. It does not require any type of flooding 

throughout the network. Each node propagating a multicast data message needs to 

select a subset of its neighbors as relay nodes towards destinations. GMR optimizes 

the cost over progress ratio where the cost is equal to the number of neighbors 

selected for relaying and the progress is the overall reduction of the remaining 

distances to destinations. Such neighbor selection achieves a good tradeoff between 

the bandwidth of the multicast tree and the effectiveness of the data distribution [21]. 

3.2.2 Topology 

There are four basic types of wireless sensor data network topologies. The four WSN 

data network topologies are Peer to Peer, Star, Tree and Mesh. Each topology has its 

own pros and cons under the specific working environment constraints [20]. 

3.2.2.1 Peer to Peer 

Peer-to-Peer [20] networks allow each node to communicate directly with another 

node without needing to go through a centralized communications hub. Each Peer 

device is able to function as both a “client” and a “server” to the other nodes on the 

network. 

3.2.2.2 Star 

Star [20] networks are connected to a centralized communications hub. Each node 

cannot communicate directly with one another; all communications must be routed 

through the centralized hub. Each node is then a “client” while the central hub is the 

“server”. 
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3.2.2.3 Tree 

Tree [20] networks use a central hub called a Root node as the main communications 

router. One level down from the Root node in the hierarchy is a Central hub. This 

lower level then forms a Star network. The Tree network can be considered a hybrid 

of both the Star and Peer to Peer networking topologies.  

3.2.2.4 Mesh 

Mesh [20] networks allow data to “hop” from node to node, this allows the network 

to be self-healing. Each node is then able to communicate with each other as data is 

routed from node to node until it reaches the desired location. This type of network is 

one of the most complex and can cost a significant amount of money to deploy 

properly. 

3.2.3 Performance Metrics 

Quality of Service (QoS) is a demand in almost all forms of networks today. 

Moreover, measuring performance can indicate also whether a WSN is under attack 

or not. In order to proceed with the performance evaluation different metrics that 

would help in making comparisons must be selected. In the following scenarios the 

performance of the network in is studied by analyzing packet delivery ratio (PDR), 

packet drop ratio (PDrR), network throughput (NTh), end to end delay (EED) and 

energy consumption.  

3.2.3.1 Packet Delivery Ratio 

Packet Delivery Ratio is defined as the ratio of the total number of data packets 

received by the destination node to the number of data packets sent by the source 

node as given in the following equation: 

 

𝑷𝒂𝒄𝒌𝒆𝒕 𝑫𝒆𝒍𝒊𝒗𝒆𝒓𝒚 𝑹𝒂𝒕𝒊𝒐 (𝑷𝑫𝑹)  =
∑ 𝒐𝒇 𝒑𝒂𝒄𝒌𝒆𝒕𝒔 𝒓𝒆𝒄𝒆𝒊𝒗𝒆𝒅 𝒃𝒚 𝒕𝒉𝒆 𝒅𝒆𝒔𝒕𝒊𝒏𝒂𝒕𝒊𝒐𝒏 𝒏𝒐𝒅𝒆 

∑ 𝒐𝒇 𝒑𝒂𝒄𝒌𝒆𝒕𝒔 𝒔𝒆𝒏𝒕 𝒃𝒚 𝒕𝒉𝒆 𝒔𝒐𝒖𝒓𝒄𝒆 𝒏𝒐𝒅𝒆 
 

 

The greater value of packet delivery ratio means the better performance of the 

protocol [24].  
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3.2.3.2 Packet Drop Ratio 

Packet Delivery Drop is defined as the ratio of the total number of data packets 

dropped by the network to the number of data packets sent by the source node as 

given in the following equation: 

 

𝑷𝒂𝒄𝒌𝒆𝒕 𝑫𝒓𝒐𝒑 𝑹𝒂𝒕𝒊𝒐 (𝑷𝑫𝒓𝑹)  =
∑ 𝒐𝒇 𝒑𝒂𝒄𝒌𝒆𝒕𝒔 𝒅𝒓𝒐𝒑𝒑𝒆𝒅 

∑ 𝒐𝒇 𝒑𝒂𝒄𝒌𝒆𝒕𝒔 𝒔𝒆𝒏𝒕 𝒃𝒚 𝒕𝒉𝒆 𝒔𝒐𝒖𝒓𝒄𝒆 𝒏𝒐𝒅𝒆 
 

 

3.2.3.3 Network Throughput 

The network throughput (NTh) represents the average rate of successful message 

delivery over a communication channel within the threshold time. Throughput is 

measured using number of bits of packet received per unit time (normally, bps). 

 

𝑵𝒆𝒕𝒘𝒐𝒓𝒌 𝑻𝒉𝒓𝒐𝒖𝒈𝒉𝒑𝒖𝒕 (𝑵𝑻𝒉)  =
∑ 𝒐𝒇 𝒑𝒂𝒄𝒌𝒆𝒕𝒔 𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒆𝒅 𝒃𝒚 𝒕𝒉𝒆 𝒔𝒐𝒖𝒓𝒄𝒆 𝒏𝒐𝒅𝒆

∑  𝒐𝒇 𝒑𝒂𝒄𝒌𝒆𝒕𝒔 𝒓𝒆𝒄𝒆𝒊𝒗𝒆𝒅 𝒃𝒚 𝒕𝒉𝒆 𝒅𝒆𝒔𝒕𝒊𝒏𝒂𝒕𝒊𝒐𝒏 𝒏𝒐𝒅𝒆 
 

 

As mentioned in [45] the major factors affecting throughput are: packet loss due to 

network congestion, available bandwidth, number of users in the network, data loss 

due to bit errors, improper queuing techniques used, usage of weighted fair queue or 

priority queue and slow start and multiple decrease techniques. 

3.2.3.4 Average End to End Delay 

The average time taken by a data packet to arrive in the destination. An end to end 

delay includes all possible delay caused during route discovery, retransmission delay, 

queuing delay and relay time Only the data packets that successfully delivered to 

destinations are counted.  

𝑫𝒆𝒍𝒂𝒚 (𝑬𝑬𝑫)  =
∑(𝒂𝒓𝒓𝒊𝒗𝒆 𝒕𝒊𝒎𝒆 − 𝒔𝒆𝒏𝒅 𝒕𝒊𝒎𝒆)

∑ 𝑫𝒂𝒕𝒂 𝒑𝒂𝒄𝒌𝒆𝒕𝒔 𝒓𝒆𝒄𝒆𝒊𝒗𝒆𝒅 
 

3.2.3.5 Energy consumption 

Many attacks when applied cause too much energy consumption in order to exhaust 

the battery of a wireless sensor device. The energy consumption under an attack may 

differ from normal traffic energy consumption. The energy loss can be calculated by 

subtracting the amount of energy of a node after running a scenario from the node’s 

initial amount of energy. 
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𝑬𝒏𝒆𝒓𝒈𝒚 𝒍𝒐𝒔𝒔 =  𝑰𝒏𝒊𝒕𝒊𝒂𝒍 𝒂𝒎𝒐𝒖𝒏𝒕 𝒐𝒇 𝒆𝒏𝒆𝒓𝒈𝒚 –  𝑭𝒊𝒏𝒂𝒍 𝒂𝒎𝒐𝒖𝒏𝒕 𝒐𝒇 𝒆𝒏𝒆𝒓𝒈𝒚 

 

3.2.4 Malicious Node in Routing Protocol 

We need to modify the two files that are responsible for the AODV routing we are 

using. The header file aodv.h and the main source file aodv.cc 

According to the installation steps described previously these files are located to the 

following paths: 

/ns-allinone-2.35/ns-2.35/aodv/aodv.cc 

/ns-allinone-2.35/ns-2.35/aodv/aodv.h 

After the source code modifications to the aodv files (see Appendix) a number of 

nodes is set as malicious into the tcl scenario and won't forward a packet. In order to 

complete the procedure the NS-2 core files have to be updated with the modified aodv 

files. There must be produced a new aodv.o object file that reflects the modified aodv 

source code. Execute the following commands to complete: 

$ make clean 

$ make 

$ sudo make install 
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3.3 Simulation Scenarios 

Four scenarios are presented in this section. A normal traffic scenario is simulated in 

order to have the network measured in normal state. The other four scenarios 

represent four different attacks: the Blackhole attack, the Rushing attack, the Flooding 

attack and the Selective Forwarding attack. 

In this work, we chose to examine Denial of Service attacks. Denial-of-Service 

attacks are recognized as one of the most serious threats due to the resources 

constrained property in WSN. Most of the WSN’s routing protocols are vulnerable to 

such attacks. The Denial of Service attack is considered particularly as it targets the 

energy efficient protocols that are unique to wireless sensor networks [40].  

We chose to analyze four popular Denial of Service attacks which all affect the 

routing and for that reason such attacks are also known as routing attacks. We 

selected four particular attacks because we noticed that almost all papers and research 

interest focus on them and therefore we concluded that they were the most valuable 

attacks to implement. However, the experiment becomes more interesting because the 

selected four attacks follow quite different methods to cause a denial of service: 

Blackhole, Flooding, Rushing and Selective Forwarding attack. The first one reduces 

the traffic by absorbing the packets while the second one increase the traffic by 

sending continuous connection requests to a victim node. The Rushing attack works 

in another manner too. It alters the routing information in order to form its attack 

through the legitimate nodes. Selective forwarding attack forms a denial of service 

attack in a more sophisticate way in order to stay longer undetected in network. The 

discrepancies between their executions make the detection of all DoS attacks using 

one methodology difficult.  

Through this experiment we will be able to see if there is any common point in results 

between all the attacks. The simulation results show the impact of DoS attacks on 

performance of WSN. 

3.3.1 Normal Traffic Scenario  

Resuming the previous chapter, we create a Simulation environment consisting of 25 

wireless mobile nodes which are placed uniformly and forming a Mobile Ad-hoc 

Network, moving about over a 1200 × 600 meters area for 120 seconds of simulated 
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time. We have used standard two-ray ground propagation model, the IEEE 802.11 

MAC, and Omni-directional antenna model of NS2. All values are formed in a table 

shown below: 

 

Method Value 

Channel type Channel/Wireless channel 

Radio-propagation model Propagation/Two ray round 

Network interface type Phy/wirelessPhy 

Mac Layer Protocol Mac/802_11 

Routing Protocol AODV 

Traffic Model CBR 

Number of Sensor Nodes 25 

Simulation Time (s) 120s 

Simulation Area (mxm) 1200x600 

Transmission Rate 0.1Mb 

Node Initial Energy 1000 J 

 

As source nodes are defined the nodes with node id 8, 16, 20, 21 and 22. As 

destination node is defined the node with node id 18. The total number of packets 

generated by all source nodes is 1242 packets, where the source node 8 generates 238 

packets and every other source nodes generate 251 packets each. Also, we have to 

stress that through all scenarios the number of packets generated, source nodes, 

destination nodes and malicious nodes will remain the same. 
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Figure 3: Capture of our scenario simulation in NAM 

3.3.2 Blackhole Attack Scenario  

In blackhole attack the malicious node sends a forged RREP packet to a source node 

that initiates the route discovery in order to pretend to be a destination node itself or a 

node of immediate neighbor the destination. Source node will forward all of its data 

packets to the malicious node; which were intended for the destination [33]. 

In order to apply this attack, we have to modify file aodv.cc, aodv.h inside the routing 

protocol. Blackhole always say that have the route to be a sink. So, the pseudocode 

for the modified routing protocol in C++ would be like: 

else if ((rt && blackhole == 1)) { 

    assert(rq> rq_dst == rt> rt_dst); 

    sendReverse(rq> rq_src); 

    rt> pc_insert(rt0> rt_nexthop); 

    rt0> pc_insert(rt> rt_nexthop); 

    Packet::free(p);} 

 

The blackhole attack scenario follows the configuration of the normal traffic scenario. 

It consists of 25 nodes in which nodes with id 7, 8 and 10 are blackhole nodes and all 

the other nodes are non-malicious. 
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3.3.3 Rushing Attack Scenario  

Rushing attack exploits this duplicate suppression mechanism by quickly forwarding 

route discovery packet in order to gain access to the forwarding group. When a node 

send a route request packet (RR packet) to another node in the wireless network, if 

there an attacker present then he will accept the RR packet and send to his neighbor 

with high transmission speed as compared to other nodes, which are present in the 

wireless network. Because of this high transmission speed, packet forwarded by the 

attacker will first reach to the destination node. Destination node will accept this RR 

packet and discard other RR packets which are reached later. Receiver found this 

route as a valid route and use for further communication. This way attacker will 

successfully gain access in the communication between sender and receiver [41]. 

On-demand routing protocols are more vulnerable to this attack, because whenever 

source node floods the route request packet in the network, an adversary node 

receives the route request packet and sends without any hop_count update and delay 

into the network. Rushing attack can be taken place at source side or destination side 

or at the middle. Also, this attack is more effective when attacker is near to source or 

destination node. 

The following conditions the rushing attacker is not included in active route: 

 When source and destination nodes have direct communication link 

 When source and destination nodes have better route than rushing attackers 

route 

Rushing attacks mainly classified into two types: i) Rushing attack followed by 

jellyfish attack and ii) Rushing attack followed by byzantine attack because it disturbs 

the data forwarding phase by either jellyfish or byzantine attack. 

The rushing attack scenario follows the configuration of the normal traffic scenario as 

well. It consists of 25 nodes in which nodes with id 7, 8 and 10 are rushing attack 

nodes and all the other nodes are non-malicious. 

3.3.4 Flooding Attack Scenario 

As mentioned two sections before, a malicious node may send continuous connection 

requests to a victim node effectively flooding the victim’s network link.  
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The flooding attack can be launched by both external attacker and inside attacker. In 

case of external attacker we can use any of the authentication mechanisms and restrict 

the external attacker from entering the network and prevent the attack. In case of 

inside attack it is difficult to detect and the attack intensity is also more. The inside 

attacker behaves like normal node and send out the genuine route request but the only 

difference is that it send more amount of route request [39].  

In this work, flooding attack is simulated in ns2 by using the timer based approach in 

AODV routing protocol. The malicious nodes with id 7, 8 and 10 will create more   

RREQs to a node, which is even doesn't exist in the network topology. In this 

scenario, the malicious nodes will create a RREQ to node 99 (which doesn't exist in 

the network) for every 0.09 seconds. This is how malicious node, start to flood the 

request in the network. The purpose of this attack is to consume the network 

bandwidth and to exhaust the network resources all the time. 

3.3.5 Selective Forwarding Attack Scenario 

In this scenario we implement an attack in which a malicious node can accomplish to 

form a type of blackhole attack but selectively. In this case the malicious node rather 

than attempting to drop all packets that come in it drop some packets selectively. This 

action can be done in many ways e.g. by dropping packets for a particular network 

destination, at a certain time of the day, a packet every n packets or every t seconds, 

or a randomly selected portion of the packets. This is rather called a selective 

forwarding attack or grayhole attack and it is often harder to detect because some 

traffic still flows across the network. This attack makes it more difficult to be 

discovered quickly through common networking tools such as traceroute because it 

adds a little complexity by changing its malicious nodes status from blackhole nodes 

to normal nodes. In the case of blackhole attack when other nodes notice that a 

compromised node is dropping all traffic, they begin to remove from their forwarding 

tables the malicious node but in this attack this method cannot be applied because 

malicious node becomes more undetectable. 

In this scenario, the selective forwarding attack is implement by “flipping a coin” to 

decide if the node will behave as a normal node or as a drop packet node. We use this 

implementation of selective forwarding attack to verge on an average statistic of this 



41 

 

type of attack. Same configuration as in normal traffic scenario applies and there are 

used 25 nodes. Nodes with id 7, 8 and 10 are the malicious and all the other nodes are 

non-malicious.  



42 

 

0,9944

0,2021

0,9332

0,7295

0,6055

No attack Blackhole
Attack

Rushing Attack Flooding
Attack

Selective
Forwarding

Attack

Chapter 4 

4 Experiment Results 

The trace file generated is the only output data from NS-2 that contains all the traffic 

flows’ data and can be used to perform an analysis. In this experiment, NS2 Visual 

Trace Analyzer and a few awk scripts have been used in order to extract in a human 

readable format the statistics by the trace files. Also, a spreadsheet’s program has 

been used to create visual representations of the resulted comparison tables. 

Both the tcl file and the tracefile generated from the ns command execution for each 

scenario are imported into the NS2 Visual Trace Analyzer. The tool provides us the 

information for the average end to end delay, the total number of packets generated by 

all sources, the number of packets delivered and therefore the packets dropped. 

Moreover we used an awk script that calculates the Throughput of the network in each 

scenario. The calculation of the energy consumption was done manually through the 

trace files records. Comparative Analysis 

In this subsection a comparative analysis is performed through the visualization of the 

data extracted from the trace files before. 

4.1.1 Packet Delivery Ratio 

 

 

Figure 4: Packet Delivery Ratio 
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Figure 4 depicts the Packet Delivery Ratio for all simulated attack scenarios. The 

simulated attacks are represented in the x axis and the packet delivery ratio with range 

0-1 in the y axis. Under normal traffic the packet delivery ratio is very high which 

means a good behavior of the network and a high quality of service. On the other 

hand, blackhole attack’s scenario seems to have significant influence in Packet 

Delivery Ratio with ratio 0,2021 followed by selective forwarding attack which has a 

PDR of 0.6055 and then by flooding attack which has a PDR of 0.7295. Rushing 

attack affects almost 6% the PDR. 

 

Figure 5: Packet Delivery 

Figure 5 depicts the Packet Delivery for all simulated attack scenarios. It is the same 

graph as in Figure 4 with the only difference that here the simulated attacks are 

represented in the x axis and the number of packets delivered in the y axis. At this 

point, we should remind that the total number of packets generated by the network in 

all simulations is 1242 packets. 
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4.1.2 Packet Drop Ratio 

 

Figure 6: Packet Drop Ratio 

Figure 6 depicts the Packet Drop Ratio for all simulated attack scenarios which is 

actually the complementary value of the previous chart. The simulated attacks are 

represented in the x axis and the packet drop ratio with range 0-1 in the y axis. In this 

chart we observe that the packet drop ratio is very low in normal traffic while the 

same network under blackhole attack faces a very high Packet Drop Ratio. Rushing 

attack introduces a small number of packet drops and flooding attack causes around 

27% of packets to get dropped. Selective forwarding attack states its presence by 

introducing the second highest packet drop ratio after blackhole attack. 

 

Figure 7: Packet Loss 
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Figure 7 depicts the Packet Loss for all simulated attack scenarios. It is the same 

graph as in Figure 6 with the only difference that here the simulated attacks are 

represented in the x axis and the number of packets delivered in the y axis. We should 

remind that the total number of packets generated by the network in all simulations is 

1242 packets. 

4.1.3 Throughput 

 

Figure 8: Average Throughput in Kbps 

Figure 8 depicts the calculation of the Average Throughput for all simulated attack 

scenarios. The simulated attacks are represented in the x axis and the Kb per second 

are presented in the y axis. Once again, rushing attack presents a throughput close to 

the network’s normal state throughput. Blackhole, Selective Forwarding and Flooding 

attacks decrease the throughput enough to make their presence obvious; with 

blackhole affecting the throughput much more than the flooding.  
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4.1.4 Average End to End Delay 

 

Figure 9: Average End to End Delay 

Figure 9 depicts the average end to end delay (in seconds) of all packets after 

simulation. The attack that introduces the highest delay is flooding attack.  However, 

the blackhole attack seems to improve the time of end-to-end delay because of its 

nature to drop all packets that pass by the malicious nodes. Rushing attack also inserts 

a delay in packet routing but not to the high level of the flooding attack. 

4.1.5 Energy Consumption 
 

 

Figure 10: Average energy consumption in Joules 

Figure 10 depicts the average energy consumption of all nodes after simulation. The 

initial energy of every node is 1000 J and for every scenario we measured the final 
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energy in each node and we subtracted it by initial energy. In this way we calculated 

the average energy loss. In the figure above it is obvious that flooding attack 

consumes the most energy of all attacks and around 25% more energy than in normal 

circumstances. Rushing attack consumes almost the same energy as the network does 

under normal traffic which means that measuring energy to detect a possible attack in 

this kind of attack would probably fail. The average energy consumption in blackhole 

attack as well as in selective forwarding attack is lower than the average consumption 

in normal state. This is result is logically explained considering that the packets 

absorbed by the malicious nodes do not keep their route towards the destination node. 

An energy saving is resulted when packet is not following the next hops in route and 

the average energy consumption is in the end lower than it is normally. 

 

Figure 11: Energy consumption of each node for all scenarios in Joule 

Figure 11 depicts the energy consumption of each node after simulation. The scope of 

this measurement is to observe if particular nodes appear to consume energy in 

contrast with other nodes. Moreover, we can test if the energy consumption of 

particular nodes such as source nodes, malicious nodes or the destination node is 

lower or higher than in normal traffic in order to find a pattern that could indicate the 

malicious nodes or the attack itself.  
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Chapter 5 

5 IDS Effectiveness Evaluations  

Researchers have suggested so far many approaches to detect harmful actions in 

wireless sensor networks but until today there is no IDS that is able to detect a very 

high percentage of all attacks. Moreover, many IDSs even though they are efficient in 

detecting attacks it is more likely to introduce overhead in communication, in 

computation or in energy consumption. Most of the times a proposed IDS is evaluated 

only against one or two metrics according to table 2 in [32]. 

Summarizing the two previous chapters, we conducted an experiment and for the 

performance evaluation we measured the packet delivery and packet loss ratio, the 

average end-to-end delay, the throughput and the energy consumption of a wireless 

sensor network in normal state and under four different denial-of-service attacks. In 

this section, having already analyzed our findings, we will match which of the 

previously used metrics are also used to evaluate the effectiveness of the most recent 

IDSs in wireless sensor networks. Packet Delivery Ratio and Packet Loss Ratio are 

complementary and for this comparative analysis there is no meaning to refer to both 

individually. 

In [32] a complete comparative analysis is performed between 45 IDS mechanisms 

which are evaluated according to specific performance metrics. The representative 

sample of the  evaluated IDS presents that in total the energy consumption has been 

evaluated by five existing IDSs, the packet drop ratio has been evaluated by three 

IDSs, the throughput has been evaluated by four IDSs and finally  the average end to 

end delay has been evaluated by 4 existing IDSs. In general, only few of the proposed  

IDSs have been evaluated towards to the metrics related to the network performance.  

In this work we update this table regarding the current status of proposed IDS 

mechanisms but we limit the table to the metrics we used in our experimental 

analysis. In this section 23 new IDSs that have been proposed and evaluated since 

mid-2012 are aggregated in the following table. 
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Energy 

consumption 

Packet 

Delivery 

rate/Packet 

Loss rate 

Throughput 
EndToEnd 

Delay 

Congestion aware IDS [46] x x  x 

Malicious and Malfunctioning [47]     

Multivariate detection [48]  x   

Partially distributed IDS [49] x    

Rule based IDS [50] x  x  

IAIDS [51]     

OWIDS [52] x    

BIAD [53]     

FuzzyQ learning [54] x    

Decision tree with wrapper [55]     

Distributed fuzzy clustering [56]   x  

Distributed detection of mobile malicious nodes 

[57] 
    

EID through Decision Trees [58]     

Gaussian vs Uniform [59]     

Hierarchical Node replication [60] x  x  

IDS for Heterogeneous & Homogeneous [61] x    

Dual Threshold IDS [62]     

MoteSec-Aware [63] x    

Selective Forwarding IDS [64] x x   

Sequential anomaly detection[65]  x   

Intrusion Detection Policy for WSN [66]  x x  

Subjective Logic-Based Anomaly Detection [67]     

Watchdog LEACH [68] x    

 

In [46] the IDS selection method is evaluated towards energy consumption and it is 

claimed that it enhances the network’s lifetime and reduces the total energy 

consumption. 

In [47] malicious node detection rate (MDR), misdetection rate (MR), false alarm rate 

(FAR), and event detection accuracy (EDA), are defined to show the effectiveness of 

the proposed IDS. 

Successful sending rate, Forwarding Rate, False Detection Rate and Node Density 

Influence on False Detection Rate are the metrics that are evaluated in the proposed 

IDS in [48]. 
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In [49], except Memory Use and Energy consumption metrics, the Detection Rate is 

also used as a metric which is noticed to be increased when increasing average hop 

distance in the proposed scheme. 

The evaluation metrics in [50] are Detection Rate, False Positives, Energy 

consumption and Reduce number of packets transmitted which affects throughput. 

In [51] the proposed methodology is evaluated in terms of Detection rate and False 

alarm rate. 

In [52], Energy consumption, Transmission accuracy, Attack detection rate, False 

positive rate and Accuracy rate are measuring the efficiency and the effectiveness of 

the IDS. 

In [53] Detection rate, False alarm rate are used as metrics for the IDS evaluation. 

Analysis of game-based FQL IDPS [54] is conducted in terms of detection accuracy, 

defense rate, number of live nodes and energy consumption. 

In [55] the following metrics are used to evaluate IDS: Detection rate (Ratio between 

number of anomaly correctly classified and total number of anomaly). Error rate 

(Ratio between number of anomaly incorrectly classified and total number of 

anomaly). True positive (Classifying normal class as normal class). True negative 

(Classifying anomaly class as anomaly class). False positive (Classifying normal class 

as an anomaly class).  False negative (Classifying anomaly class as a normal class). 

In [56] the False Positive Rate and the False Negative Rate were calculated based on 

the observed number of False Positives and False Negatives for each of the three 

hierarchical stages. Also, the observed instances of True Positives and True Negatives 

are also determined at each stage. Then, the Sensitivity and Specificity values are 

calculated as follows to be the main evaluation metrics for data classification 

accuracy. Additionally, a communication overhead analysis is performed and 

temperature levels are measured. 

In [57] the evaluation of the proposed scheme is done in terms of its detection 

capability, accuracy and speed. 
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Detection capabilities in [58] were measured through False Positive Rate (FPR), False 

Negative Rate (FNR), True Negative Rate (TNR), True Positive Rate (TPR), and 

Accuracy (ACC). 

In order to evaluate the performance of intrusion detection in [59] they use the 

following two metrics: a) Intrusion distance which is the distance traveled by the the 

intruder before it is detected by a WSN for the first time and b) Detection probability 

which is defined as the probability that an intruder is detected within the maximal 

allowable intrusion distance, specified by a WSN application. 

In [60] communication overhead is measured by the influence of clusters’ size on the 

average number of packets sent and received for each node. Moreover, node 

replication detection probability, detection rate and energy consumption are used to 

evaluate the Hierarchical node replication IDS. 

In [61] it is formed an evaluation of the detection probability and energy 

consumption. 

Six metrics are used in [62]; malicious node detection rate (MDR), misdetection rate 

(MR), false alarm rate (FAR), event detection accuracy (EDA), event region detection 

rate (ERDR) and boundary false alarm rate (BFAR), are used to show the 

effectiveness of our scheme. 

MoteSec-Aware [63] is evaluated by the energy consumption and the large-scale 

sensor network operations of the scheme. 

The metrics considered for comparison in [64] are Energy left and Packet delivery 

ratio in presence and absence of malicious nodes. 

The performance of the detection scheme proposed in [65] is evaluated by the 

detection latency and the receiver operating characteristic (ROC) curve, which is a 

plot of the detection rate versus the false alarm rate at different thresholds. They also 

plot the detection latency curve, which is a plot of the detection latency versus false 

alarm rates. 
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The proposed IDS in [66] is measuring its effectiveness against communication 

overhead by counting the number of sends, receive, forward and retransmit for each 

node. Therefore the influence packet delivery ratio and throughput is evaluated. 

In [67] the evaluation of the IDS focuses exclusively in its detection capability using 

as evaluation metrics the detection rate, false detection rate, non-detection rate. 

In [68] only energy consumption is measured to evaluate the proposed scheme. 

The previous table shows that according to the whole number of the IDSs 10 of them 

have been evaluated in terms of energy consumption, 5 in terms of packet 

delivery/drop ratio, 4 in terms of throughput and 1 in terms of average end to end 

delay. 

Most IDS are evaluated taking into consideration metrics such as False Positive Rate 

(FPR), False Negative Rate (FNR), True Negative Rate (TNR), True Positive Rate 

(TPR) and Accuracy (ACC). Moreover, this results to the fact that the proposed IDSs 

do not affect the network performance in terms of communication overhead, energy 

consumption, packet delivery ratio, etc. 
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Conclusions 

In this paper, it is performed a study of blackhole, flooding, rushing attack and 

selective forwarding attack launched in AODV routing protocol. All scenarios are 

conducted with the use of ns-2 and the simulation study depicts the performance 

degradation in terms of parameters like network throughput, average end to end delay, 

packet delivery ratio, packet loss and energy consumption.  

From the results it can be observed that the presence of blackhole attack is obvious 

through the packet delivery ratio, the network throughput and the packet loss and not 

by the end to end delay or the energy consumption. The presence of flooding attack 

can also be detected by monitoring the packet delivery ratio, the average delay, the 

network throughput, the packet loss or the energy consumption. Rushing attack seems 

to be the most unlike attack to detect by simply monitoring the performance of the 

network. The results show that it presents values close to the normal traffic’s statistics 

in almost all measurements except the average end to end delay and maybe the 

network throughput. Selective forwarding adds a little complexity by changing its 

malicious nodes status from blackhole nodes to normal nodes and proves that is more 

difficult to be discovered as quickly as blackhole. Although, it presence can be 

detected through the packet delivery ratio, the network throughput and the packet loss. 

Although the attacks evaluated in experiment belong to the same group they do not 

affect the network in the same way. Furthermore, it is worth noting that these attacks 

are detected by the most of the IDSs. 

Additionally, we used specific metrics to evaluate certain attacks and measure the 

effectiveness of some recently proposed IDSs in literature. Regarding our findings we 

conclude that network performance is affected both by routing attacks and the 

majority of the IDSs. The above conclusion makes inefficient the detection of such 

attacks by utilizing only certain network performance thresholds. 
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Appendix  

Normal traffic Code 

normaltraffic.tcl 

#=================================== 

#     Simulation parameters setup 

#=================================== 

set val(chan)   Channel/WirelessChannel   ;# channel type 

set val(prop)   Propagation/TwoRayGround  ;# propagation model 

set val(netif)  Phy/WirelessPhy           ;# network interface type 

set val(mac)    Mac/802_11                ;# MAC type 

set val(ifq)    Queue/DropTail/PriQueue   ;# interface queue type 

set val(ll)     LL                        ;# link layer type 

set val(ant)    Antenna/OmniAntenna       ;# antenna model 

set val(ifqlen) 50                        ;# max packet in ifq 

set val(nn)     25                 ;# number of mobilenodes 

set val(rp)     AODV               ;# routing protocol 

set val(x)      1200               ;# X dimension of topography 

set val(y)      600                ;# Y dimension of topography 

set val(stop)   120               ;# time of simulation end (s) 

set val(energymodel)    EnergyModel     ; 

set val(radiomodel)     RadioModel      ; 

set val(initialenergy)  1000            ;# Initial energy (J) 

 

#=================================== 

#        Initialization         

#=================================== 

#Create a ns simulator 

set ns [new Simulator] 

 

#Setup topography object 

set topo       [new Topography] 

$topo load_flatgrid $val(x) $val(y) 

create-god $val(nn) 

 

#Open the NS trace file 

set tracefile [open normal.tr w] 

$ns trace-all $tracefile 

 

#Open the NAM trace file 

set namfile [open normal.nam w] 

$ns namtrace-all $namfile 

$ns namtrace-all-wireless $namfile $val(x) $val(y) 

set chan [new $val(chan)];# Create wireless channel 
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#=================================== 

#     Mobile node parameter setup 

#=================================== 

$ns node-config -adhocRouting  $val(rp) \ 

                -llType        $val(ll) \ 

                -macType       $val(mac) \ 

                -ifqType       $val(ifq) \ 

                -ifqLen        $val(ifqlen) \ 

                -antType       $val(ant) \ 

                -propType      $val(prop) \ 

                -phyType       $val(netif) \ 

                -channel       $chan \ 

                -topoInstance  $topo \ 

                -agentTrace    ON \ 

                -routerTrace   ON \ 

                -macTrace      OFF \ 

                -movementTrace ON \ 

                -energyModel   $val(energymodel) \ 

                -idlePower 1.0 \ 

                -rxPower 1.0 \ 

                -txPower 2.0 \ 

                -sleepPower 0.001 \ 

                -transitionPower 0.2 \ 

                -transitionTime 0.005 \ 

                -initialEnergy $val(initialenergy) 

 

 

#=================================== 

#        Nodes Definition         

#=================================== 

#Create 25 nodes 

set n0 [$ns node] 

$n0 set X_ 663 

$n0 set Y_ 484 

$n0 set Z_ 0.0 

$ns initial_node_pos $n0 20 

set n1 [$ns node] 

$n1 set X_ 466 

$n1 set Y_ 407 

$n1 set Z_ 0.0 

$ns initial_node_pos $n1 20 

set n2 [$ns node] 

$n2 set X_ 871 

$n2 set Y_ 426 

$n2 set Z_ 0.0 
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$ns initial_node_pos $n2 20 

set n3 [$ns node] 

$n3 set X_ 668 

$n3 set Y_ 393 

$n3 set Z_ 0.0 

$ns initial_node_pos $n3 20 

set n4 [$ns node] 

$n4 set X_ 558 

$n4 set Y_ 320 

$n4 set Z_ 0.0 

$ns initial_node_pos $n4 20 

set n5 [$ns node] 

$n5 set X_ 781 

$n5 set Y_ 317 

$n5 set Z_ 0.0 

$ns initial_node_pos $n5 20 

set n6 [$ns node] 

$n6 set X_ 523 

$n6 set Y_ 222 

$n6 set Z_ 0.0 

$ns initial_node_pos $n6 20 

set n7 [$ns node] 

$n7 set X_ 671 

$n7 set Y_ 194 

$n7 set Z_ 0.0 

$ns initial_node_pos $n7 20 

set n8 [$ns node] 

$n8 set X_ 891 

$n8 set Y_ 224 

$n8 set Z_ 0.0 

$ns initial_node_pos $n8 20 

set n9 [$ns node] 

$n9 set X_ 476 

$n9 set Y_ 117 

$n9 set Z_ 0.0 

$ns initial_node_pos $n9 20 

set n10 [$ns node] 

$n10 set X_ 674 

$n10 set Y_ 112 

$n10 set Z_ 0.0 

$ns initial_node_pos $n10 20 

set n11 [$ns node] 

$n11 set X_ 895 

$n11 set Y_ 130 

$n11 set Z_ 0.0 
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$ns initial_node_pos $n11 20 

set n12 [$ns node] 

$n12 set X_ 500 

$n12 set Y_ 300 

$n12 set Z_ 0.0 

$ns initial_node_pos $n12 20 

set n13 [$ns node] 

$n13 set X_ 687 

$n13 set Y_ 36 

$n13 set Z_ 0.0 

$ns initial_node_pos $n13 20 

set n14 [$ns node] 

$n14 set X_ 877 

$n14 set Y_ 39 

$n14 set Z_ 0.0 

$ns initial_node_pos $n14 20 

set n15 [$ns node] 

$n15 set X_ 373 

$n15 set Y_ 271 

$n15 set Z_ 0.0 

$ns initial_node_pos $n15 20 

set n16 [$ns node] 

$n16 set X_ 990 

$n16 set Y_ 306 

$n16 set Z_ 0.0 

$ns initial_node_pos $n16 20 

set n17 [$ns node] 

$n17 set X_ 989 

$n17 set Y_ 407 

$n17 set Z_ 0.0 

$ns initial_node_pos $n17 20 

set n18 [$ns node] 

$n18 set X_ 1086 

$n18 set Y_ 453 

$n18 set Z_ 0.0 

$ns initial_node_pos $n18 20 

set n19 [$ns node] 

$n19 set X_ 455 

$n19 set Y_ 479 

$n19 set Z_ 0.0 

$ns initial_node_pos $n19 20 

set n20 [$ns node] 

$n20 set X_ 350 

$n20 set Y_ 434 

$n20 set Z_ 0.0 
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$ns initial_node_pos $n20 20 

set n21 [$ns node] 

$n21 set X_ 263 

$n21 set Y_ 306 

$n21 set Z_ 0.0 

$ns initial_node_pos $n21 20 

set n22 [$ns node] 

$n22 set X_ 261 

$n22 set Y_ 209 

$n22 set Z_ 0.0 

$ns initial_node_pos $n22 20 

set n23 [$ns node] 

$n23 set X_ 240 

$n23 set Y_ 115 

$n23 set Z_ 0.0 

$ns initial_node_pos $n23 20 

set n24 [$ns node] 

$n24 set X_ 313 

$n24 set Y_ 29 

$n24 set Z_ 0.0 

$ns initial_node_pos $n24 20 

 

 

#=================================== 

#        Generate movement           

#=================================== 

$ns at 0 " $n6 setdest 1086 453 40 "  

$ns at 10 " $n18 setdest 877 39 40 "  

$ns at 20 " $n18 setdest 500 117 40 "  

$ns at 60 " $n18 setdest 400 100 40 "  

$ns at 40 " $n6 setdest 400 500 40 "  

$ns at 10 " $n15 setdest 650 470 40 "  

$ns at 10 " $n5 setdest 550 220 40 "  

 

#=================================== 

#        Agents Definition         

#=================================== 

#Setup a UDP connection 

set udp0 [new Agent/UDP] 

$ns attach-agent $n21 $udp0 

set null1 [new Agent/Null] 

$ns attach-agent $n18 $null1 

$ns connect $udp0 $null1 

$udp0 set packetSize_ 1500 
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#Setup a CBR Application over UDP connection 

set cbr0 [new Application/Traffic/CBR] 

$cbr0 attach-agent $udp0 

$cbr0 set packetSize_ 1000 

$cbr0 set rate_ 0.1Mb 

$cbr0 set random_ null 

$ns at 1.0 "$cbr0 start" 

$ns at 20.0 "$cbr0 stop" 

#Setup a UDP connection 

set udp1 [new Agent/UDP] 

$ns attach-agent $n20 $udp1 

set null2 [new Agent/Null] 

$ns attach-agent $n18 $null2 

$ns connect $udp1 $null1 

$udp1 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr1 [new Application/Traffic/CBR] 

$cbr1 attach-agent $udp1 

$cbr1 set packetSize_ 1000 

$cbr1 set rate_ 0.1Mb 

$cbr1 set random_ null 

$ns at 20.0 "$cbr1 start" 

$ns at 40.0 "$cbr1 stop" 

#Setup a UDP connection 

set udp3 [new Agent/UDP] 

$ns attach-agent $n22 $udp3 

set null3 [new Agent/Null] 

$ns attach-agent $n18 $null3 

$ns connect $udp3 $null1 

$udp3 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr2 [new Application/Traffic/CBR] 

$cbr2 attach-agent $udp3 

$cbr2 set packetSize_ 1000 

$cbr2 set rate_ 0.1Mb 

$cbr2 set random_ null 

$ns at 40.0 "$cbr2 start" 

$ns at 60.0 "$cbr2 stop" 

set udp4 [new Agent/UDP] 

$ns attach-agent $n8 $udp4 

set null4 [new Agent/Null] 

$ns attach-agent $n18 $null4 

$ns connect $udp4 $null4 
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$udp4 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr4 [new Application/Traffic/CBR] 

$cbr4 attach-agent $udp4 

$cbr4 set packetSize_ 1000 

$cbr4 set rate_ 0.1Mb 

$cbr4 set random_ null 

$ns at 60.0 "$cbr4 start" 

$ns at 80.0 "$cbr4 stop" 

set udp5 [new Agent/UDP] 

$ns attach-agent $n16 $udp5 

set null5 [new Agent/Null] 

$ns attach-agent $n18 $null5 

$ns connect $udp5 $null5 

$udp5 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr5 [new Application/Traffic/CBR] 

$cbr5 attach-agent $udp5 

$cbr5 set packetSize_ 1000 

$cbr5 set rate_ 0.1Mb 

$cbr5 set random_ null 

$ns at 80.0 "$cbr5 start" 

$ns at 100.0 "$cbr5 stop" 

 

#=================================== 

#        Termination         

#=================================== 

#Define a 'finish' procedure 

proc finish {} { 

    global ns tracefile namfile 

    $ns flush-trace 

    close $tracefile 

    close $namfile 

    exec nam normal.nam & 

    exit 0 

} 

for {set i 0} {$i < $val(nn) } { incr i } { 

    $ns at $val(stop) "\$n$i reset" 

} 

$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 

$ns at $val(stop) "finish" 

$ns at $val(stop) "puts \"done\" ; $ns halt" 

$ns run 
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Blackhole Attack Code 

blackholeattack.tcl 

 

#=================================== 

#     Simulation parameters setup 

#=================================== 

set val(chan)   Channel/WirelessChannel   ;# channel type 

set val(prop)   Propagation/TwoRayGround  ;# propagation model 

set val(netif)  Phy/WirelessPhy           ;# network interface type 

set val(mac)    Mac/802_11                ;# MAC type 

set val(ifq)    Queue/DropTail/PriQueue   ;# interface queue type 

set val(ll)     LL                        ;# link layer type 

set val(ant)    Antenna/OmniAntenna       ;# antenna model 

set val(ifqlen) 50                        ;# max packet in ifq 

set val(nn)     25                 ;# number of mobilenodes 

set val(rp)     AODV               ;# routing protocol 

set val(x)      1200               ;# X dimension of topography 

set val(y)      600                ;# Y dimension of topography 

set val(stop)   120               ;# time of simulation end (s) 

set val(energymodel)    EnergyModel     ; 

set val(radiomodel)     RadioModel      ; 

set val(initialenergy)  1000            ;# Initial energy (J) 

 

#=================================== 

#        Initialization         

#=================================== 

#Create a ns simulator 

set ns [new Simulator] 

 

#Setup topography object 

set topo       [new Topography] 

$topo load_flatgrid $val(x) $val(y) 

create-god $val(nn) 

 

#Open the NS trace file 

set tracefile [open blackhole.tr w] 

$ns trace-all $tracefile 

 

#Open the NAM trace file 

set namfile [open blackhole.nam w] 

$ns namtrace-all $namfile 

$ns namtrace-all-wireless $namfile $val(x) $val(y) 

set chan [new $val(chan)];# Create wireless channel 
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#=================================== 

#     Mobile node parameter setup 

#=================================== 

$ns node-config -adhocRouting  $val(rp) \ 

                -llType        $val(ll) \ 

                -macType       $val(mac) \ 

                -ifqType       $val(ifq) \ 

                -ifqLen        $val(ifqlen) \ 

                -antType       $val(ant) \ 

                -propType      $val(prop) \ 

                -phyType       $val(netif) \ 

                -channel       $chan \ 

                -topoInstance  $topo \ 

                -agentTrace    ON \ 

                -routerTrace   ON \ 

                -macTrace      OFF \ 

                -movementTrace ON \ 

                -energyModel $val(energymodel) \ 

                -idlePower 1.0 \ 

                -rxPower 1.0 \ 

                -txPower 2.0 \ 

                -sleepPower 0.001 \ 

                -transitionPower 0.2 \ 

                -transitionTime 0.005 \ 

                -initialEnergy $val(initialenergy) 

 

 

#=================================== 

#        Nodes Definition         

#=================================== 

#Create 25 nodes 

set n0 [$ns node] 

$n0 set X_ 663 

$n0 set Y_ 484 

$n0 set Z_ 0.0 

$ns initial_node_pos $n0 20 

set n1 [$ns node] 

$n1 set X_ 466 

$n1 set Y_ 407 

$n1 set Z_ 0.0 

$ns initial_node_pos $n1 20 

set n2 [$ns node] 

$n2 set X_ 871 

$n2 set Y_ 426 

$n2 set Z_ 0.0 
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$ns initial_node_pos $n2 20 

set n3 [$ns node] 

$n3 set X_ 668 

$n3 set Y_ 393 

$n3 set Z_ 0.0 

$ns initial_node_pos $n3 20 

set n4 [$ns node] 

$n4 set X_ 558 

$n4 set Y_ 320 

$n4 set Z_ 0.0 

$ns initial_node_pos $n4 20 

set n5 [$ns node] 

$n5 set X_ 781 

$n5 set Y_ 317 

$n5 set Z_ 0.0 

$ns initial_node_pos $n5 20 

set n6 [$ns node] 

$n6 set X_ 523 

$n6 set Y_ 222 

$n6 set Z_ 0.0 

$ns initial_node_pos $n6 20 

set n7 [$ns node] 

$n7 set X_ 671 

$n7 set Y_ 194 

$n7 set Z_ 0.0 

$ns initial_node_pos $n7 20 

set n8 [$ns node] 

$n8 set X_ 891 

$n8 set Y_ 224 

$n8 set Z_ 0.0 

$ns initial_node_pos $n8 20 

set n9 [$ns node] 

$n9 set X_ 476 

$n9 set Y_ 117 

$n9 set Z_ 0.0 

$ns initial_node_pos $n9 20 

set n10 [$ns node] 

$n10 set X_ 674 

$n10 set Y_ 112 

$n10 set Z_ 0.0 

$ns initial_node_pos $n10 20 

set n11 [$ns node] 

$n11 set X_ 895 

$n11 set Y_ 130 

$n11 set Z_ 0.0 
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$ns initial_node_pos $n11 20 

set n12 [$ns node] 

$n12 set X_ 500 

$n12 set Y_ 300 

$n12 set Z_ 0.0 

$ns initial_node_pos $n12 20 

set n13 [$ns node] 

$n13 set X_ 687 

$n13 set Y_ 36 

$n13 set Z_ 0.0 

$ns initial_node_pos $n13 20 

set n14 [$ns node] 

$n14 set X_ 877 

$n14 set Y_ 39 

$n14 set Z_ 0.0 

$ns initial_node_pos $n14 20 

set n15 [$ns node] 

$n15 set X_ 373 

$n15 set Y_ 271 

$n15 set Z_ 0.0 

$ns initial_node_pos $n15 20 

set n16 [$ns node] 

$n16 set X_ 990 

$n16 set Y_ 306 

$n16 set Z_ 0.0 

$ns initial_node_pos $n16 20 

set n17 [$ns node] 

$n17 set X_ 989 

$n17 set Y_ 407 

$n17 set Z_ 0.0 

$ns initial_node_pos $n17 20 

set n18 [$ns node] 

$n18 set X_ 1086 

$n18 set Y_ 453 

$n18 set Z_ 0.0 

$ns initial_node_pos $n18 20 

set n19 [$ns node] 

$n19 set X_ 455 

$n19 set Y_ 479 

$n19 set Z_ 0.0 

$ns initial_node_pos $n19 20 

set n20 [$ns node] 

$n20 set X_ 350 

$n20 set Y_ 434 

$n20 set Z_ 0.0 
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$ns initial_node_pos $n20 20 

set n21 [$ns node] 

$n21 set X_ 263 

$n21 set Y_ 306 

$n21 set Z_ 0.0 

$ns initial_node_pos $n21 20 

set n22 [$ns node] 

$n22 set X_ 261 

$n22 set Y_ 209 

$n22 set Z_ 0.0 

$ns initial_node_pos $n22 20 

set n23 [$ns node] 

$n23 set X_ 240 

$n23 set Y_ 115 

$n23 set Z_ 0.0 

$ns initial_node_pos $n23 20 

set n24 [$ns node] 

$n24 set X_ 313 

$n24 set Y_ 29 

$n24 set Z_ 0.0 

$ns initial_node_pos $n24 20 

 

#=================================== 

#        Generate movement           

#=================================== 

$ns at 0 " $n6 setdest 1086 453 40 "  

$ns at 10 " $n18 setdest 877 39 40 "  

$ns at 20 " $n18 setdest 500 117 40 "  

$ns at 60 " $n18 setdest 400 100 40 "  

$ns at 40 " $n6 setdest 400 500 40 "  

$ns at 10 " $n15 setdest 650 470 40 "  

$ns at 10 " $n5 setdest 550 220 40 "  

 

#Blackhole attackers 

$ns at 0.0 "[$n7 set ragent_] blackhole" 

$ns at 0.0 "[$n8 set ragent_] blackhole" 

$ns at 0.0 "[$n10 set ragent_] blackhole" 

 

#=================================== 

#        Agents Definition         

#=================================== 

#Setup a UDP connection 

set udp0 [new Agent/UDP] 

$ns attach-agent $n21 $udp0 

set null1 [new Agent/Null] 
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$ns attach-agent $n18 $null1 

$ns connect $udp0 $null1 

$udp0 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr0 [new Application/Traffic/CBR] 

$cbr0 attach-agent $udp0 

$cbr0 set packetSize_ 1000 

$cbr0 set rate_ 0.1Mb 

$cbr0 set random_ null 

$ns at 1.0 "$cbr0 start" 

$ns at 20.0 "$cbr0 stop" 

#Setup a UDP connection 

set udp1 [new Agent/UDP] 

$ns attach-agent $n20 $udp1 

set null2 [new Agent/Null] 

$ns attach-agent $n18 $null2 

$ns connect $udp1 $null1 

$udp1 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr1 [new Application/Traffic/CBR] 

$cbr1 attach-agent $udp1 

$cbr1 set packetSize_ 1000 

$cbr1 set rate_ 0.1Mb 

$cbr1 set random_ null 

$ns at 20.0 "$cbr1 start" 

$ns at 40.0 "$cbr1 stop" 

#Setup a UDP connection 

set udp3 [new Agent/UDP] 

$ns attach-agent $n22 $udp3 

set null3 [new Agent/Null] 

$ns attach-agent $n18 $null3 

$ns connect $udp3 $null1 

$udp3 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr2 [new Application/Traffic/CBR] 

$cbr2 attach-agent $udp3 

$cbr2 set packetSize_ 1000 

$cbr2 set rate_ 0.1Mb 

$cbr2 set random_ null 

$ns at 40.0 "$cbr2 start" 

$ns at 60.0 "$cbr2 stop" 

set udp4 [new Agent/UDP] 
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$ns attach-agent $n8 $udp4 

set null4 [new Agent/Null] 

$ns attach-agent $n18 $null4 

$ns connect $udp4 $null4 

$udp4 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr4 [new Application/Traffic/CBR] 

$cbr4 attach-agent $udp4 

$cbr4 set packetSize_ 1000 

$cbr4 set rate_ 0.1Mb 

$cbr4 set random_ null 

$ns at 60.0 "$cbr4 start" 

$ns at 80.0 "$cbr4 stop" 

set udp5 [new Agent/UDP] 

$ns attach-agent $n16 $udp5 

set null5 [new Agent/Null] 

$ns attach-agent $n18 $null5 

$ns connect $udp5 $null5 

$udp5 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr5 [new Application/Traffic/CBR] 

$cbr5 attach-agent $udp5 

$cbr5 set packetSize_ 1000 

$cbr5 set rate_ 0.1Mb 

$cbr5 set random_ null 

$ns at 80.0 "$cbr5 start" 

$ns at 100.0 "$cbr5 stop" 

 

#=================================== 

#        Termination         

#=================================== 

#Define a 'finish' procedure 

proc finish {} { 

    global ns tracefile namfile 

    $ns flush-trace 

    close $tracefile 

    close $namfile 

    exec nam blackhole.nam & 

    exit 0 

} 

for {set i 0} {$i < $val(nn) } { incr i } { 

    $ns at $val(stop) "\$n$i reset" 

} 
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$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 

$ns at $val(stop) "finish" 

$ns at $val(stop) "puts \"done\" ; $ns halt" 

$ns run 
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Rushing Attack Code 

rushingattack.tcl 

#=================================== 

#     Simulation parameters setup 

#=================================== 

set val(chan)   Channel/WirelessChannel   ;# channel type 

set val(prop)   Propagation/TwoRayGround  ;# propagation model 

set val(netif)  Phy/WirelessPhy           ;# network interface type 

set val(mac)    Mac/802_11                ;# MAC type 

set val(ifq)    Queue/DropTail/PriQueue   ;# interface queue type 

set val(ll)     LL                        ;# link layer type 

set val(ant)    Antenna/OmniAntenna       ;# antenna model 

set val(ifqlen) 50                        ;# max packet in ifq 

set val(nn)     25                 ;# number of mobilenodes 

set val(rp)     AODV               ;# routing protocol 

set val(x)      1200               ;# X dimension of topography 

set val(y)      600                ;# Y dimension of topography 

set val(stop)   120               ;# time of simulation end (s) 

set val(energymodel)    EnergyModel     ; 

set val(radiomodel)     RadioModel      ; 

set val(initialenergy)  1000            ;# Initial energy (J) 

 

#=================================== 

#        Initialization         

#=================================== 

#Create a ns simulator 

set ns [new Simulator] 

 

#Setup topography object 

set topo       [new Topography] 

$topo load_flatgrid $val(x) $val(y) 

create-god $val(nn) 

 

#Open the NS trace file 

set tracefile [open rushing.tr w] 

$ns trace-all $tracefile 

 

#Open the NAM trace file 

set namfile [open rushing.nam w] 

$ns namtrace-all $namfile 

$ns namtrace-all-wireless $namfile $val(x) $val(y) 

set chan [new $val(chan)];# Create wireless channel 

#=================================== 

#     Mobile node parameter setup 
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#=================================== 

$ns node-config -adhocRouting  $val(rp) \ 

                -llType        $val(ll) \ 

                -macType       $val(mac) \ 

                -ifqType       $val(ifq) \ 

                -ifqLen        $val(ifqlen) \ 

                -antType       $val(ant) \ 

                -propType      $val(prop) \ 

                -phyType       $val(netif) \ 

                -channel       $chan \ 

                -topoInstance  $topo \ 

                -agentTrace    ON \ 

                -routerTrace   ON \ 

                -macTrace      ON \ 

                -movementTrace ON \ 

                -energyModel $val(energymodel) \ 

                -idlePower 1.0 \ 

                -rxPower 1.0 \ 

                -txPower 2.0 \ 

                -sleepPower 0.001 \ 

                -transitionPower 0.2 \ 

                -transitionTime 0.005 \ 

                -initialEnergy $val(initialenergy) 

 

 

#=================================== 

#        Nodes Definition         

#=================================== 

#Create 25 nodes 

set n0 [$ns node] 

$n0 set X_ 663 

$n0 set Y_ 484 

$n0 set Z_ 0.0 

$ns initial_node_pos $n0 20 

set n1 [$ns node] 

$n1 set X_ 466 

$n1 set Y_ 407 

$n1 set Z_ 0.0 

$ns initial_node_pos $n1 20 

set n2 [$ns node] 

$n2 set X_ 871 

$n2 set Y_ 426 

$n2 set Z_ 0.0 

$ns initial_node_pos $n2 20 

set n3 [$ns node] 
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$n3 set X_ 668 

$n3 set Y_ 393 

$n3 set Z_ 0.0 

$ns initial_node_pos $n3 20 

set n4 [$ns node] 

$n4 set X_ 558 

$n4 set Y_ 320 

$n4 set Z_ 0.0 

$ns initial_node_pos $n4 20 

set n5 [$ns node] 

$n5 set X_ 781 

$n5 set Y_ 317 

$n5 set Z_ 0.0 

$ns initial_node_pos $n5 20 

set n6 [$ns node] 

$n6 set X_ 523 

$n6 set Y_ 222 

$n6 set Z_ 0.0 

$ns initial_node_pos $n6 20 

set n7 [$ns node] 

$n7 set X_ 671 

$n7 set Y_ 194 

$n7 set Z_ 0.0 

$ns initial_node_pos $n7 20 

set n8 [$ns node] 

$n8 set X_ 891 

$n8 set Y_ 224 

$n8 set Z_ 0.0 

$ns initial_node_pos $n8 20 

set n9 [$ns node] 

$n9 set X_ 476 

$n9 set Y_ 117 

$n9 set Z_ 0.0 

$ns initial_node_pos $n9 20 

set n10 [$ns node] 

$n10 set X_ 674 

$n10 set Y_ 112 

$n10 set Z_ 0.0 

$ns initial_node_pos $n10 20 

set n11 [$ns node] 

$n11 set X_ 895 

$n11 set Y_ 130 

$n11 set Z_ 0.0 

$ns initial_node_pos $n11 20 

set n12 [$ns node] 
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$n12 set X_ 500 

$n12 set Y_ 300 

$n12 set Z_ 0.0 

$ns initial_node_pos $n12 20 

set n13 [$ns node] 

$n13 set X_ 687 

$n13 set Y_ 36 

$n13 set Z_ 0.0 

$ns initial_node_pos $n13 20 

set n14 [$ns node] 

$n14 set X_ 877 

$n14 set Y_ 39 

$n14 set Z_ 0.0 

$ns initial_node_pos $n14 20 

set n15 [$ns node] 

$n15 set X_ 373 

$n15 set Y_ 271 

$n15 set Z_ 0.0 

$ns initial_node_pos $n15 20 

set n16 [$ns node] 

$n16 set X_ 990 

$n16 set Y_ 306 

$n16 set Z_ 0.0 

$ns initial_node_pos $n16 20 

set n17 [$ns node] 

$n17 set X_ 989 

$n17 set Y_ 407 

$n17 set Z_ 0.0 

$ns initial_node_pos $n17 20 

set n18 [$ns node] 

$n18 set X_ 1086 

$n18 set Y_ 453 

$n18 set Z_ 0.0 

$ns initial_node_pos $n18 20 

set n19 [$ns node] 

$n19 set X_ 455 

$n19 set Y_ 479 

$n19 set Z_ 0.0 

$ns initial_node_pos $n19 20 

set n20 [$ns node] 

$n20 set X_ 350 

$n20 set Y_ 434 

$n20 set Z_ 0.0 

$ns initial_node_pos $n20 20 

set n21 [$ns node] 
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$n21 set X_ 263 

$n21 set Y_ 306 

$n21 set Z_ 0.0 

$ns initial_node_pos $n21 20 

set n22 [$ns node] 

$n22 set X_ 261 

$n22 set Y_ 209 

$n22 set Z_ 0.0 

$ns initial_node_pos $n22 20 

set n23 [$ns node] 

$n23 set X_ 240 

$n23 set Y_ 115 

$n23 set Z_ 0.0 

$ns initial_node_pos $n23 20 

set n24 [$ns node] 

$n24 set X_ 313 

$n24 set Y_ 29 

$n24 set Z_ 0.0 

$ns initial_node_pos $n24 20 

 

 

#=================================== 

#        Generate movement           

#=================================== 

$ns at 0 " $n6 setdest 1086 453 40 "  

$ns at 10 " $n18 setdest 877 39 40 "  

$ns at 20 " $n18 setdest 500 117 40 "  

$ns at 60 " $n18 setdest 400 100 40 "  

$ns at 40 " $n6 setdest 400 500 40 "  

$ns at 10 " $n15 setdest 650 470 40 "  

$ns at 10 " $n5 setdest 550 220 40 "  

#$ns at 40 " $n0 t1 " 

 

#Rushing attackers 

$ns at 0.0 "[$n7 set ragent_] rushingattack" 

$ns at 0.0 "[$n8 set ragent_] rushingattack" 

$ns at 0.0 "[$n10 set ragent_] rushingattack" 

 

#=================================== 

#        Agents Definition         

#=================================== 

#Setup a UDP connection 

set udp0 [new Agent/UDP] 

$ns attach-agent $n21 $udp0 

set null1 [new Agent/Null] 
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$ns attach-agent $n18 $null1 

$ns connect $udp0 $null1 

$udp0 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr0 [new Application/Traffic/CBR] 

$cbr0 attach-agent $udp0 

$cbr0 set packetSize_ 1000 

$cbr0 set rate_ 0.1Mb 

$cbr0 set random_ null 

$ns at 1.0 "$cbr0 start" 

$ns at 20.0 "$cbr0 stop" 

#Setup a UDP connection 

set udp1 [new Agent/UDP] 

$ns attach-agent $n20 $udp1 

set null2 [new Agent/Null] 

$ns attach-agent $n18 $null2 

$ns connect $udp1 $null1 

$udp1 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr1 [new Application/Traffic/CBR] 

$cbr1 attach-agent $udp1 

$cbr1 set packetSize_ 1000 

$cbr1 set rate_ 0.1Mb 

$cbr1 set random_ null 

$ns at 20.0 "$cbr1 start" 

$ns at 40.0 "$cbr1 stop" 

#Setup a UDP connection 

set udp3 [new Agent/UDP] 

$ns attach-agent $n22 $udp3 

set null3 [new Agent/Null] 

$ns attach-agent $n18 $null3 

$ns connect $udp3 $null1 

$udp3 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr2 [new Application/Traffic/CBR] 

$cbr2 attach-agent $udp3 

$cbr2 set packetSize_ 1000 

$cbr2 set rate_ 0.1Mb 

$cbr2 set random_ null 

$ns at 40.0 "$cbr2 start" 

$ns at 60.0 "$cbr2 stop" 

set udp4 [new Agent/UDP] 
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$ns attach-agent $n8 $udp4 

set null4 [new Agent/Null] 

$ns attach-agent $n18 $null4 

$ns connect $udp4 $null4 

$udp4 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr4 [new Application/Traffic/CBR] 

$cbr4 attach-agent $udp4 

$cbr4 set packetSize_ 1000 

$cbr4 set rate_ 0.1Mb 

$cbr4 set random_ null 

$ns at 60.0 "$cbr4 start" 

$ns at 80.0 "$cbr4 stop" 

set udp5 [new Agent/UDP] 

$ns attach-agent $n16 $udp5 

set null5 [new Agent/Null] 

$ns attach-agent $n18 $null5 

$ns connect $udp5 $null5 

$udp5 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr5 [new Application/Traffic/CBR] 

$cbr5 attach-agent $udp5 

$cbr5 set packetSize_ 1000 

$cbr5 set rate_ 0.1Mb 

$cbr5 set random_ null 

$ns at 80.0 "$cbr5 start" 

$ns at 100.0 "$cbr5 stop" 

 

#=================================== 

#        Termination         

#=================================== 

#Define a 'finish' procedure 

proc finish {} { 

    global ns tracefile namfile 

    $ns flush-trace 

    close $tracefile 

    close $namfile 

    exec nam rushing.nam & 

    exit 0 

} 

for {set i 0} {$i < $val(nn) } { incr i } { 

    $ns at $val(stop) "\$n$i reset" 

} 
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$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 

$ns at $val(stop) "finish" 

$ns at $val(stop) "puts \"done\" ; $ns halt" 

$ns run 
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Flooding Attack Code 

floodingattack.tcl 

#=================================== 

#     Simulation parameters setup 

#=================================== 

set val(chan)   Channel/WirelessChannel   ;# channel type 

set val(prop)   Propagation/TwoRayGround  ;# propagation model 

set val(netif)  Phy/WirelessPhy           ;# network interface type 

set val(mac)    Mac/802_11                ;# MAC type 

set val(ifq)    Queue/DropTail/PriQueue   ;# interface queue type 

set val(ll)     LL                        ;# link layer type 

set val(ant)    Antenna/OmniAntenna       ;# antenna model 

set val(ifqlen) 50                        ;# max packet in ifq 

set val(nn)     25                 ;# number of mobilenodes 

set val(rp)     AODV               ;# routing protocol 

set val(x)      1200               ;# X dimension of topography 

set val(y)      600                ;# Y dimension of topography 

set val(stop)   120               ;# time of simulation end (s) 

set val(energymodel)    EnergyModel     ; 

set val(radiomodel)     RadioModel      ; 

set val(initialenergy)  1000            ;# Initial energy (J) 

 

#=================================== 

#        Initialization         

#=================================== 

#Create a ns simulator 

set ns [new Simulator] 

 

#Setup topography object 

set topo       [new Topography] 

$topo load_flatgrid $val(x) $val(y) 

create-god $val(nn) 

 

#Open the NS trace file 

set tracefile [open flooding.tr w] 

$ns trace-all $tracefile 

 

#Open the NAM trace file 

set namfile [open flooding.nam w] 

$ns namtrace-all $namfile 

$ns namtrace-all-wireless $namfile $val(x) $val(y) 

set chan [new $val(chan)];# Create wireless channel 

#=================================== 

#     Mobile node parameter setup 
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#=================================== 

$ns node-config -adhocRouting  $val(rp) \ 

                -llType        $val(ll) \ 

                -macType       $val(mac) \ 

                -ifqType       $val(ifq) \ 

                -ifqLen        $val(ifqlen) \ 

                -antType       $val(ant) \ 

                -propType      $val(prop) \ 

                -phyType       $val(netif) \ 

                -channel       $chan \ 

                -topoInstance  $topo \ 

                -agentTrace    ON \ 

                -routerTrace   ON \ 

                -macTrace      OFF \ 

                -movementTrace ON \ 

                -energyModel $val(energymodel) \ 

                -idlePower 1.0 \ 

                -rxPower 1.0 \ 

                -txPower 2.0 \ 

                -sleepPower 0.001 \ 

                -transitionPower 0.2 \ 

                -transitionTime 0.005 \ 

                -initialEnergy $val(initialenergy) 

 

 

#=================================== 

#        Nodes Definition         

#=================================== 

#Create 25 nodes 

set n0 [$ns node] 

$n0 set X_ 663 

$n0 set Y_ 484 

$n0 set Z_ 0.0 

$ns initial_node_pos $n0 20 

set n1 [$ns node] 

$n1 set X_ 466 

$n1 set Y_ 407 

$n1 set Z_ 0.0 

$ns initial_node_pos $n1 20 

set n2 [$ns node] 

$n2 set X_ 871 

$n2 set Y_ 426 

$n2 set Z_ 0.0 

$ns initial_node_pos $n2 20 

set n3 [$ns node] 
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$n3 set X_ 668 

$n3 set Y_ 393 

$n3 set Z_ 0.0 

$ns initial_node_pos $n3 20 

set n4 [$ns node] 

$n4 set X_ 558 

$n4 set Y_ 320 

$n4 set Z_ 0.0 

$ns initial_node_pos $n4 20 

set n5 [$ns node] 

$n5 set X_ 781 

$n5 set Y_ 317 

$n5 set Z_ 0.0 

$ns initial_node_pos $n5 20 

set n6 [$ns node] 

$n6 set X_ 523 

$n6 set Y_ 222 

$n6 set Z_ 0.0 

$ns initial_node_pos $n6 20 

set n7 [$ns node] 

$n7 set X_ 671 

$n7 set Y_ 194 

$n7 set Z_ 0.0 

$ns initial_node_pos $n7 20 

set n8 [$ns node] 

$n8 set X_ 891 

$n8 set Y_ 224 

$n8 set Z_ 0.0 

$ns initial_node_pos $n8 20 

set n9 [$ns node] 

$n9 set X_ 476 

$n9 set Y_ 117 

$n9 set Z_ 0.0 

$ns initial_node_pos $n9 20 

set n10 [$ns node] 

$n10 set X_ 674 

$n10 set Y_ 112 

$n10 set Z_ 0.0 

$ns initial_node_pos $n10 20 

set n11 [$ns node] 

$n11 set X_ 895 

$n11 set Y_ 130 

$n11 set Z_ 0.0 

$ns initial_node_pos $n11 20 

set n12 [$ns node] 
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$n12 set X_ 500 

$n12 set Y_ 300 

$n12 set Z_ 0.0 

$ns initial_node_pos $n12 20 

set n13 [$ns node] 

$n13 set X_ 687 

$n13 set Y_ 36 

$n13 set Z_ 0.0 

$ns initial_node_pos $n13 20 

set n14 [$ns node] 

$n14 set X_ 877 

$n14 set Y_ 39 

$n14 set Z_ 0.0 

$ns initial_node_pos $n14 20 

set n15 [$ns node] 

$n15 set X_ 373 

$n15 set Y_ 271 

$n15 set Z_ 0.0 

$ns initial_node_pos $n15 20 

set n16 [$ns node] 

$n16 set X_ 990 

$n16 set Y_ 306 

$n16 set Z_ 0.0 

$ns initial_node_pos $n16 20 

set n17 [$ns node] 

$n17 set X_ 989 

$n17 set Y_ 407 

$n17 set Z_ 0.0 

$ns initial_node_pos $n17 20 

set n18 [$ns node] 

$n18 set X_ 1086 

$n18 set Y_ 453 

$n18 set Z_ 0.0 

$ns initial_node_pos $n18 20 

set n19 [$ns node] 

$n19 set X_ 455 

$n19 set Y_ 479 

$n19 set Z_ 0.0 

$ns initial_node_pos $n19 20 

set n20 [$ns node] 

$n20 set X_ 350 

$n20 set Y_ 434 

$n20 set Z_ 0.0 

$ns initial_node_pos $n20 20 

set n21 [$ns node] 



89 

 

$n21 set X_ 263 

$n21 set Y_ 306 

$n21 set Z_ 0.0 

$ns initial_node_pos $n21 20 

set n22 [$ns node] 

$n22 set X_ 261 

$n22 set Y_ 209 

$n22 set Z_ 0.0 

$ns initial_node_pos $n22 20 

set n23 [$ns node] 

$n23 set X_ 240 

$n23 set Y_ 115 

$n23 set Z_ 0.0 

$ns initial_node_pos $n23 20 

set n24 [$ns node] 

$n24 set X_ 313 

$n24 set Y_ 29 

$n24 set Z_ 0.0 

$ns initial_node_pos $n24 20 

 

 

#=================================== 

#        Generate movement           

#=================================== 

$ns at 0 " $n6 setdest 1086 453 40 "  

$ns at 10 " $n18 setdest 877 39 40 "  

$ns at 20 " $n18 setdest 500 117 40 "  

$ns at 60 " $n18 setdest 400 100 40 "  

$ns at 40 " $n6 setdest 400 500 40 "  

$ns at 10 " $n15 setdest 650 470 40 "  

$ns at 10 " $n5 setdest 550 220 40 "  

 

 

#Flooding attackers 

$ns at 0.0 "[$n7 set ragent_] flooder" 

$ns at 0.0 "[$n8 set ragent_] flooder" 

$ns at 0.0 "[$n10 set ragent_] flooder" 

 

#=================================== 

#        Agents Definition         

#=================================== 

#Setup a UDP connection 

set udp0 [new Agent/UDP] 

$ns attach-agent $n21 $udp0 

set null1 [new Agent/Null] 
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$ns attach-agent $n18 $null1 

$ns connect $udp0 $null1 

$udp0 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr0 [new Application/Traffic/CBR] 

$cbr0 attach-agent $udp0 

$cbr0 set packetSize_ 1000 

$cbr0 set rate_ 0.1Mb 

$cbr0 set random_ null 

$ns at 1.0 "$cbr0 start" 

$ns at 20.0 "$cbr0 stop" 

#Setup a UDP connection 

set udp1 [new Agent/UDP] 

$ns attach-agent $n20 $udp1 

set null2 [new Agent/Null] 

$ns attach-agent $n18 $null2 

$ns connect $udp1 $null1 

$udp1 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr1 [new Application/Traffic/CBR] 

$cbr1 attach-agent $udp1 

$cbr1 set packetSize_ 1000 

$cbr1 set rate_ 0.1Mb 

$cbr1 set random_ null 

$ns at 20.0 "$cbr1 start" 

$ns at 40.0 "$cbr1 stop" 

#Setup a UDP connection 

set udp3 [new Agent/UDP] 

$ns attach-agent $n22 $udp3 

set null3 [new Agent/Null] 

$ns attach-agent $n18 $null3 

$ns connect $udp3 $null1 

$udp3 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr2 [new Application/Traffic/CBR] 

$cbr2 attach-agent $udp3 

$cbr2 set packetSize_ 1000 

$cbr2 set rate_ 0.1Mb 

$cbr2 set random_ null 

$ns at 40.0 "$cbr2 start" 

$ns at 60.0 "$cbr2 stop" 

set udp4 [new Agent/UDP] 
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$ns attach-agent $n8 $udp4 

set null4 [new Agent/Null] 

$ns attach-agent $n18 $null4 

$ns connect $udp4 $null4 

$udp4 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr4 [new Application/Traffic/CBR] 

$cbr4 attach-agent $udp4 

$cbr4 set packetSize_ 1000 

$cbr4 set rate_ 0.1Mb 

$cbr4 set random_ null 

$ns at 60.0 "$cbr4 start" 

$ns at 80.0 "$cbr4 stop" 

set udp5 [new Agent/UDP] 

$ns attach-agent $n16 $udp5 

set null5 [new Agent/Null] 

$ns attach-agent $n18 $null5 

$ns connect $udp5 $null5 

$udp5 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr5 [new Application/Traffic/CBR] 

$cbr5 attach-agent $udp5 

$cbr5 set packetSize_ 1000 

$cbr5 set rate_ 0.1Mb 

$cbr5 set random_ null 

$ns at 80.0 "$cbr5 start" 

$ns at 100.0 "$cbr5 stop" 

 

#=================================== 

#        Termination         

#=================================== 

#Define a 'finish' procedure 

proc finish {} { 

    global ns tracefile namfile 

    $ns flush-trace 

    close $tracefile 

    close $namfile 

    exec nam flooding.nam & 

    exit 0 

} 

for {set i 0} {$i < $val(nn) } { incr i } { 

    $ns at $val(stop) "\$n$i reset" 

} 



92 

 

$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 

$ns at $val(stop) "finish" 

$ns at $val(stop) "puts \"done\" ; $ns halt" 

$ns run
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Selective Forwarding Attack Code 

grayholeattack.tcl 

#=================================== 

#     Simulation parameters setup 

#=================================== 

set val(chan)   Channel/WirelessChannel   ;# channel type 

set val(prop)   Propagation/TwoRayGround  ;# propagation model 

set val(netif)  Phy/WirelessPhy           ;# network interface type 

set val(mac)    Mac/802_11                ;# MAC type 

set val(ifq)    Queue/DropTail/PriQueue   ;# interface queue type 

set val(ll)     LL                        ;# link layer type 

set val(ant)    Antenna/OmniAntenna       ;# antenna model 

set val(ifqlen) 50                        ;# max packet in ifq 

set val(nn)     25                 ;# number of mobilenodes 

set val(rp)     AODV               ;# routing protocol 

set val(x)      1200               ;# X dimension of topography 

set val(y)      600                ;# Y dimension of topography 

set val(stop)   120               ;# time of simulation end (s) 

set val(energymodel)    EnergyModel     ; 

set val(radiomodel)     RadioModel      ; 

set val(initialenergy)  1000            ;# Initial energy (J) 

 

#=================================== 

#        Initialization         

#=================================== 

#Create a ns simulator 

set ns [new Simulator] 

 

#Setup topography object 

set topo       [new Topography] 

$topo load_flatgrid $val(x) $val(y) 

create-god $val(nn) 

 

#Open the NS trace file 

set tracefile [open grayhole.tr w] 

$ns trace-all $tracefile 

 

#Open the NAM trace file 

set namfile [open grayhole.nam w] 

$ns namtrace-all $namfile 

$ns namtrace-all-wireless $namfile $val(x) $val(y) 

set chan [new $val(chan)];# Create wireless channel 

#=================================== 

#     Mobile node parameter setup 
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#=================================== 

$ns node-config -adhocRouting  $val(rp) \ 

                -llType        $val(ll) \ 

                -macType       $val(mac) \ 

                -ifqType       $val(ifq) \ 

                -ifqLen        $val(ifqlen) \ 

                -antType       $val(ant) \ 

                -propType      $val(prop) \ 

                -phyType       $val(netif) \ 

                -channel       $chan \ 

                -topoInstance  $topo \ 

                -agentTrace    ON \ 

                -routerTrace   ON \ 

                -macTrace      OFF \ 

                -movementTrace ON \ 

                -energyModel $val(energymodel) \ 

                -idlePower 1.0 \ 

                -rxPower 1.0 \ 

                -txPower 2.0 \ 

                -sleepPower 0.001 \ 

                -transitionPower 0.2 \ 

                -transitionTime 0.005 \ 

                -initialEnergy $val(initialenergy) 

 

 

#=================================== 

#        Nodes Definition         

#=================================== 

#Create 25 nodes 

set n0 [$ns node] 

$n0 set X_ 663 

$n0 set Y_ 484 

$n0 set Z_ 0.0 

$ns initial_node_pos $n0 20 

set n1 [$ns node] 

$n1 set X_ 466 

$n1 set Y_ 407 

$n1 set Z_ 0.0 

$ns initial_node_pos $n1 20 

set n2 [$ns node] 

$n2 set X_ 871 

$n2 set Y_ 426 

$n2 set Z_ 0.0 

$ns initial_node_pos $n2 20 

set n3 [$ns node] 



96 

 

$n3 set X_ 668 

$n3 set Y_ 393 

$n3 set Z_ 0.0 

$ns initial_node_pos $n3 20 

set n4 [$ns node] 

$n4 set X_ 558 

$n4 set Y_ 320 

$n4 set Z_ 0.0 

$ns initial_node_pos $n4 20 

set n5 [$ns node] 

$n5 set X_ 781 

$n5 set Y_ 317 

$n5 set Z_ 0.0 

$ns initial_node_pos $n5 20 

set n6 [$ns node] 

$n6 set X_ 523 

$n6 set Y_ 222 

$n6 set Z_ 0.0 

$ns initial_node_pos $n6 20 

set n7 [$ns node] 

$n7 set X_ 671 

$n7 set Y_ 194 

$n7 set Z_ 0.0 

$ns initial_node_pos $n7 20 

set n8 [$ns node] 

$n8 set X_ 891 

$n8 set Y_ 224 

$n8 set Z_ 0.0 

$ns initial_node_pos $n8 20 

set n9 [$ns node] 

$n9 set X_ 476 

$n9 set Y_ 117 

$n9 set Z_ 0.0 

$ns initial_node_pos $n9 20 

set n10 [$ns node] 

$n10 set X_ 674 

$n10 set Y_ 112 

$n10 set Z_ 0.0 

$ns initial_node_pos $n10 20 

set n11 [$ns node] 

$n11 set X_ 895 

$n11 set Y_ 130 

$n11 set Z_ 0.0 

$ns initial_node_pos $n11 20 

set n12 [$ns node] 
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$n12 set X_ 500 

$n12 set Y_ 300 

$n12 set Z_ 0.0 

$ns initial_node_pos $n12 20 

set n13 [$ns node] 

$n13 set X_ 687 

$n13 set Y_ 36 

$n13 set Z_ 0.0 

$ns initial_node_pos $n13 20 

set n14 [$ns node] 

$n14 set X_ 877 

$n14 set Y_ 39 

$n14 set Z_ 0.0 

$ns initial_node_pos $n14 20 

set n15 [$ns node] 

$n15 set X_ 373 

$n15 set Y_ 271 

$n15 set Z_ 0.0 

$ns initial_node_pos $n15 20 

set n16 [$ns node] 

$n16 set X_ 990 

$n16 set Y_ 306 

$n16 set Z_ 0.0 

$ns initial_node_pos $n16 20 

set n17 [$ns node] 

$n17 set X_ 989 

$n17 set Y_ 407 

$n17 set Z_ 0.0 

$ns initial_node_pos $n17 20 

set n18 [$ns node] 

$n18 set X_ 1086 

$n18 set Y_ 453 

$n18 set Z_ 0.0 

$ns initial_node_pos $n18 20 

set n19 [$ns node] 

$n19 set X_ 455 

$n19 set Y_ 479 

$n19 set Z_ 0.0 

$ns initial_node_pos $n19 20 

set n20 [$ns node] 

$n20 set X_ 350 

$n20 set Y_ 434 

$n20 set Z_ 0.0 

$ns initial_node_pos $n20 20 

set n21 [$ns node] 



98 

 

$n21 set X_ 263 

$n21 set Y_ 306 

$n21 set Z_ 0.0 

$ns initial_node_pos $n21 20 

set n22 [$ns node] 

$n22 set X_ 261 

$n22 set Y_ 209 

$n22 set Z_ 0.0 

$ns initial_node_pos $n22 20 

set n23 [$ns node] 

$n23 set X_ 240 

$n23 set Y_ 115 

$n23 set Z_ 0.0 

$ns initial_node_pos $n23 20 

set n24 [$ns node] 

$n24 set X_ 313 

$n24 set Y_ 29 

$n24 set Z_ 0.0 

$ns initial_node_pos $n24 20 

 

 

#=================================== 

#        Generate movement           

#=================================== 

$ns at 0 " $n6 setdest 1086 453 40 "  

$ns at 10 " $n18 setdest 877 39 40 "  

$ns at 20 " $n18 setdest 500 117 40 "  

$ns at 60 " $n18 setdest 400 100 40 "  

$ns at 40 " $n6 setdest 400 500 40 "  

$ns at 10 " $n15 setdest 650 470 40 "  

$ns at 10 " $n5 setdest 550 220 40 "  

 

 

#Flooding attackers 

$ns at 0.0 "[$n7 set ragent_] grayhole" 

$ns at 0.0 "[$n8 set ragent_] grayhole" 

$ns at 0.0 "[$n10 set ragent_] grayhole" 

 

#=================================== 

#        Agents Definition         

#=================================== 

#Setup a UDP connection 

set udp0 [new Agent/UDP] 

$ns attach-agent $n21 $udp0 

set null1 [new Agent/Null] 
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$ns attach-agent $n18 $null1 

$ns connect $udp0 $null1 

$udp0 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr0 [new Application/Traffic/CBR] 

$cbr0 attach-agent $udp0 

$cbr0 set packetSize_ 1000 

$cbr0 set rate_ 0.1Mb 

$cbr0 set random_ null 

$ns at 1.0 "$cbr0 start" 

$ns at 20.0 "$cbr0 stop" 

#Setup a UDP connection 

set udp1 [new Agent/UDP] 

$ns attach-agent $n20 $udp1 

set null2 [new Agent/Null] 

$ns attach-agent $n18 $null2 

$ns connect $udp1 $null1 

$udp1 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr1 [new Application/Traffic/CBR] 

$cbr1 attach-agent $udp1 

$cbr1 set packetSize_ 1000 

$cbr1 set rate_ 0.1Mb 

$cbr1 set random_ null 

$ns at 20.0 "$cbr1 start" 

$ns at 40.0 "$cbr1 stop" 

#Setup a UDP connection 

set udp3 [new Agent/UDP] 

$ns attach-agent $n22 $udp3 

set null3 [new Agent/Null] 

$ns attach-agent $n18 $null3 

$ns connect $udp3 $null1 

$udp3 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr2 [new Application/Traffic/CBR] 

$cbr2 attach-agent $udp3 

$cbr2 set packetSize_ 1000 

$cbr2 set rate_ 0.1Mb 

$cbr2 set random_ null 

$ns at 40.0 "$cbr2 start" 

$ns at 60.0 "$cbr2 stop" 

set udp4 [new Agent/UDP] 
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$ns attach-agent $n8 $udp4 

set null4 [new Agent/Null] 

$ns attach-agent $n18 $null4 

$ns connect $udp4 $null4 

$udp4 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr4 [new Application/Traffic/CBR] 

$cbr4 attach-agent $udp4 

$cbr4 set packetSize_ 1000 

$cbr4 set rate_ 0.1Mb 

$cbr4 set random_ null 

$ns at 60.0 "$cbr4 start" 

$ns at 80.0 "$cbr4 stop" 

set udp5 [new Agent/UDP] 

$ns attach-agent $n16 $udp5 

set null5 [new Agent/Null] 

$ns attach-agent $n18 $null5 

$ns connect $udp5 $null5 

$udp5 set packetSize_ 1500 

 

#Setup a CBR Application over UDP connection 

set cbr5 [new Application/Traffic/CBR] 

$cbr5 attach-agent $udp5 

$cbr5 set packetSize_ 1000 

$cbr5 set rate_ 0.1Mb 

$cbr5 set random_ null 

$ns at 80.0 "$cbr5 start" 

$ns at 100.0 "$cbr5 stop" 

 

#=================================== 

#        Termination         

#=================================== 

#Define a 'finish' procedure 

proc finish {} { 

    global ns tracefile namfile 

    $ns flush-trace 

    close $tracefile 

    close $namfile 

    exec nam grayhole.nam & 

    exit 0 

} 

for {set i 0} {$i < $val(nn) } { incr i } { 

    $ns at $val(stop) "\$n$i reset" 

} 
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$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 

$ns at $val(stop) "finish" 

$ns at $val(stop) "puts \"done\" ; $ns halt" 

$ns run  
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Generic Attack Code  

aodv.h 

 
 

                       /* 

                           The Routing Agent 

                       */ 

                      class AODV: public Agent 

                     { 

                        .......... 

 

                       /* 

                        * History management 

                        */ 

                          bool   malicious;  

                           .......... 

                       } 

 

aodv.cc 
 

AODV::AODV(nsaddr_t id) : Agent(PT_AODV), btimer(this), htimer(this), 

ntimer(this), rtimer(this), lrtimer(this), rqueue(){  

           

                       index = id; 

                       seqno = 2; 

                       bid = 1; 

 

                       malicious=false; 

                        ............ 

                    }  

 

 

 

 

                    int AODV::command(int argc, const char*const* argv) 

                    { 

                        if(argc == 2) 

                       { 

                             Tcl& tcl = Tcl::instance(); 

   

                            if(strncasecmp(argv[1], "id", 2) == 0) 

                            { 

                                  tcl.resultf("%d", index); 

                                   return TCL_OK; 

                            } 

         

                            if(strcmp(argv[1], "hacker") == 0)  

                            { 

                                    malicious=true; 

                                    return TCL_OK; 

                            } 

                                ........... 

                          } 

                     } 
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                     /* 

                        Route Handling Functions 

                     */ 

 

                     void AODV::rt_resolve(Packet *p) 

                     { 

                        .......... 

                       // If i am a malicious node, 

                       if (malicious == true)  

                      { 

                                drop(p, DROP_RTR_NO_ROUTE); 

                                // DROP_RTR_NO_ROUTE is added for no reason 

                                return;    //Required if you get pkt flow 

not specified error. 

                       } 

                        ......... 

                      } 

 

aodv.tcl 

 

In TCL file we will create we have to add the following line after packet transmission.  

 

$ns at 0.0 "[$node_(0) set ragent_] hacker" 

 


