NANENIZTHMIO MNEIPAIQZ
TMHMA WHOIAKQN 2YZTHMATQN

N.M.Z.: AIAAKTIKH THZ TEXNOAOTIAZ KAl WHOIAKA ZYZTHMATA

KATEYOYNZIH: WHOIAKEZ EMIKOINQNIEZ KAI AIKTYA

TEXNIKEZ RATE SPLITTING A TON NEPIOPIZMO
THZ NAPEMBOAHZ ZE NETWORK MIMO
2Y2THMATA

EIPHNH KENTAPXOY, A.M.: ME10061

AKAAHMAIKO ETOz 2012-2013

EMIBAENOYZA: AITEAIKH AAEZIOY, ENIKOYPH KAOHIHTPIA






Table of Contents

L INEFOAUCTION. ..ttt ettt et st s bbbt st b b e et et bes e sen bt b e 11
2. Optimized data sharing in multicell MIMO with finite backhaul capacity ......ccccccocvevvviieeeiniiiiinnns 14
2.1 System model and proposed transmission SChEME .......ccooviiiiiiiiiie e 15
21.1 ASSUMIPTIONS ..eiiiiiiieeeiiiiteee e e e e ettt e e e e e s siber et e e e e s essabbrteeeeeesasansrbaaeeeesssasannnenaaaneessanns 17
2.1.2 EXQMINEA CASES .uvieniieiiiiiieie ettt ettt sttt ettt ettt e st sttt e e b e s bt e sbeesseeeneeeneeen 17
213 Backhaul CONSTIAINTS ...c..viiiiiiieiieee ettt e s s 17
2.14 Over-the-air tranSMISSION ......ccueiiiiiiiiie ettt e e e 18

2.2 Achievable Rate REZION.........iiiiiiiiiicciee ettt e e s te e e s e e e s e e e s abeeeessbeeeeennrenas 20
2.2.1 Establishing feasibility of a given rate pair (I, 1) eeeeiceeeeeecee e 20
2.2.2 SOIVING PN .eiiiiiiiiiie ettt e e e e e e st e e e st bae e e sasbaeeessbeeeesnnreeesannsenas 21
2.2.3 Extension to N > 2 base StatioNS......cceereerierieiieiieesese e 21

2.3 NUMEIICAl FESUILS ..ttt ettt sb e st st st be s 22
2.3.1 R LI ST {To] o W @eTa 0] o ¥ [ [-Yo ] o NP OSSR 22
2.3.2 Average maximum sum rate Versus SNR.......c.ccvriinene ettt et s s sae e 26

3. Inter-cell Interference Coordination via Cooperative Rate Splitting and Scheduling..................... 29
I Y2y =T o T 0 o o 1Y SR 30
3.2 Cooperative Rate Splitting SChEME......coo i e e 32
3.3 Proposed COMP SCREME....... ittt e e e e bee e e et ae e e e sbae e e esnbaeeeenareeas 38
3.3.1 Cell-edge UE pair identification.......ccccceieieine ettt ste st st erenes 38
3.3.2 RB (C-RBs) allocations for cell-edge UE Pair.......cccuoeeeeeeeceee e ettt 39
3.3.3  UE SCNOAUIING oottt st sttt e b et st saeete st sbe s e e s e st b et et ensaneanas 41

3.4 SIMUIGEION RESUILS......eeitiiiiie ittt ettt sb e st s b et ebeesbeesaeesaeeeneean 43

4. CoMP via Cooperative Rate Splitting and Scheduling scheme under backhaul restriction. ....... 47
4.1 System Model and Proposed Transmission SCheme..........coocvivereenieineinicn e e s 48
4.1.1 BaCKNaUl  FESTIICTION...cceeee ettt et e et s e s 52

4.2 Achievable Rate REZION......cci ettt ettt ste s te s ae st e st et e s e e e seestesbesneenesnseesensaensennes 52
4.3 SIMUIGEION  TESUIES.c..eiiiieie ettt e sre e s e sane e 56
oI ©e 14 (ol V1] o o VPSP PUPOUPRRNt 61
RETEIENCES. ...ttt ettt s e sttt e et e e ebe e s bt e e aeesatesabe e beebe e bt e nbeesaeeeateentean 62

F Y o oY= T [OOSR 64






Table of Figures

= U O SV (Yo o VoY =] S 15
Figure 2:( C=Cl1=C2=1bit/sec/Hz) One can note that if C is relatively low the system is backhaul-
limited. The proposed rate splitting scheme, which we label FRS (for Full Rate Splitting) ................. 24
Figure 3: ( C=C1 = C2 = 5bits/sec/Hz) ) One can note that as C increases the system is no longer
backhaul-limited and becomes limited by the achievable rate region over the air interface. ........... 26
FIGUrE 4: RAtES VS SINR....eeiiiiiiie ittt e e e e s ettt e e e e s s e abre bt e e eesesanasebeaeeeeesesannnrnes 27
FIGUrE  5: RAES VS SRttt st sttt et b s e e e e b st b saeeae et e bt esaes e e e see e eee 28
Figure 6: Hexagonal cell structure with 120° sector antenna..........cooeceeeviiniininesine s 30
Figure 7: Two-user interference channel MOdel...........cooiriiiniiecic et et 30
Figure 8: The cooperative rate splitting model (TWO-USEI CASE)....c..ceerurrereriecsireeeseerereee e erere e e aesns 32
Figure 9: Rate alloCation, 1% CaSE.........vuiiieieeee i ieieesesese e ses s essssassesses et srs st ess s st ssssas sessssenssnsnes 44
Figure 10: Rate allocation, 2 LS eeeeeeeeeeeeeseesee e e e eeeeeteeeeee e e e s e s eaeeaeeeeeeeeeen e en e 44
FIgUre 11: RAte AllOCATION, 3™ CASE....rvuuieereerieeereese e eseeseeeesess et eseesesesees e ses s sesses e ses s s s ees e seseessesens 45
Figure 12: Rate alloCation, Arth CASE.......c ettt ettt ettt e s ae st st st sae e e st b b s base s sanenas 45
Figure 13: Rate allocation, D S eevereeeeeeeeeeeeesesses s seeseeeeseeseeeeessesee e s e s eeseeseesaesaeeee e e erseeeeeeaeen 46
Figurel4: Hexagonal cell structure with 120° sector antenna..........coeceveeeieieinienece e 48
Figurel5: The cooperative rate splitting model (two-user case) under backhaul restriction............... 49
Figure 16: Combining the two SChemes, C=2, 1% CASE.......ooiuiiireeerrereeeeees s ssssessssess s srs s eos 56
Figure 17: Combining the two schemes, C=2, 2 LS eeeeseeeseeeeeseesces s s e s seaeeseeseesee e s eeseeesen s 57
Figure 18: Combining the two schemes, C=2, 3 S eereeereeeeeeeeesesseeeces s sesseeseeeeseeseseeeeee s esaeeseeseeeeneeee s 57
Figure 19: Combining the two schemes, C=2, B CASC e eeeeee s es s s reeeen 58
Figure 20: Combining the two schemes, C=2, D LS e eeeeeeeeesseseeesees s es e s s seaeeseesesseseee s s e s e seenes 58

Figure 21: Average maximum sum rate versus SNR for C=2, 5 bits/sec/Hz. The figure also shows how
much of the power is in the form of private Signals.........ccceceee e 59

Figure 22: Average maximum sum rate versus SNR for C=2, 5, and 10 bits/sec/Hz........cccceererrvrrenunes. 60






MepiAnym

H evigia emmavaxpnoiyotroinon ouxvoTAtwy (single frequency reuse)
XPNOIMOTIOIEITAlI EUPEWG OTA TTIO £GEAIYMEVA OUYXPOVA ACUPUATA CUCTHPATA, OTTWG
10 Long Term Evolution Advanced (LTE-A) [1], yia TNV QVTIUETWTTION TOU PEOOU
augavouevou throughput Twv KUWeAWY, Xwpig eTTEKTAON Tou €Upoug Cwvng. Ouwg,
Qv O€ QUTA TO CUCTAMATA OTTOUCIACOUV OI TEXVIKEG TTEPIOPIOUOU TTAPEPBOANG, ol cell-
edge user equipments (UEs) Ba utropépouv atrd 1oxupr) TTApePPBOAN YEITOVIKWV
KupeAwyv, tou utroBaBuicel To UE throughput. Me okommd va BeATiwBei 1o péoco
throughput Twv KuweAwyv kabwg kai 1o cell-edge UE throughput, pia 1oxupn TeXVIKA
TTEPIOPIOPOU TNG TTAPEUPOAAG QTTOTEAEI AVOTTOQEUKTO KOWMATI TWV ACUPPATWY

OUCTNUATWV.

AIQQOPETIKEG TEXVIKEG TTEPIOPIOUOU TWwV TTAPEPPOAWY €xouv TTPOTAOEI
mpoo@ata. H mpwTtn Katnyopia xpnoiyotrolei fractional frequency reuse [2], TexVIKN
TTou eupéwg peAetatal ota Long Term Evolution Advanced (LTE) cuotiuarta. H
Baoikn 16¢éa ival va avartedei povo éva pépog Tou eupoug Cwvng oe cell-edge UEs
yla va peiwBei n mapeuBoAn kai va BeATiwBei 10 cell-edge UE throughput. Ouwg n
MEBODOC avaBeong peIwWPEVNG 1I0XUOG PETAdOONG O€ PEPIKEG uTTolwveG Buoidlel To
péoo cell throughput yeirovikwy Topéwv [3].H deuTtepn kKaTtnyopia uioBeTei coordinated
beamforming [4], TexviKfj yvwoTr wg coordinated multi-point perddoon (CoMP) [5]
oto LTE-A ouotnua. H Baoikn 16éa Twv ouyxpovwyv CoMP oxnudaTtwv eivar va
EMTPETTOUV  OTOUG OTABPOUG Pdaong (BSs) va ouvrovifouv 10 beamforming,
TTpokeIyévou va pelwBei n inter-cell interference. Opw¢ 0 OuvTOVIOPOG ATTAITE
TEPAOTIO overhead oTnv acUpuatn diacuvdeon Kal oTo backhaul e¢aitiag Tou 011 N
TAPNS channel state information (CSI) pémrel va diapoipaoTei petagy Twv BSs. H
TPITN KATNYOopia agopd OToV TTEPIOPICUO TNG TTAPEUPOANG PE TN TEXVIKN rate splitting
[6], [7]. ZUp@wva PE AUTAV TNV TEXVIKA, Ol TTIPOG WETAdOON pPOoEC OedOPEVWV
Xwpicovtal o€ dUo pépn: otnv common data stream TTOU ATTOKWOIKOTTOIEITAI KAl
otoug duo UEs, kai otnv private data stream 1Tou aTmmOKWAIKOTTOIEITAI POVO OTOUG
TTpokaBopiopévoug UEs. AtmokwdikoTroiwvtag Tnv common data stream amé tnv

TTapEUPOAR, NEPOG auTHG atToppiTTeTal Kal cuveTwg To UE throughput BeATiwveTai.



MeAETEG TNG TTANPOQOpPIag £xouv Ocitel, OTI 0 TTEPIOPIOUOS TNG TTAPEPPBOANG uE
TNV TeEXVIKA rate splitting, e€ival pia TTOAG UTTOOXOUEVN TEXVIKA] OTO KAVAAI
TTapeUPOAG. 210 [6], ol Han and Kobayashi e¢fyayav 1o 1m0 yvwoTé £miteviyo rate
bound yia éva Gaussian kavaAl TTapepPoAng Baoiopévo oe rate splitting oxnua. O
Etkin et al. [7] €édeigav o1 éva atrAd rate splitting oxApa pTTopEi va emTUXEl rates
Méoa o€ €va bit emTevugipou rate bound o€ éva Gaussian kavaAl TTapePBOARG duo
XPNOTWV Kal OT1 TO rate splitting oxApa ammaitei povo Tnv avraAAayr] TTAnpo@opiag yia
Tov AOyo oApatog TTpog B6puBo (SNR) kar trapeppPoAig mpog 66puBo (INR),

MEIWVOoVTaG £T01 KaBuoTépnon Kal overhead oTnv avaTpo@odiTnon Kal ato backhaul.

Mpdoara, £épcuveg eoTidlouv aTnV UI0BETNON Tou rate splitting yia TTPAKTIKES
eQPapuoyEG. 2T1a [8] kai [9], o1 TTPoG HETAdOON POEC BEDOUEVWY XWwpilovTal ot dUOo
MEPN, AAAG o1 pEBODOI TTOU £QAPUOLoVTal TTPOKEINEVOU VA ATTOPACICOUV TO TTO000TO
dl1aipeonG 1I0XU0G, €ival dIAPOPETIKOI. 2T0 [8], 0 AOyog diaxwpIouoU I0XU0G BaacieTal
o€ heuristic Tiuég. O Adyog yia Tnv €AoY auTwy Twv TIPWYV dev e¢nyeital. 210 [9], 0
AOYOG dlayxwpIouoU 1I0XU0G atTro@aacileTal atrd Tn dlac@AAion TTiTEUENS TNG
TToIOTNTAG €CUTTNPEETNONG TNG OUOKEUNG. H néB0dOG auTr) Xwpilel JOvo pia TTpog
MeTGdOON por) dedopévwy o€ BUO PEPN, £TOI ETTITUYXAVEI TTEPIOPIOHEVN BEATIWON
oTav Kai o1 duo UEs utrogépouv atro 1oxupr) TrTapeuBoAn. 1o [10], TpoTteiveTal éva
VEO TTPAKTIKO oOxrua ovoualépevo multi-layer rate-splitting (MLRS). Autd 10 oxfjua
dlaxwpicel TIG TTPOG UETAdOON POEG DEBOUEVWY O€ TTOAATTAG péPN Kal N KATavoun
I0XU0G JETAEU TwV TTOANATTAWY TUNUATWY UTToAOYIZeTal atTO évav aAyopiBuo
Katavepnuévng avabeong 10x006. Ta ammoTeAéoPATA TNG TTPOCOPOIWONG deixvouv OTI
10 multi-layer rate-splitting oxnua ptTopei va mpooeyyioel To emTelEiuo rate bound
o€ éva KavaAl TrTapePBoAng duo xpnoTwv. Opwe éva onuavTikd XAoua UTTAPXEI
METALU TOU rate €vOG TTPAKTIKOU CUOTANATOG Kal TG Gaussian xwpnTikOTNTag
€10000U TOU OCUCTANOTOG. INa va TTEPIOPIOTEN AuTO TO KEVO, 0TO [11] TTpOoTEiVETAI £Va
QATTOTEAEOUATIKO Kal TTPAKTIKO multi-layer rate-splitting oxfiua. Zuvduddesl To multi-
layer rate-splitting oxfua pe dilaudppwon kai uEBodo Tpocappolduevng
KwoIKoTToiNoNG. Ta atmmoTeAéoUATA TNG TTPOCOP0IWONG BEIXVOUV OTI TO TTPOTEIVOUEVO
multi-layer rate-splitting oxfua ue Tpoocapuoyrp MCS, BeATILOVEI CNPAVTIKA TV
atmrédoon 1n¢ cell-edge UE o€ éva pealhioTIKG QIKTUO Kal ETTITUYXAVEI TTEPICCOTEPN

«dIkaloouvny PeTagu kal Twv duo UEs .



2TOUG TTapadOoCIaKoUg oxedIaouous KaBe oTaBudg BAong atmmokTd aTo 1o
OiKTUO KOpUOU Ta OEDOUEVA TTOU TTPOOPICOVTAI YIA TOUG XPNOTEG TNG TTEPIOXNS
KAAUWNG Tou: Ta dedopéva dev gival dlaBéaiya o€ TTOAOUG oTabpoug Bdong
(Interference channel). lNMpdoeartn £psuva Baoiopévn otn Bewpia MIMO, TTpoTEIVE TA
OPEAN TNG XAAAPWONG AUTOU TOU TTEPIOPIOUOU, ETTITPETTOVTOG £TAI OEOOUEVA VA
Molpalovtal o€ TTOAATTAOUG TTOPTTOUG. 2€ £VA TETOIO OEVAPIO, TTPAYUATOTIOIEITAI
TTOAU-KUWEANIKA €TTECEPYATIA UE TN HOPPT TNG KOIVAG TTPO- KWAIKOTIOINONG: TO
ouoTnua auto avagépetal wg network MIMO. ‘Eva peIOVEKTNUA TNG KATEPXOMEVNG
¢euéng network MIMO cival n atraitnon piag peydAng utrodoung backhaul, trou
MTTOPEl Va apBAuvVOEel péow TNG EUTTNPETNONG MOVO UTTOOUVOAWY aTtd UES pe koivi
peTadoon [12], diaipwvtag éva KUWPEAOEIDEG BIKTUO O€ MIKPA UTTOOUCTHUATA, OTTOU TA
OUOCTAMOTO AUTA PNTTOPOUV VA EQAPUOCTOUV O€ TOTTIKO TTiTTedO [13], i
XPNOIMOTTOIVTAG opIouéva oXApaTa BS cooperation TTou putropouv va BEATILOOOUV

TepaITépw TO trade off peTalu Twv rates kai Tou atrairoupevou backhaul [14].

Opiouévol ouyypaQEic £XOUV QVTIMETWTTIOEI TO TTPORANUA TNG KOIVAG
peTadoong 6tav ol backhaul cuvdEoelg PETALU TNG KEVTPIKAG HOVADAGS KAl TV
TouTTWYV (the base stations), A HETAEU TOU TEAEUTAIOU, Eival TTETTEPACUEVEG. Z€ IO
TETOIQ TTEPITITWON TO TTPOKUTITOV TTOAU-KUWEAIKO KAVAAI OEV AVTIOTOIXEI OUTE O€ £va
MIMO broadcast channel, oute o€ éva interference channel . MeTafu dAAwv, oTO
[15] ka1 [16], n a1Td KoIvOU KWAIKOTTOINON YIa TV KATEPXOUEVN CEUEN evOg
KUWEAWTOU OUCTAHATOG MEAETATAI UTTO TNV TTApadoxr OTI oI oTaBuoi Baong
OUVOEOVTAI OE Hia KEVTPIK JOVADA HECW OUVOECEWV TTETTEPACHEVNG XWPENTIKOTNTAG.
O1 ouyypageic epeuvolv dIAPOPETIKA OXNHaTa HETAdooNG Kal TPOTTOUG XPAONG TNG
backhaul xwpnTikOGTATAG OTO TTAQICIO YIag TPpOoTTOTTOINUEVNG €Kdoong Tou Wyner's

channel model.

2€ QUTNV TNV EPYOOiA, OTO KEPAAQIO 2, TTAPOUCIACETAI N CUVEPYQTia o€ £va
TTOAU-KUWEAIKS TTEPIBAGAAOV OTTOU 01 oTaBUOI BAong (BSs) emBupouv atmmd koivou va
eCuTTNPETAOOUV TTOAAOUC XPNOTES, KATW OTTO £Va TTEPIOPICHEVNG- XWPNTIKOTNTOG
backhaul. INa trepiopiopévn backhaul xwpnTtikéTNTa avadueTal éva trade-off petagu
NG diapoipaong dedouévwy, (TTARpNS MIMO cooperation), Kal TNG IN EQAPUOYNAS
auTng, (TTou TTeplopidel Tn diaTagn o€ €va Interference channel aAAd etTiong atmaiTei
Aiyotepo overhead). Ta ammoteAéopara TnNG TTPooopoiwaong deixvouv TTwe N backhaul
XwpPNTIKOTNTA KaBopilel TTooa atmod Ta dedouéva agiel va poipacTouv ae TTOAAOUG



BSs . 210 emméuevo ke@dAaio TTapoucidlovtal évag user equipment pair selection
aAyopiBuog kal évag cooperative proportional fair scheduling aAyépiBuog. To
coordinated multi-point TTAqicio petaddoong Baciouévo oto cooperative rate splitting
oxnua Trpoteivetal oto LTE-A cuoTnua Kal Bewpeital 011 BeATIWvEl TRV aTTGd0CT TOU
cell-edge UE atmrokwdIKOTToIWVTag HEPOG TNG TTapEPPBOANG. H epyacia autrh 6TTwg ol
TTEPICOOTEPEG ONUOCIEVCEIG, AYVOEI TO KUPIO PEIOVEKTAPA TWV CUCTANATWY AUTWY,
onAadr Tnv avaykn yia emTTPOcBeTo backhaul. MNa va repiopicoupe autd 10
MEIOVEKTNUA £Va TTIO PEANIOTIKO OXAMA TTPOTEIVETAI OTO KEQAAQIO 4, TO OTTOIO
OPYOVWVETAI WG €ENG: ZTO TUARUA | TTapouciAfovTal TO HOVTEAO TOU CUCTHUATOG KAl TO
TTpoTelvOuevo oxiua uetddoong tou CoMP via Cooperative Rate Splitting and
Scheduling scheme under backhaul restriction . Z10 TuRua Il, elocdyovTal o1 EQIKTES
TTEPIOYEG rate Twv TTEVTE TTEPITTTWOEWV. H HEAETN OAOKANPWVETAI E TNV TTAPOUCIAOT
Kal oulATNON TWV OTTOTEAECPATWY TTPOCONOIWoNG oTo TuNUa lll. TEAOG, opiouéva

OUUTTEPACUATA TTAPOUCIACOVTAI OTO KEQAAQIO 5.
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1. Introduction

Single frequency reuse is widely used in current state-of-the-art wireless
systems, such as Long Term Evolution Advanced (LTE-A) [1], to deal with the
increasing average cell throughput without bandwidth expansion. However, if
interference mitigation techniques are absent in these systems, the cell-edge user
equipments (UEs) will suffer from strong interference from adjacent cells which
degrades the UE throughput. In order to improve the average cell throughput as well
as the cell-edge UE throughput, a powerful interference mitigation technique is an

inevitable part of wireless systems.

Different interference mitigation techniques have been proposed recently. The
first category uses fractional frequency reuse [2], which is widely discussed in the
Long Term Evolution (LTE) systems. The main idea is to assign only a part of the
bandwidth to cell-edge UEs to reduce the interference and improve the cell-edge UE
throughput. However, the method allocating reduced transmission power on some
subbands sacrifices the average cell throughput of adjacent sector [3]. The second
category adopts coordinated beamforming [4], also known as coordinated multi-point
transmission (CoMP) [5] in the LTE-A system. The essence of the current CoMP
schemes is to let base stations (BSs) coordinate the beamforming in order to reduce
the inter-cell interference. But the coordination requires enormous overhead on the
air interface and over the backhaul since complete channel state information (CSI)
needs to be shared among BSs. The third category applies the rate-splitting-based
interference mitigation [6], [7]. Under this technique, transmitted data streams are
split into two parts: the common data stream that is decoded at both UEs, and the
private data stream that is decoded only at intended UEs. By decoding the common
data stream of the interference, part of the interference is cancelled, and

consequently the UE throughput can be improved.

Theoretic Information studies have shown that the rate-splitting-based
interference mitigation is a very promising technique in the interference channel. In
[6], Han and Kobayashi derived the best known achievable rate bound for a

Gaussian interference channel based on a rate splitting scheme. Etkin et al. [7] show
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that a simple rate splitting scheme can achieve rates within one bit of the achievable
rate bound in a two-user Gaussian interference channel and the rate splitting
scheme only requires the exchange of the signal-to-noise ratio (SNR) and
interference-to-noise ratio (INR) information, thereby reducing delay and overhead in
feedback and backhaul.

Recently, some researches focus on adapting the rate splitting scheme for
practical applications. In [8], [9], transmitted data streams are both split into two
parts, but the methods applied in order to decide the power split ratio are different. In
[8], the power split ratio is based on some heuristic values. The reason for selecting
these values is not explained. In [9], the power split ratio is decided by guaranteeing
the UE achieving target Quality-of-Service. This method splits only one transmitted
data stream into two parts, thus it achieves the limited improvement when both UEs
suffer strong interference. In [10], a new practical scheme called multi-layer rate
splitting (MLRS) is proposed. This scheme split the transmitted data streams into
multiple parts and the power distribution among the multiple parts is calculated by a
distributed power allocation algorithm. Simulation results show that this multi-layer
rate splitting scheme can approach the achievable rate bound of a two-user
interference channel. But a significant gap exists between the rate of a practical
system and its Gaussian input capacity. To narrow this gap, in [11] an effective and
practical multi-layer rate splitting scheme is proposed. This scheme combines the
multi-layer rate splitting scheme with modulation and coding adaptation method.
Simulation results show that the proposed multi-layer rate splitting scheme with MCS
adaptation substantially improves the performance of the cell edge UE in a realistic

network and achieves better fairness between both UEs.

In traditional designs, each base station obtains from the backbone the data
intended for users in its coverage area; data for users is not available at multiple
base stations (Interference channel). Recent research rooted in MIMO theory has
suggested the benefits of relaxing this constraint, thereby allowing for data to be
shared at multiple transmitters. In such a scenario, multicell processing in the form of
joint precoding is realized: this scheme is referred to as network MIMO. A downside
of downlink network MIMO is the requirement of a large backhaul infrastructure,

which can be alleviated through serving only subsets of UEs with joint transmission

12



[12], partitioning a cellular network into small subsystems where these schemes can
be applied locally [13], or using certain BS cooperation schemes that can further

improve the trade off between rates and required backhaul [14].

Some authors have tackled the problem of joint transmission when the
backhaul links between a central unit and the transmitters (the base stations), or
amongst the latter, are finite, in which case the resulting multicell channel no longer
corresponds to a MIMO broadcast channel, nor does it correspond to the so-called
interference channel. Among others, in [15] and [16], joint encoding for the downlink
of a cellular system is studied under the assumption that the base stations are
connected to a central unit via finite capacity links. The authors investigate different
transmission schemes and ways of using the backhaul capacity in the context of a

modified version of Wyner’s channel model.

In this study, in chapter 2, the cooperation in a multicell environment where
base stations (BSs) wish to jointly serve multiple users, under a constrained-capacity
backhaul is presented. For finite backhaul capacity a trade-off between sharing user
data, which allows for full MIMO cooperation, and not doing so, which reduces the
setup to an interference channel but also requires less overhead, emerges.
Simulation results illustrate how the capacity of the backhaul determines how much
of the user data is worth sharing across multiple BSs. In the following chapter, one
user equipment pair selection algorithm and a cooperative proportional fair
scheduling algorithm are presented. The coordinated multi-point transmission
framework based on the cooperative rate splitting scheme is proposed in the Long
Term Evolution Advanced system and can be considered to improve the cell-edge
UE performance by decoding part of the interference. This work, as the most
publications in this field, neglects the main downside of such systems, namely, the
need for an additional network backhaul. To erase this downside a more realistic

scheme is proposed in chapter 4 which is organized as follows. In Section |, the
system model and proposed transmission scheme of the CoMP via Cooperative

Rate Splitting and Scheduling scheme under backhaul restriction, are presented. In
Section I, the five cases achievable rate regions are introduced. The study is
completed with a presentation and discussion of simulation results in Section IIl.
Finally, some conclusions are presented in chapter 5.
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2. Optimized data sharing in multicell MIMO with finite
backhaul capacity [17]

A major issue in several types of wireless networks is that of the interference.
This problem is especially acute in cellular networks with full reuse of the spectrum
across all base stations. In traditional designs, each base station obtains from the
backbone the data intended for users in its coverage area, data for users is not
available at multiple base stations (Interference channel). Recent research rooted in
MIMO theory has suggested the benefits of relaxing this constraint, thereby allowing
for data to be shared at multiple transmitters so that a giant broadcast MIMO channel
results. In such a scenario, multicell processing in the form of joint precoding is

realized: this scheme is referred to as network MIMO.

Full data sharing subsumes very high capacity backhaul links, which may not
be feasible, or even simply desirable, in certain applications. In fact, under limited
backhaul rate constraints, data sharing consumes a precious fraction of the backhaul
capacity which otherwise could be used to carry more data to the users: this
overhead should thus be compensated by the capacity gain induced by the network

MIMO channel over the classical IC.

A number of recent interesting research efforts have considered networks
with finite-capacity backhaul. A recent study which deals with a Wyner-like channel
model is [18], which has taken an information-theoretic look at the problem of partial
message exchange between neighbouring BSs and derived the corresponding
asymptotic multiplexing gain per-user as the number of users (and BSs) goes to
infinity.

This chapter presents the way of using a given backhaul to serve the users in
the system. The authors propose a transmission scheme whereby superposition
coding is used to transmit signals to each user: each user’s data is in fact split into
two types; ‘private’ data sent by a single BS and ‘shared’ data transmitted via
multiple bases. Such an approach should be useful, as it allows tuning how much
data is shared as a function of the backhaul constraints. Moreover, by their
assumptions and equation forms, this chapter -using simulation- illustrates the rates

achieved for different values of backhaul capacity.
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2.1 System model and proposed transmission scheme

Central Processor
Backhaul link, Backhaul link,

capacity Gy ~ capacity C,
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Figure 1: System model
Constrained backhaul setup. The rates of the messages carried by each backhaul link are represented. The
central processor is assumed to collect all downlink traffic then route it to individual (non shared traffic) or
both (shared traffic) transmitters.

This study focuses on a two transmitter two receiver setup. It emphasizes the
problem of precoding at the transmitter side, the receivers are assumed to have a

single antenna while the transmitters have Nt =1 antennas each:

h;j is the N; - dimensional complex vector corresponding to the channel between

transmitter j and user i,
h; represents user i’'s whole channel state vector.
hi=[hT, hT21"

hi=[h", hT42]" ho=[h'2, hT2]7
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-considers that the signal received at user i will be given by

2
yi= > hi'x +z,
j=1
Where x; € c"; denotes BS j’s transmit signal and z ~ C (0, ¢?) is the

receiver noise.
X; is subject to power constraint P; so that

Ellxli®> <P, j=1,2

-assumes a backhaul link of capacity Cj [bits/sec/Hz] between the central
processor (CP), which collects all downlink traffic then routes it to individual (non
shared traffic) or both (shared traffic) transmitters, or the backbone network and

transmitter j, forj=1, 2

-in an attempt to bridge the IC situation (where the transmitters do not share
user data) and the multi-cell MIMO scenario (where they do), proposes to split the

user traffic content across two types of messages:

> private messages which are sent from the CP to only one of the
transmitters, and
> shared messages, which are sent from the CP to both transmitters, and

are consequently jointly transmitted.

Thus, the total information rate for user i, ri, will be split across ri1p, ri2,, and ric,
where r;,; refers to the rate of the shared message for that user, and rj,, refer to the

rate of the private message for user i reaching it from BS j:

2
= Z Fijp + lic (1)
j=1

]

r{ =ri1,pF M2,p + My l2 =1T21,p + M2,p + 2

16



2.1.1 Assumptions

The main assumptions used in this study are the following:

» each receiver does single user detection (SUD), in the sense that any
source of interference is treated as noise.

> the study examines the costs and benefits of sharing user data, not that
of sharing the channel state information (CSl), hence full global CSIT is

assumed at each transmitter.

2.1.2 Examined Cases
The transmission scheme proposed covers the two particular cases of:
-an IC, obtained by forcing rii,p =1, r, i=1,2,and

-a network MIMO channel, obtained by forcing r,p, =0, i=1,2, j=1, 2.

2.1.3 Backhaul constraints

Backhaul link j with finite capacity C; serves to carry both private (from BS j)

and shared messages for both users, so that the following constraint applies:

Cjz Z lip + 22: lic. j=1,2

2
i=1 i=1

Using (1), this constraint can be rewritten as:

2 2
CjZZ I -Z ri],p, =1,2

Finally, the sum rate r = rq + r, cannot exceed the total backhaul capacity, so that

r< Ci1+GC,

17



2.1.4 Over-the-air transmission

The channel between the two transmitters and user i, h; can be viewed as a
MAC with a common message [19]. The overall channel can be regarded as the
superposition of two such channels, which interfere with each other so that the

receiver noise at user i is enhanced by the interference due to the signals carrying

user i’s data, the total interference plus noise power at user i will be denoted by 0.

The transmit signal of BS j as a superposition of two signals, xj, i = 1, 2, one

intended for each user:

Xj =Z Xij

2
i=1

X1 = X11 + Xo1 X2 = X12 + X22

Restricting the transmission model to beamforming, xij can be generated as:

Xij = Wijc Sic T Wijp Sijp (2)
X119 = W11,c S1,c T W11pS11p X21 = Wat,0 S2.0 F W21,p S21,p
X12= W12,c S1,c ¥ W12p S12p X22 = W22,0 S2,0 + W22,p S22,p

Where
Sic and sj, are independent CN (0, 1) random variables
Wic = [W'it,cWiz,e]T € €, is the beamforming vector carrying symbols s;,. and

Wijp € cM, is the beamforming vector carrying symbols si;,p.

According to the authors the following rate region Rair is achievable by transmit

signals of the form given in (2) on the over-the-air segment

18



[Using the Shannon capacity formula: Ri=log, (1+ SINR)

SINRI = received power of UEi / the total interference plus noise power at user i]

h»-T - 2
fip < loga( 1 + 'JGL;P' ) =12, i=1,2

2 2
2 Z‘hijTWij.p‘
Z ipS logz( 1+ = > ) i=1,2

j=1 o

T
‘hi Wi,c

2 &l 2
+Z‘hi,- Wij,p‘
1
2

O

n< loga(1+

) i=1,2
where

2 b T
ol =0+ > |nj'wijf + |hwi cf
j=1

and the beamforming vectors are subject to power constraint

2
(w, ol + lIwi ol?) <P j=1,2
i=1

2 2 2 2
W11 cll® + w11 pll” + W21 cllI® + Wl

A
L

2 2 2 2
IW12,cll® + [Iw12pll” + Wz cll” + [Waz ol

I\
o
N
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2.2 Achievable Rate Region

The authors under the assumption that the set of rate-tuples (r1, ri1,p, r12,p, 2,
r21,p, f22,p) that belong to Rair and also satisfy the specified backhaul constraints
defines an achievable rate region R, investigate its boundary and beamforming

strategies to achieve points on this boundary.

By the assumption that points on the rate region boundary are thus obtained by
solving the following problem for o discretized over [0, 1], where « denotes the

proportion of the total sum rate intended for user 1’s data:
max. r
s.t. rm=or, rp=(1-<)r

20, rp20 =12, =12

22: li -Zzl I’i],p < CJ', j=1,2

(r1, r11,p, M12,ps 2, F21,p, 22,p) € Rar

This problem may be solved using a bisection method over r, which requires testing

the feasibility of any chosen sum rate r.

2.2.1 Establishing feasibility of a given rate pair (ry, rz2)

It is assumed that sum rate r and « to be fixed. Thus, ri =< r, r2 = (1 -« )r.
The authors consider that a rate pair (rq, r2) is achievable, if and only if a rate-tuple

(r1, r11,p, M2,ps 2, 21,p, M22,p) SUCh that
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2
rip=max (0,r1+r,-Cj)=c;, =12,
i=1

can be supported on the over-the-air segment.

Taking into above consideration, the feasibility of a rate pair (r1, r;) may be

checked by solving the following power minimization:

2
2 2
>, 2 Clwie I + Il wip II°)

2
i=1 j=1

st. 0 < lj,p < Cj, J=1,2
C1+Co -r2 < Iqp *rigp <1y

(r1, 11,0, M2,p, M2, C1 — M1,p, C2 — M2,p) € Rair

which is an optimization over both the private rates, and the beamforming vectors.

2.2.2 Solving Pmin

Fixing the rates i.e. a rate pair (r1, r2), which is part of the achievable rate region
Rar and also satisfy the specified backhaul constraints, the remaining power
minimization problem can be shown to be equivalent to a convex optimization, and

can be solved efficiently thus finding beamforming vectors. It is not of the scope of

this thesis to present the solution of this convex optimization problem.
2.2.3 Extension to N > 2 base stations

The approach can be extended to N > 2 cells. For N cooperating BSs,
messages for a certain user may be shared by k = 2,...., N BSs, and for each Kk,
there will be (V) possible BS combinations. Thus, some simplification would be
required. This may not be too restrictive since in general, a user in a cellular network
is most sensitive to the signals reaching it from its 3 closest BSs, and would benefit
most by receiving messages from these alone.
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2.3 Numerical results

2.3.1 Rate Regions Comparison

This presented analysis verifies the Rate Region for the proposed rate splitting
scheme and also, the rates achieved for network MIMO and IC for 10dB SNR.

The given channel instance is:
h'y1 =[0.2939 — 1.1488i — 1.5260 — 0.3861i],
h'y, = [0.3963 —0.2679i 0.8306 + 0.6110i],
h'»1 = [-0.7201 — 0.3025i — 0.9658 — 0.1754i],
hTx =[0.1952 — 0.0026i 1.7096 + 0.4040i],
By the assumptions and equation forms:

Hybrid IC/MIMO proposed scheme

The total information rate for user i, ri, will be split across i1 p, rio,, and ric, where
ri,c refers to the rate of the shared message for that user, and r;,, refer to the rate of

the private message for user i reaching it from BS j:

2
r= z Fijp + Tic

j=1
Backhaul usage

Backhaul link j with finite capacity C; serves to carry both private (from BS )

and shared messages for both users, so that the following constraint applies:

Finally, the sum rate r = rq + ry cannot exceed the total backhaul capacity, so that

rn+rp <Ci+GCy
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Establishing feasibility of a given rate pair

Rate pair (r1, r2) is achievable, if and only if a rate-tuple (r1, r11,p, M2, p, 2, 21, p, 22, p)

such that Fijp = max(o’ ry+ro— C]) =g, J=1 ’2

2
i=1
s.t. 0< Mjp < G, J=1 ,2

C1tCo-T2 < Tyqpt+rip S Iy

A. For C1=C;=C=1bits/sec/Hz

- The proposed rate splitting scheme, which we label FRS (for Full Rate
Splitting)

rp=C1+Co—ry

- The rate splitting scheme studied in [20], where private rates originate from
only one of the two BSs (rj,, = 0, for i # j), which we label ARS (for Asymmetric Rate
Splitting),

r= C1 and o= C2

-Particular Case

Beamforming on the interference channel (ri, = r, i =1,2), labelled IC, rj, =0 for
i#, ric=0 i=1,2

rhi=Cqy and rn=0_C,
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-Particular Case
Network MIMO beamforming (ri,c = r;,), labelled NM, r;,,=0 i=1,2 j=1,2

r2=02—r1

C=1bits/sec/Hz
2(“\ I T 1 I T I T Ll 1

Y s ERG
18 ‘& £ ARS[
. & IC
—— N

o

1.4F Q .
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Figure 2: (C =C1 =C2=1bit/sec/Hz) One can note that if C is relatively low the system is backhaul-limited. The

proposed rate splitting scheme, which we label FRS (for Full Rate Splitting)

As can be seen, depending on C, the FRS scheme may achieve a total sum
rate of up to 2C, which is the maximum possible. One can also note that if C is
relatively low, one may be better off giving up on a network MIMO approach,

especially if the backhaul is used to forward the messages themselves.
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B. For C1=C:=C=5bits/sec/Hz

- The proposed rate splitting scheme, which we label FRS (for Full Rate
Splitting)

ra SZ(CQ"' C1)/3—r1 r =(2C2+C1)/2—I‘1

-The rate splitting scheme studied in [20], where private rates originate from
only one of the two BSs (rj,, = 0, for i # j), which we label ARS (for Asymmetric
Rate Splitting),

ry=Cj and r,=C, rh = (202 + C1)/2 — I

-Particular Case

Beamforming on the interference channel (rj,, = ri, i=1, 2), labelled IC, and r;,, =0
forizj and r,:.=0 i=1,2

ry=Cy and r,=Csp r, < (202 + C1)/2

—Particular Case
Network MIMO beamforming (ric = ri), labelled NM, and rj,, =0 i=1,2 j=1,2

ro=Cy—ry

As the backhaul capacity increases, the NM approach increases in appeal. The
FRS and ARS approaches outperform it as C increases until the point where both
achieve the same rate region: when this happens, the system is no longer backhaul-
limited and becomes limited by the achievable rate region over the air interface.
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C=5bits/seciHz
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Figure 3: ( C=C1 =C2 = 5bits/sec/Hz) One can note that as C increases the system is no longer backhaul-
limited and becomes limited by the achievable rate region over the air interface. The proposed rate splitting

scheme, which we label FRS (for Full Rate Splitting)

2.3.2 Average maximum sum rate versus SNR

This presented analysis illustrates the sum rate and the rate per user versus
SNR for the proposed rate splitting scheme (FRS) and also, how much of the total
data rate comes from private messages. (The figure also shows how much of the

rates achieved correspond to private messages alone).

By the assumptions and equation forms:

Backhaul usage
The sum rate r = rq + r, cannot exceed the total backhaul capacity, so that

ri+ro SC1+CQ
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Achievable rate region Rair on the over-the-air segment

2 T 2
Z‘hij Wij,p‘

2 .
Z ps loga(1+ 20— ), i=1,2

j=1 O

T 2 &t 2
‘hi Wi,c +Z‘hij \Nij,p‘
< loga(1+ L ) i=1,2
O
2_ 2. % T o (2 T i (2
Where o =0 + z |hij W|J pl + |h| Wi, Cl

=1

Because it is not of the scope of this thesis to find the beamforming vectors:

- itis assumed that w11p, w12p are equal to 0.5, w22p, w21p are equal to 0.1,
w11c , w12c are equal to 1, and w22c, w21c are equal to 0.5, for C4 = C; =
C=1bits/sec/Hz (FRS)

C=1
2 e — ;
¥ - -R1
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Sum rate
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Figure 4: Rates Vs SNR for C, = C, = C=1bits/sec/Hz
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- ltis assumed that w11pis equal to 1 w12, w22p, w21p are equal to 0.1, wlic,
w12c are equal to1, w22c, w21c are equal to 0.5, for C4 = C, = C=5 bits/sec/Hz
(FRS)

C=5
35 T T T T
/‘__‘_————— . -R1
— —R2 B3
- o " * -
3 / © % * Sum rate
/ ** * F rlpmax
25} ,/** *  2pmax i
g *  sum of private rates
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©
o
Z
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1r i
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0 Ltk — '
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Figure 5: Rates Vs SNR for C1 = C, = C=5bits/sec/Hz

Simulation results illustrate, how the capacity of the backhaul determines how
much of the user data is worth sharing across multiple BSs. For quite low C all of the
data will be in the form of private messages, the proposed scheme and the IC’s
performance are quite close. As C increases, the IC rate region corresponds to a
larger portion of the network MIMO region, the achieved rates correspond to more
shared than private messages, the proposed scheme approach the NM. If the
backhaul is too constrictive, it may be better to simply have each user served by a
single base station rather have both messages routed to both base stations. This is
because, although data sharing allows to convert the interference channel into a
MIMO broadcast channel with higher capacity, data sharing occupies the resources
that could otherwise be used to send fresh (non shared) data. Consequently for finite

backhaul capacity a trade off between sharing user data and not doing so is present.
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3. Inter-cell Interference Coordination via Cooperative Rate

Splitting and Scheduling [21]

In a multi-cell wireless network, an efficient interference mitigation technique is
an inevitable part of the current state-of-the-art wireless system. As opposed to
conventional interference mitigation techniques which treat the interference as noise,
a coordinated multi-point transmission framework based on the cooperative rate
splitting scheme can be considered to improve the performance by decoding part of

the interference.

Current state-of-the-art wireless systems, such as Long Term Evolution
Advanced (LTE-A) [1], aim at using a single frequency reuse to deal with the
increasing average cell throughput without bandwidth expansion. However, in these
wireless systems, cell-edge user equipments (UEs) inevitably suffer from strong
interference from adjacent cells which leads to the UE throughput decrease if
interference mitigation techniques are not employed. Major challenges of wireless
systems are to increase not only the average cell throughput, but also the cell-edge
UE throughput. Therefore, in the LTE-A system, one of the main concepts of the
current CoMP schemes is that transmissions are coordinated so to avoid the
interference. But, these CoMP schemes require enormous overhead on the air
interface and over the backhaul based on the data and the channel state information
(CSI) sharing scenarios. Consequently, it is state of the art to investigate CoMP
schemes to achieve a good trade-off between the performance and the coordination
cost. The rate splitting scheme is a promising method which balances the
performance and cost in CoMP schemes. Rate-splitting-based interference

mitigation schemes [6]-[8] have attracted many researchers recently.

This chapter presents the effort made to deal with the interference problem for
cell-edge user equipments (UEs) without penalty, as well as to improve the average
performance in certain scenarios. The authors propose a CoMP scheme based on
the cooperative rate splitting where a user equipment pair selection algorithm and a
cooperative proportional fair scheduling algorithm are developed. Also, by their
assumptions and equation forms, this chapter -using simulation- indicates the

performance of the CoMP scheme.
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3.1 System model

Sector 1

(BS 1)
UE 1/ Interference
Sector 3 c‘?:.,?./]'cgiﬂn
(BS 3) 'kq
LUE 2

Sector 2
(BS 2)

Figure 6: Hexagonal cell structure with 120° sector antenna

This study considers a downlink OFDMA system where three sectors in one BS

site share the same carrier frequency and assumes each

BS use one transmit

antenna to serve a sector. Also, considers the coordination between only two BSs

and a total of Nyg UEs, equipped with one receive antenna, served by each BS.
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Figure 7: Two-user interference channel model
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Focusing on a two-user interference channel model the authors consider both
UE1 (served by BS1) and UE2 (served by BS2) are cell-edge users and they are
geometrically close to each other. Accordingly, UE1 and UE2 receive interference
from one another and the received signals, r1 and rp, of UE1 and UE2 can be

expressed as
ri=h11S1 + hy282 + ny r2=h21S1 + h22Sz + N2

Where hij denotes the independent Rayleigh fading channel gain from transmitter
j to receiver i. h11, h22, h12 and h21 are independent identically distributed (i.i.d.)
zero-mean complex Gaussian random variables with variances 0211, 0%, 0%12 and

02,1 respectively

where Gzij reflects the channel propagation loss from transmitter j to receiver i. si
is the transmitted symbol with covariance ozs,i = €[Isi|*] = Ps, at transmitter i. nj and w;
are the interference caused by other transmitters and i.i.d additive white Gaussian
noise (AWGN) samples, respectively. Here, ni is treated as noise, thus the

covariance of the noise ni( ni +wi) is given by

Prn,i = NN 1= €0 171 + Ellwi 1] = 0%,

-For each UE, BSs can be divided into 3 types: serving, cooperative and

uncooperative BS.

a. the serving BS, the UE chooses the BS with the strongest signal as the
serving BS, determines the UE’s power allocation policy and transmits data to the
UE, while the UE feeds back the power level of the interference to its serving
BS(CSI).

b. the cooperative BS cooperates with the serving BS. The UE suffers the
strongest interference from the cooperative BS.

c. the uncooperative BS. The UE treats the interference from the uncooperative
BSs as noise (SUD).
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- Four received signal strength ratios of UE i are defined and are given by

signal-to-interference-plus-noise ratio SINR; = 0%,/ (0%, + 0%))
signal-to-noise ratio SNR; = Ozv,i/ Ozn,i
interference-to-noise ratio INR; = czu,i / czn,i
signal-to-interference ratio SIR; = 0%,/ 0%,

where

o%i= 0%o%;, 0%, =0%0%,; with (i#) are the received power of UE i from its

serving BS i and from its cooperative BS j respectively

3.2 Cooperative Rate Splitting Scheme
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Figure 8: The cooperative rate splitting model (two-user case)

The proposed cooperative rate splitting scheme is introduced for a two user
case. The key idea of this system is the cooperatively common information

encoding :
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-BS i splits its data u; into two parts: u® and uP (where ‘c’ stands for the

common information and ‘p’ for the private information).

— encode the common information u+® and u,® cooperatively, in particular, the c4

and c, are generated due to the joint encoding of u® and u,°
-u” are encoded into p;
-c; and p; are superimposed with the power allocation policy
02s,i = 020,i + 02p,i

where

ozc,i , ozp,i denote the covariance of the common signal c¢; and of the private

signal p; respectively
at the receiving end

-at the first stage, both UEs jointly decode u+® and u,® and simultaneously

subtract off ¢ and c, from the received signal, while
-at the second stage u+” and u,” are only decoded by the intended UE

One of their main conclusions is that the fully- cooperative MAC is equivalent to
a single user channel. Thus a single user code is used instead of multiuser codes,
which will reduce the decoding complexity of the common signals. But this scheme
needs to share the common information between BSs thereby increasing the effort at

the transmitting end.

The authors consider the two-user sum rate of the cooperative rate splitting

scheme is contained in the following region [22]

02 2
Ri <log2 (1+—227 21 )4 minflog2 (1 +———— 29ty jog2(1
0 11700 ) O 1t 00 it 0,0
+ ngGZC,l )},

2 2 2
O ot U0 p1t 000 5
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2
9220 p.2

2
9120- c,2

R, < logz(1+ ) + min {log2 (1 + ), log2 (1
Uzn,z +92162p,l Gzn,1+ gllazp,1+ 91202;3,2
0,,0°
+ - 222 2 - )},
o n,2+ 9210- p,1+ 9226 p,2
0u0° 020"
Ri + Ry < logy (1+———"—) + logy (1+——2—P2——) + min {log2 (1 +

o nl + 9120 p,2

2 2
0110 c1 10120 ¢,

), log2 (1 +

2 2
0,10 ¢1 10,0

o n,2 + 9210- pl

c,2

2

2 2
0 11010 110,05,

Where

2 2 2
0 n2 10200 511000 )

)} 3)

gij is the channel gain from BS j to UE i

R; denotes the rate of UE .

- the optimal power allocation solution can be obtained by solving the following

overall optimization problem

2, %
p,1

2

o) o)

s.tt 0% =0%1+ 01,
Moreover they distinguish the following five cases:
In case 1,
2 _ 2
o p,1~— O s,
The maximum sum rate in (3) is

2
0110 51

2 2
O h1 120

s,2

) +logz (1+

, _ 2 2
*p2 = a@rg o p1, o p2 Max eq. (3)

2 _ 2 2
03,2—00,2+0p,2

and 0%,=0%2 (0%1=0 and 0% =0)

2
0,0,

2 2
o n,2 + 9210- sl

),
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2 2 2 2
0,20 52 + 01,0 5, 9 0,10 1 < 020 2

2 2 2 - 2
o nl o nl o n,2 o n,2

2 2 2 2
0,0 51 + 0,10 51 N 0,0 5, < 0110 ¢4

2 2 2 - 2
o n,2 o n,2 o nl o nl

The sum rate is achieved by sending only private information (respective with

particular case IC)

In case 2,

0%1=0 and 0%2=0 (0%1=0%1 and 0%2=0%y>)

2

2 2 2
gllg s,1 < 9210 s,1 and gZZG 5,2 < 9120- s,2
2 - 2 2 - 2
o nl o n,2 o n,2 o nl

When

The maximum sum rate is

2 o 2 2 o 2
9,0 s,162 0,05, ), log2 (1 + 0,0 5, i 0,10 54 )

nl o n,2

(R1+R2) max= min {log2 (1 +

The sum rate is achieved by sending only common information (respective with

particular case NM, 10 paper).

In case 3,

0%1= 0%1 and 0%2=0 (0%1=0 and 0%,=0%y>)

The maximum sum rate is

g 023 g 025
(Ri + Ro) max=log2 (1 + == ) +log, (1+————"——),

2
O 11 0 2t 0,07,

2 2
0,10 1 < 0110 51

2 2
o n,2 o nl

if
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The maximum sum rate is

040° 1 + 0,07,
(Ri + Ro) max=logy (1+ S =2 ),
nl

2 2 2 2
ngG s,2 + ngG 5,2 x g21(7 s,1 < g220 s,2

2 2 2 2
o nl o nl o n,2 o n,2

UE 1 only sends private information and UE 2 only sends common information.

In case 4,
0%1=0 and o%2= 0%2 (0%1=0%1 and 0%, =0)
The maximum sum rate is

2 2

g o s g o .
(Rt +Ro) max=10g2 (1 + =5—% )+ logz (1+ —— 5
02 0’01+ 0,07,

)

2 2
0,0 5, < L

2 2
o nl o n,2

If

The maximum sum rate is

2 2
9220 s,2 + 921(7 s,1

(R1+ R2) max=1log2 (1 + 2 )
o n,2
2 2 2 2
it 9210 1 + 9,10 51 9 01,0 5 < 0110 5,
2 2 2 2
o n,2 o n,2 o n2l o nl

UE 1 only sends common information and UE 2 only sends private information.
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In case 5,

They define

2 2 2 2 2 2
K = 0 11010 1+ 0,0 0 _ % +010 1 70,0 5, )
2 2 2 2 2 2
0 n2 10200 51100 ) 0 210,10 1100

Without loss of generality, they assume k<1 (otherwise swap the numerator and the

denominator of Eq. (4)).The optimal power allocation is given by

— ABC + JABC(C—AB+1)

2 . 2
0“p,1 = min { 0%s.1}
p, ) S,
AC(C+1
2 2
02p,2 - 02p,1 9u= K9u , T 1~ KO o ’
K095 — Ui, K02, —0p
where
2 2
A= 2921 ’ B= K 9120 n2— 950 1y ’ C= 912 , K951~ 9
O 2 911 0, — K0y, 01 Op-—
2 — 2 2 2 — 2 2
0¢1=051-0p1, 0¢c2=052-0p2

The maximum sum rate is

2 2

0110 51 0,0 12 .
(R1 + R2)max = logz(1+—; >— ) +10g2(1+—; >— ) + min { logz(1 +
0 1117010 ) 0 210,40 4
2 2 2 2
0110 110120 ¢, ), loga(1 + 0210 ¢1t0920 ¢, )
2 2 2 ) 2 2 2 2 )
0 11010 ;1100 45 O n2 10920 111020 )
And the power region is
2 2 2 2
91220- 2 gzio' 2 and 92210 st 911‘27 s
o n2l o n,2 o} n,2 o nl
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3.3 Proposed CoMP Scheme

In the context of cooperative rate splitting scheme the authors focus on the
fact that BSs can maximize a system utility, i.e., sum rate where the utility of UEs
has to be taken into consideration. Hereby they propose a new CoMP scheme based
on the cooperative rate splitting to increase cell-edge UE performance (at the

interference dominant cell-edge region).

When RBs (of serving BS and cooperative BS which are synchronized) are
allocated to different UEs, each RB pair can be viewed as a UE pair.

The proposed CoMP scheme is comprised of 3 steps:
1) cell-edge UE pair identification
2) RB allocation for cell-edge UE pair

3) UE scheduling.

3.3.1 Cell-edge UE pair identification

Serving BSs send UE interference reports to a centralized radio resource
management (CRRM) unit which collects the interference measurements of UEs and
then starts identifying cell-edge UE pairs. This method will choose the cell-edge UE
pairs (in the interference dominant cell-edge region) which benefit from the
cooperative rate  splitting  scheme contained in Qs and Qco.
In addition, the UEs which get no benefit from the cooperative rate splitting scheme
(in the noise dominant cell-edge region) are considered as the single-cell
transmission UEs (treat the interference as noise) contained in Qg or Qg
The paper evaluates the performance improvement by taking the geometric mean of

the UE rates which provides UE rates fairness compared to the sum rate.
Therefore, a set containing all selected cell-edge UE pairs is given by

Qc:={(i1,j2) €Q: i1€Qc1, € Q2 R%R% >R% R%},

38



Where

Qc1, Q2 denote the sets that contain all cell-edge UEs served by BS1and BS2

respectively

R%, R% are the rates of the cooperative rate splitting scheme for UE i served

by BS1 and UE j served by BS2 respectively

R% R®. are single-cell transmission rates that treat the interference as noise

for UE i served by BS1 and UE j served by BS2 respecively

By the Shannon capacity formula:

2
010 51

R%1 = logz (1+ SINRi1) = logz (1 + 5——"—;
O n,l+o- izg s,2

)

2
0,20 s,

2 2 2
0 ,,10 10

stz = |ng (1+ S|NR12) = |ng (1 + )

Based on the above criterion, UEs are evaluated by long-term channel gains which

are characterized by the path loss and log-normal shadow fading.
3.3.2 RB(C-RBs) allocation for cell-edge UE pair

Since only cell-edge UEs need the cooperation of BSs while the other UEs can
work alone, the authors propose RB division into two groups. One group C-RBs is
exclusively reserved for cooperative rate splitting and the other group S-RBs is used

only for single-cell transmission without cooperation.
They also define

K the total number of RBs in the OFDMA frequency bandwidth
Ke, Ks the numbers of C-RBs and S-RBs respectively
P RBs the period of C-RBs whose locations can be uniformly distributed over the

whole frequency bandwidth
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Supposing that RBs are equally assigned to each UE belonging to the same BS (this

assumption is compatible for both round robin and proportional fair scheduler):

Keue = |g°| denotes the C-RBs can be allocated to each cell-edge UE
served by BS i
Ksue = |KS| denotes the S-RBs can be allocated to each single-cell
Qsi

transmission UE served by BS i

In an attempt to determine the set containing all selected cell-edge UE pairs

(€), the authors also have in mind the following system throughput maximization:

max ac { Z In(K.R%) + Z In(K_ R%,) + ZIn(Ksuestl) +

I eQy I, €Qc) heQg

Z In(KsuestZ) }’ (5)

i2€Qs2

Where

R% . R% are the rates of UE i1 and UE i2 respectively which can be obtained

by using the cooperativere rate splitting

R%, R% are the rates of UE j1 and UE j2 respectively which can be obtained

by the scheme which treats interference as noise (single-cell transmission rate).

In this paper, these rates are calculated by the long-term channel gains.

Under the assumption that an exhaustive search over all cell-edge UE pair
combinations is obviously infeasible in a practical implementation the authors

propose an efficient algorithm to handle this situation more wisely.
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3.3.2.1 The proposed UE pair selection algorithm

1. Calculate and sort the corresponding A for each cell-edge UE pair

They calculate the performance improvement between two schemes (cooperative
rate splitting and single-cell transmission rate) for all cell-edge UE pairs which are

identified in the first step

A = Rcil,chiZ,Z
|

Rsil, 1Rsi2,2
The performance improvement is ranked in a non-increasing order:
AM=2A2 2 ... 2 A|Qc| and Qc (i) = (i1,i2) € Q¢

2. Set i=1

3. Select the top i rank UE pairs and consider them as candidates in Qc.
If UE appears more than once, remove the low rank UE pair as a candidate in Qc

and go to step 5, else go to step 4.
4. Evaluate the metric of the problem (5).

5. Increment i.
If i < |QC| , go to step 3, else go to step 6.

6. Select the top i rank UE pairs to obtain the maximum metric of the problem (5).

7. The top i rank UE pairs will constitute Q. and the corresponding sets Q.; and
Q2 then the rest UEs will be included in the sets Qs or Qs

3.3.3 UE scheduling

After the cell-edge UE pairs are determined, the CRRM unit allocates CRBs to

serve cell-edge UEs and informs the size and location of this allocation to all BSs.
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Each BS schedules its own single-cell transmission UEs over the allocated S-RBs

with no coordination with other BSs, which can adopt any scheduling algorithm.

In this paper, two common scheduling algorithms, round robin and proportional fair

schedulers, will be employed to allocate C-RBs to cell-edge UEs.

Round robin scheduler: A round robin scheduler is one of the simplest scheduling
algorithms for users in a wireless system. RBs are allocated equally to all UEs in a

certain BS during one frame, which provides a great fairness among the UEs.

Proportional fair scheduler: A proportional fair scheduler is considered to achieve a

balance between the throughput gain and the fairness at the same time.

For the single-cell transmission, the scheduler ( considers the case with only one

BS) allocates S-RB i to UE m with the largest ratio, which is given by

s
m,i

R
m*(i) = argmax — ,
RS

m

Where

R®m, | denotes the instantaneous UE rate and

R°m denotes the average UE rate

For the cooperative rate splitting scheme, the proportional fair scheduler is required
to serve UEs concurrently with more than one BSs. In this paper, we are going to
propose a cooperative proportional fair algorithm, which is still absent in the literature.
In this cooperative proportional fair algorithm, we aim to maximize the sum-log utility

function A\ which can be expressed as

N= > (logR i +log R"i2)

(ilv iZ)EQc
Where

R %1, R% denote the average rate of UE i; and UE i, respectively

using the cooperative rate splitting scheme
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Finally the cooperative proportional fair scheduler assigns C-RB i to the UE pair m

which satisfies

R* R*

ml,i +

R* R°

ml

m*(i) = argmax ( LTS

m2
where

R°n1i , R°m2i denote the instantaneous rates of the cooperative rate splitting

scheme  of UE (served by BS1) and UE (served by BS2) respectively

R °n1, R °m2 denote the average rates of the cooperative rate splitting scheme
of UE (served by BS1) and UE (served by BS2) respectively

3.4 Simulation Results

By the assumptions and the equation forms, this section indicates the

performance of the CoMP scheme based on the cooperative rate splitting.

The following figures illustrate the achieved max sum rate and rate per user as well

as the covariance of the private signals respectively at each case.

It is shown in the graphs that the sum rate is progressively increasing from the first
case to the last. The lower value is observed in the 1st case. Each BS obtains from
the backhaul the data intended for users in its coverage area alone. This results in
the so-called interference channel (IC) and is treated for the MISO case. In the 2™
case the sum rate is higher than the previous case. The user messages are shared

at multiple transmitters. This scheme is referred to as network MIMO.

The higher value is achieved in the 5™ case, the proposed CoMP via Cooperative

Rate Splitting and Scheduling scheme.
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Figurel3: Rate allocation, 5™ case

The sum rate at the first case is not following the increment of SNR. On the
contrary the sum rate at the rest of cases is increasing proportionally to SNR. This
has the negative effect of increasing the systems backhaul capacity demands. In fact,
this scheme subsumes high capacity backhaul links, which may not always be
available, or even simply desirable. Hence this procedure provides a major
disadvantage because of the requirement of a large capacity backhaul. This
proposition evaluates the performance gains of the CoMP based on the cooperative

rate splitting scheme in non realistic cellular systems.

Most publications in this field assume that an infinite amount of information can
be exchanged between the cooperating base stations, neglecting the main downside

of such systems, namely the need for an additional network backhaul.
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4. CoMP via Cooperative Rate Splitting and Scheduling
scheme under backhaul restriction.

Motivation

The CoMP via Cooperative Rate Splitting and Scheduling scheme can
substantially improve the performance of the cell-edge UE. However, it is not well
developed to be implemented in realistic applications. Critical issues of such
schemes include, among others, the large extent of backhaul infrastructure required
for the information exchange between cooperating base stations, and the availability
of channel knowledge at transmitter and receiver. A joint encoding for the downlink
of a cellular system is proposed without the assumption that the base stations are
connected to a central processor (CP) or a backbone network via finite capacity
links. This scheme subsumes very high capacity backhaul which may not be
feasible, or even simply desirable, in certain applications. Most publications in this
field assume that an infinite amount of information can be exchanged between the
cooperating base stations, neglecting the main downside of such systems, namely

the need for an additional network backhaul.

Backhaul constraints are seriously taken into consideration in the majority of
the existing literatures. The key idea of the Randa Zakhour and David Gesbert in [17]
is to use the backhaul capacity to convey different types of messages: private
messages transmitted from the serving base station, and common messages jointly
transmitted from several base stations. Patrick Marsch and Gerhard Fettweis in [23]
showed that, even low-complexity optimization approaches for cellular systems with
a strongly constrained backhaul can yield major performance improvements over
conventional systems. Moreover in [24] they showed that, a cellular system should
adapt between different forms of BS cooperation depending on channel conditions,
in order to optimize the rate/backhaul trade-off, confirming results based on

suboptimal precoding schemes in [14].

In this chapter the CoMP via Cooperative Rate Splitting and Scheduling scheme
is adapted to suit realistic applications, by considering a setup in which a restricted
rate backhaul connects the network with each of the BSs. Using simulation, it is

shown that this proposed scheme is equally effective and more realistic.
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4.1 System Model and Proposed Transmission Scheme

A downlink OFDMA system is considered here, where three sectors of one
base station site share the same carrier frequency. For the sake of simplicity, each
transmitter is assumed to use one antenna to serve a sector, and there is only one
receiver served by each transmitter. We consider only one single subcarrier and

assume that each receiver is equipped with one antenna.

Sector 1

(BS 1)

UE 1 Interference

é-;::i.‘f/n”m”

Sector 3
(BS 3)

Figurel4: Hexagonal cell structure with 120° sector antenna

In this simple system, transmitter1 is the serving transmitter for receiver1 and
transmitter2 is the serving transmitter for receiver2. And both receivers are cell-edge
users and they are geometrically close to each other. Accordingly, receiver1 and

receiver2 receive interference from each other.

To be more specific, the received signals, r1 and r2, of receiver1 and receiver 2 can

be written as

ri=h11S1 + hy2S2 + ¢ +wy r2=h21S1 + haesy + N2 +wo
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BACKHAUL RESTRICTION
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Figurel5: The cooperative rate splitting model (two-user case) under backhaul restriction
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where hij denotes the independent Rayleigh fading channel gain from
transmitter j to receiver i. h11, h22, h12 and h21 are independent identically
distributed (i.i.d.) zero-mean complex Gaussian random variables with variances

0211, 0%, 0212 and 0% respectively,

where 02” reflects the channel propagation loss from transmitter j to receiver i.
si is the transmitted symbol with covariance 0? si = 8[|si|2] = Ps,; at transmitter i. n; and
w; are the interference caused by other transmitters and i.i.d additive white Gaussian
noise (AWGN) samples, respectively. Here, ni is treated as noise, thus the

covariance of the noise ni ( ni + wi) is given by
Pnn,i = €L 1] = €[ 7] + Elw; 7] = 0%,

For each receiver, transmitters can be divided into three types: serving
transmitter, cooperative transmitter and uncooperative transmitter. The cooperative
transmitter cooperates with the serving transmitter. The receiver suffers the
strongest interference from the cooperative transmitter. The receiver treats the
interference from the uncooperative transmitters as noise. The received power of
receiver i from its serving transmitter is ozy,i=02ii023,i and the received power of

receiver i from its cooperative transmitter is 0%,;=0%0%,; with (i#).

Four received signal strength ratios of receiver i are defined: signal-to-
interference-plus-noise ratio SINR; = 6%,/ (0%,;+ 0%,), signal-to-noise ratio SNR;
= ¢%,i/ 0%, interference-to-noise ratio INR; = 6°,; / ¢°,; and signal-to-interference

ratio SIR; = ozy,i / Ozp,i.

In this analysis presented, we adopt the cooperative rate splitting scheme from
the second paper: transmitter i splits its data u; into two parts, u® and uP (where ‘c’
stands for the common information and ‘p’ for the private information). Encode the
common information u:® and uy® cooperatively, in particular, the ¢, and c, are
generated due to the joint encoding of us° and u,®, uf are encoded into p; c; and

pi are superimposed with the power allocation policy

2 _ 2 2
o's,i—O'c,i"'O'p,i
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where

ozc,i denote the covariance of the common signal c;

czp,i denote the covariance of the private signal p;
Si denote the transmitted signal

at the receiving end at the first stage, both receivers jointly decode u® and uy°
and simultaneously subtract off c¢; and c, from the received signal, while at the

second stage u+” and u,” are only decoded by the intended receiver.

The two-user sum rate is contained in the following region:

g,,0° 0,,0°
R; < logy (1+———L2—) + min {log2 (1 +—; — —), log2 (1
0 11700 ) O 1t 00 1t 0,0
2
+ - 92127 cl > )}’
O ot Un0 p1t 000 5
00" 00"
Ry < logs (1+——2—22—) + min {log2 (1 +— =N —), log2 (1
0 2100 o4 01t 00 1t 00
92,07,
+ 22 2 )},

2 2 2
o n,2+ 9210- p,1+ 9226 p.2

Juo’ 920"
19 pa 20 12 .
Ri1+R: <log; (1+— P——) +logz (1+—; “——) + min {log2 (1 +
O 1t 9120 o 0 21900
2 2 2 2
010 11910 ¢ ), logs (1 + 0210 11050 ¢, B ()
2 2 2 N 2 2 2 2 ’

0 11010 ;110,045 O n2t 0920 511000 )

Where
gij is the channel gain from transmitter j to receiver i

R, denotes the rate of receiver i.
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The optimal power allocation solution can be obtained by solving the

following overall optimization problem

2, 2, _ 2 2
0” % p1, 072 = Argos p1, o p2 Max eq. (3)

. 2 — ~2 2 2 - 2 2
s.t: 0% 1=0%1+0%1, 0%2=0%c2+0p2

4.1.1 Backhaul restriction

Assuming a backhaul link of capacity Cj [bits/sec/Hz] between the backbone
network and transmitter j for j = 1, 2, have to be taken into consideration
We introduce the fundamental inequalities imposed by the backhaul restriction which
will be helpful in characterizing the achievable rate region for this cooperative rate

splitting scheme:
R1+R2<C1+C2 > R1+R2 = C

The sum rate (R1+ R2) cannot exceed the total backhaul capacity and the each user

rate:

R1=sC-R2 R2<C-R1

4.2 Achievable Rate Region

The corresponding rate region is expressed in terms of the backhaul restriction
and the power allocation variances used to carry the different signals: finding the
boundary of the aforementioned region we also solve the problem of optimal power
allocation. This study adopts the fives cases of the second paper and imposes the

previous backhaul restriction. The five cases are formulated:
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In case 1,
o%1=0%1 and 0%2=0%, (0%1=0 and o%,=0)
The maximum sum rate in is

2 2

(o} O
(R1+R2)max=|092(1+ . On s,12 )+|092(1+ 2gzz s,22 )S C
o n,l+ 9120' 5,2 o n,2 + 9210' s,1

the sum rate is achieved by sending only private information and the rate per user

R1 < C-R2

In case 2,
2 _ 2 — 2 _ 2 2 _ 2
0%1=0 and 0%2=0 (0%1=0%1 and 0%2=0%2)

The maximum sum rate in is

2 2 2 5
(R1 + Rg2) max = min {logz (1 + L 5'102 ¥ ), logz (1 + 32 2 ; 90 o1 Bs C

nl o n,2

the sum rate is achieved by sending only common information and the rate per user

R1=<C-R2

In case 3,

o%1=0%1 and 0%2=0 (0%1=0 and 0%,=0%>)

The maximum sum rate

2 2
0,0 1 < 0110 51

2 2
o n,2 o nl

if
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2 2

O (o2
(Ri + Ro) max = l0g2 (1 + 2751 ) 4 log, (14— 2752 )< C
o nl o n,2 + 9210- sl

2 2
0,10 1 < 0110 51

2 2
o n,2 o nl

if

2 n 2
(R1 + RZ) max — |092 (1 + glla = 2 glza 22 )S C

O 1

UE 1 only sends private information and UE 2 only sends common information.

The rate per user

R1=sC-R2

In case 4,

0%1=0 and o%2= 0%, (0%1=0%1 and 0%, =0)

The maximum sum rate

2 2
912(7 s,2 < g220 5,2

2 2
o nl o n,2

If

2 2
9220 s,2 )+ |092 (1 + gllo- s,1

(R1+ R2) max=1log2 (1 + 2 2
o n,2 o n,l+ 9120' s,2

)< C

2 2 2 2
o O (o2 O
ng s,1 + ng s,1 x ng s,2 < gll s,1

2 2 2 2
o n,2 o n,2 o n2l o nl

2 . 2
(R1 + Ro) max = log (1 + 0,0 s,z2 0,0 1 )< C

2 n,2

UE 1 only sends common information and UE 2 only sends private information.

The rate per user is:
R1<C-R2
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In case 5,

— ABC + JABC(C—AB+1)
AC(C +1)

0?1 = min {

1 025,1}

2 2
- K o’ — KO
025 = 0% 9u= K9u , T n2

K095 —U;, K02, —0p

2 _ .2 2 2 _ 2 2
O'c,1—0's,1'0'p,1, 0'0,2—0'3,2'0'p,2

where

2 2 2 2 2 2
0ty + 0,0, 0 +040;+ 0,0,

2 2 2 -2 2 2
0 n21t 0200 51100 ) 0 210,10 1100 o,

Czhx K9xn— 9

2 2

K O — O
A = 2921 , B= x g12 n,2 922 nl ,
O 2 O 01, — K0y 0 O, K0y

The maximum sum rate is

2 2

(o2 o
(R1 + Ro)max = loga(1+—; Ju P2 ) + loga(1+ — Iz P2 ) + min { loga(1 +
0 11700 ) 0 210,40 4
2 2 2 2
(o2 + o (o) + O
- gll c,l2 g12 c,22 )’ |092(1 + . 921 c,12 g22 c,2 . )} < C
0 11010 ;110,045 O 210920 511020 )
The rate per user
R1<C-R2

55



4.3 Simulation results

This chapter adopting the CoMP scheme of the second paper,
by the assumptions and the equation forms, indicates the performance of the CoMP
scheme based on the cooperative rate splitting under backhaul restriction. In the
context of optimal power allocation solution the following figures illustrate the
achieved max sum rate and rate per user as well as the covariance of the private
signals respectively at each case. Throughout the simulations, C4 = C, and C is the

total backhaul capacity C=5bits/sec/Hz.

As can be seen, at the first case the sum rate is significantly lower than the
total backhaul capacity. Each BS obtains from the backhaul the data intended for
users in its coverage area alone. This results in the so-called interference channel
(IC) and is treated for the MISO case. If the backhaul is constrictive, it may be better

1% case) rather have both

to simply have each user served by a single base station (
messages routed to both base stations. This is because, although data sharing
allows to convert the interference channel into a MIMO broadcast channel with
higher capacity, data sharing occupies the resources that could otherwise be used to

send fresh (non shared ) data.
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Figure 16: Combining the two schemes, C=5, 1% case
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C=5, 2nd case
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Figure 17: Combining the two schemes, C=5, 2" case

C=5, 3rd case
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Figure 18: Combining the two schemes, C=5, 3" case
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Figure 19: Combining the two schemes, C=5, 4" case
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Figure 20 Combining the two schemes, C=2, 5" case
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The results in the rest of the cases indicate that the corresponding rate region is

defined of the backhaul restriction, necessary to achieve feasibility.

Under the rate splitting scheme, transmitted data streams are split into
common and private data stream, by decoding the common data stream of the
interference, part of the interference is cancelled, and consequently the UE
throughput can be improved. But, this CoMP scheme requires information exchange
between involved BSs, thereby requires more overhead in feedback and backhaul.
As shown in the fifth case (general case), for low SNR the transmitted data streams
are only private data streams: this is the case in Figures 20 and 21. As the SNR
increases the effective throughput is improved but the need for more overhead
increases which poses the need for an additional network backhaul. Consequently
one can note a trade off between effective throughput and rate overhead in this

CoMP scheme under constrained backhaul.

C, 5th case
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Figure 21: Average maximum sum rate versus SNR for C=2, 5 bits/sec/Hz. The figure also shows how much of
the power is in the form of private signals
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Figure 21 illustrates the max sum rate, achieved by the 5th case, the proposed
CoMP via Cooperative Rate Splitting and Scheduling scheme and the allocation
power policy for C= 2bits/sec/Hz and C= 5bits/sec/Hz. Figure 22 shows the max
sum rate achieved by the 5th case, the proposed CoMP via Cooperative Rate
Splitting and Scheduling scheme for different values of the backhaul (C =2, 5 and 10
bits/sec/Hz).

C, 5th case

1 D T T v+_+ i l+ T T
*/*f —+— sum rate for C=2

gl A 7 sum rate for C=5
/+f —#— sum rate for C=10

Sum Rate (bps/Hz)

5 10 15 20 25
SNR (dB)

Figure 22: Average maximum sum rate versus SNR for C=2, 5 and 10 bits/sec/Hz

Fig. 21 and 22 indicate that, without the backhaul restriction, the graph line would
continue going upwards, thus increasing substantially the rate, required by the
application, which may not be available, or even simply desirable. On the contrary,
under the backhaul restriction the rate is adjusted each time to the available
backhaul capacity but a trade off between rates and required backhaul, because of

the overhead, always exists.

Therefore, the proposed approach is equally effective although it utilizes lower

rate. Consequently, the proposed approach proves to be more realistic.
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5. Conclusions

It is known that inter-cell interference poses the main capacity limitation
in future cellular systems, meaning that, the downlink capacity of cellular wireless
networks is limited by inter-cell interference which is caused by the neighboring cell
transmissions and can sharply degrade the received signal quality. The rate splitting
method partially overcomes this problem. However, when it is applied in the
CoMP scheme - an process to coordinate the base antenna transmissions so as to
minimize the inter-cell interference and hence to increase the downlink system
capacity — in order to bring in more benefits to cell-edge UE, the main
downside is the major amount of backhaul required for information exchange
between involved BSs. Thus a main problem connected to multi-cell signal
processing is the additional backhaul traffic required between cooperating base
stations. While multicell processing is by now regarded as a key candidate
technology for future wireless communication standards, a number of issues remain
to be investigated to fully assess its potentiality, most notably the impact of finite-

capacity backhaul.

In chapter 3, analysis of the performance of multicell processing has been
carried out under the assumption that all the BSs in the network are connected to a
central processor via links of unlimited capacity. Since the assumption of unlimited-
capacity links to a central processor is quite unrealistic, for large networks, in this
study, there has been an attempt to alleviate this condition by considering an
alternating model. The alternating model, described in chapter 4, adapts the
coordinated multi-point transmission framework based on the cooperative rate
splitting scheme under the assumption that the base stations (BSs) are connected to

a central processor (CP) via finite capacity links (finite —capacity backhaul).

The study shows that the proposed scheme is equally effective and more
realistic. Moreover, the limits of SNR are defined, among which it is possible to
achieve this scheme.
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Appendix

The code of the CoMP via Cooperative Rate Splitting and Scheduling scheme

under backhaul restriction:

clear all;

close all;

sigma_s1=0.1:0.2:5;

sigma_s2 =0.1:0.2:5;

sigma_n1 = ones(1,size(sigma_s1,2));

sigma_n2 = ones(1,size(sigma_s1,2));

SNR1 = (sigma_s1.72)./(sigma_n1.72);

SNR2 = (sigma_s2.72)./(sigma_n2.72);

hchan = (randn(2,2) + j*randn(2,2))/sqrt(2); % Rayleigh channel
g11 = abs(SNR1.*hchan(1,1));

g12 = abs(SNR1.*hchan(1,2));

g21 = abs(SNR2.*hchan(2,1));

g22 = abs(SNR2.*hchan(2,2));

Capacity = 5;

%% rate splitting scheme, 1st case

sigma_pl 1=sigma_sl; %BS1

sigma_p2_1=sigma_s2; % BS 2
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% Max Sum Rate

for i=1:size(sigma_s1,2)

MaxSumRatel(i) = log2(1+(g11(i).*sigma_s1(i).*2)./(sigma_n1(i).*2+g12(i).*sigma_s2(i).*2)) +

log2(1+(g22(i).*sigma_s2(i).*2)./(sigma_n2(i).*2+g21(i).*sigma_s1(i).*2));

if MaxSumRatel(i) > Capacity
MaxSumRatel(i) = Capacity;

end

R11(i) = log2(1+(g11(i).*sigma_s1(i).*2)./(sigma_n1(i).*2+g12(i).*sigma_s2(i).*2));

R21(i) = log2(1+(g22(i).*sigma_s2(i).*2)./(sigma_n2(i).*2+g21(i).*sigma_s1(i).*2));

if (R11(i)+R21(i)) > Capacity
R11(i) = Capacity - R21(i);

end

end

plot(SNR1,sigma_p1_1,"*r',SNR2,sigma_p2_1,'or");
hold on

plot(SNR1, MaxSumRatel, 'b');

hold on

plot(SNR1, R11, 'g+-', SNR2, R21, 'gv-');

title ('C=5,1st case ');

xlabel('SNR');
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ylabel('Sum Rate - Alocation private messages');

legend('Allocation to privatel messages','Allocation to private2 messages','Sum rate ','userl
rate','user2 rate')

%% rate splitting scheme, 2nd case

sigma_p1_2 = zeros(1,size(sigma_s1,2));

sigma_p2_2 = zeros(1,size(sigma_s1,2));

% Max Sum Rate
for i=1:size(sigma_s1,2)

if (log2(1+(g11(i).*sigma_s1(i).*2+g12(i).*sigma_s2(i).A2)./sigma_n1(i).*2)) <
(log2(1+(g22(i).*sigma_s2(i).A2+g21(i)*sigma_s1(i).A2)./sigma_n2(i).*2))

MaxSumRate2(i) = log2(1+(g11(i).*sigma_s1(i).*2+g12(i).*sigma_s2(i).*2)./sigma_n1(i).*2);
else
MaxSumRate2(i) = log2(1+(g22(i).*sigma_s2(i).*2+g21(i).*sigma_s1(i).A2)./sigma_n2(i).*2);

end

if MaxSumRate2(i) > Capacity
MaxSumRate2(i) = Capacity;

end

if (log2(1+(g11(i).*sigma_s1(i).A2)./sigma_n1(i).*2)) <
(log2(1+(g21(i).*sigma_s1(i).*2)./sigma_n2(i).*2))

R12(i) = log2(1+(g11(i).*sigma_s1(i).*2)./sigma_n1(i).*2);
else

R12(i) = log2(1+(g21(i).*sigma_s1(i).*2)./sigma_n2(i).*2);
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end

if (log2(1+(g12(i).*sigma_s2(i).*2)./sigma_n1(i).*2)) <
(log2(1+(g22(i).*sigma_s2(i).*2)./sigma_n2(i).*2))

R22(i) = log2(1+(g12(i).*sigma_s2(i)."2)./sigma_n1(i).*2);
else
R22(i) = log2(1+(g22(i).*sigma_s2(i).A2)./sigma_n2(i).»2);

end

if (R12(i)+R22(i)) > Capacity
R12(i) = Capacity - R22(i);

end

end

figure;
plot(SNR1,sigma_p1_2,"*r',SNR2,sigma_p2_2,'or'");
hold on

plot(SNR1, MaxSumRate2, 'b');

hold on

plot(SNR1, R12, 'g+-', SNR2, R22, 'gv-');

title ('C=5, 2nd case');

xlabel('SNR');

ylabel('Sum Rate - Alocation private messages');

legend('Allocation to privatel messages','Allocation to private2 messages','Sum rate ','userl
rate','user2 rate')
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%% rate splitting scheme, 3rd case

sigma_pl_3 =sigma_sl;

sigma_p2_3 = zeros(1,size(sigma_s1,2));

% Max Sum Rate - Rate per user
for i=1:size(sigma_s1,2)
if (g21(i).*sigma_s1(i).*2)./(sigma_n2(i).*2)<(g11(i).*sigma_s1(i).*2)./(sigma_n1(i).*2)

MaxSumRate3(i) = log2(1+(g11(i).*sigma_s1(i).*2)./(sigma_n1(i).*2)) +
log2(1+(g22(i).*sigma_s2(i).*2)./(sigma_n2(i).*2+g21(i).*sigma_s1(i).*2));

R13(i) = log2(1+(g11(i).*sigma_s1(i).*2)./(sigma_n1(i).*2));

R23(i) = log2(1+(g22(i).*sigma_s2(i).*2)./(sigma_n2(i).A2+g21(i).*sigma_s1(i).*2));

else
MaxSumRate3(i) = log2(1+(g11(i).*sigma_s1(i).*2 + g12(i).*sigma_s2(i).*2)./(sigma_n1(i).*2));
R13(i) = log2(1+(g11(i).*sigma_s1(i).*2)./(sigma_n1(i).*2));

R23(i) = log2(1+(g12(i).*sigma_s2(i).*2)./(sigma_n1(i).*2+g12(i).*sigma_s1(i).*2));

end

if MaxSumRate3(i) > Capacity
MaxSumRate3(i) = Capacity;

end

if (R13(i)+R23(i)) > Capacity
R13(i) = Capacity - R23(i);

end

68



end

figure;
plot(SNR1,sigma_p1_3,"*r',SNR2,sigma_p2_3,'or');
hold on

plot(SNR1, MaxSumRate3, 'b');

hold on

plot(SNR1, R13, 'g+-', SNR2, R23, 'gv-');

title ('C=5, 3rd case');

xlabel('SNR');

ylabel('Sum Rate - Alocation private messages');

legend('Allocation to privatel messages','Allocation to private2 messages','Sum rate ','userl
rate','user2 rate')

%% rate splitting scheme, 4rth case

sigma_p1l_4 = zeros(1,size(sigma_s1,2));

sigma_p2_4 = sigma_s2;

% Max Sum Rate - Rate per user

for i=1:size(sigma_s1,2)

if (g12(i).*sigma_s2(i).*2)./(sigma_n1(i).A2) < (g22(i).*sigma_s2(i).*2)./(sigma_n2(i).*2)
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MaxSumRate4(i) = log2(1+(g22(i).*sigma_s2(i).*2)./(sigma_n2(i).*2)) +
log2(1+(g11(i).*sigma_s1(i).*2)./(sigma_n1(i).*2+g12(i).*sigma_s2(i).*2));

R14(i) = log2(1+(g11(i).*sigma_s1(i).*2)./(sigma_n1(i).A2+g12(i).*sigma_s2(i)."2));

R24(i) = log2(1+(g22(i).*sigma_s2(i).*2)./(sigma_n2(i).A2));

else

MaxSumRate4(i) = log2(1+(g21(i).*sigma_s1(i).A2 + g22(i).*sigma_s2(i).*2)./(sigma_n2(i).A2));
R14(i) = log2(1+(g21(i).*sigma_s1(i).*2)./(sigma_n2(i).A2+g22(i).*sigma_s2(i)."2));

R24(i) = log2(1+(g22(i).*sigma_s2(i).*2)./(sigma_n2(i).*2));

end
if MaxSumRate4(i) > Capacity
MaxSumRate4(i) = Capacity;

end

if (R14(i)+R24(i)) > Capacity
R14(i) = Capacity - R24(i);
end

end

figure;
plot(SNR1,sigma_p1_4,"*r',SNR2,sigma_p2_4,'or");
hold on

plot(SNR1, MaxSumRate4, 'b');

hold on

plot(SNR1, R14, 'g+-', SNR2, R24, 'gv-');

title ('C=5, 4rth case');

xlabel('SNR');
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ylabel('Sum Rate - Alocation private messages');

legend('Allocation to privatel messages','Allocation to private2 messages','Sum rate ','userl
rate','user2 rate')

%% rate splitting scheme, 5th case

for h=1:size(sigma_s1,2)

k1(h) = (sigma_n1(h).*2 +g11(h)*sigma_s1(h).A2+g12(h).*sigma_s2(h).A2)./(sigma_n2(h).A2
+g21(h).*sigma_s1(h).A2+g22(h).*sigma_s2(h).2);

if k1(h)>1

ki(h) = 1./k1(h);

end

A(h) = g21(h)./sigma_n2(h).”2;

B(h) = (k1(h)./g11(h))*(g12(h).*sigma_n2(h).A2 - g22(h).*sigma_n1(h).A2)./(g12(h) - k1(h)*g22(h));

C(h) = (g12(h)./g11(h)).*(k1(h)*g21(h) - g11(h))./(g12(h) - k1(h)*g22(h));

if sqrt((-A(h)*B(h)*C(h)+sqrt(A(h).*B(h).*C(h).*(C(h)-
A(h).*B(h)+1)))./(A(h).*C(h).*(C(h)+1)))<sigma_s1(h)

sigma_p1_5(h)=sqgrt(abs(sqrt((-A(h).*B(h).*C(h)+sqrt(A(h).*B(h).*C(h).*(C(h)-
A(h).*B(h)+1)))./(A(h).*C(h).*(C(h)+1)))));

else
sigma_p1_5(h) = sigma_s1(h);

end
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sigma_p2_5(h) = sqrt(abs(sqrt(sigma_p1_5(h).~2.*(g11(h)-k1(h)*g21(h))./(k1(h)*g22(h)-g12(h)) +
(sigma_n1(h).A2 - k1(h)*sigma_n2(h).~2)./(k1(h)*g22(h) - g12(h)))));

end

sigma_p1l =sigma_pl_5;

sigma_p2 =sigma_p2_5;

if (log2(1+(gl11.*(sigma_s1.A2-sigma_p1.22)./(sigma_n1.22+gll.*sigma_pl1.A2+gl12.*sigma_p2.72))))
< (log2(1+(g21.*(sigma_s1.A2-sigma_p1.72)./(sigma_n2.A2+g21.*sigma_p1.A2+g22.*sigma_p2.2))))

R1max = log2(1+(gll.*sigma_p1.42)./(sigma_n1.A2+g12.*sigma_p2.72)) +
log2(1+(gl1.*(sigma_s1.A2-sigma_p1.72)./(sigma_n1.A2+gll.*sigma_pl.A2+g12.*sigma_p2.42)));

else

Rimax = log2(1+(g21.*(sigma_s1.A2-
sigma_p1.72)./(sigma_n2.A2+g21.*sigma_p1.72+g22.*sigma_p2.72))) +
log2(1+(gll.*sigma_p1.72)./(sigma_n1.A2+g12.*sigma_p2.72));

end

if (log2(1+(g12.*(sigma_s2.A2-sigma_p2.72)./(sigma_n1.72+g21.*sigma_p1l.72+gl2.*sigma_p2.72))))
< (log2(1+(g21.*(sigma_s1.A2-sigma_p1.22)./(sigma_n2.A2+g21.*sigma_p1.72+g22.*sigma_p2.72))))

R2max = log2(1+(g22.*sigma_p2.72)./(sigma_n2.72+g21.*sigma_pl.72)) +
log2(1+(g11.*(sigma_s1.A2-sigma_p1.72)./(sigma_n1.A2+gll.*sigma_pl.A2+g12.*sigma_p2.72)));

else

R2max = log2(1+(g21.*(sigma_s1.2-
sigma_p1.72)./(sigma_n2.22+g21.*sigma_pl.72+g22.*sigma_p2.72))) +
log2(1+(g22.*sigma_p2.72)./(sigma_n2.A2+g21.*sigma_p1l.72));

end

for i = 1:size(sigma_s1,2)

MaxSumRate5(i) = R1max(i)+R2max(i);
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if MaxSumRate5(i) > Capacity
MaxSumRate5(i) = Capacity;

end

if (R1max(i) + R2Zmax(i)) > Capacity
R1max(i) = Capacity - R2Zmax(i);

end

end

figure;
plot(SNR1,sigma_p1_5,"*r',SNR2,sigma_p2_5,'or');
hold on

plot(SNR1, MaxSumRate5, 'b");

hold on

plot(SNR1, R1max, 'g+-', SNR2, R2max, 'gv-');

title ('C=5, 5th case');

xlabel('SNR');

ylabel('Sum Rate - Alocation private messages');

legend('Allocation to privatel messages','Allocation to private2 messages','Sum rate ','userl
rate','user2 rate')

% Algorithm - 1st phase

sigma_12=1;

sigma_11=1;
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sigma_21=1;

sigma_22=1;

R11s = log2(1+(gll.*sigma_s1.72/(sigma_n1.A2+sigma_12.22.*sigma_s2.72)));%
R21s = log2(1+(g21.*sigma_s1.72/(sigma_n1.A2+sigma_22.22.*sigma_s2.72)));%
R12s = log2(1+(g12.*sigma_s2.2/(sigma_n2.A2+sigma_11.22.*sigma_s1.72)));
R22s = log2(1+(g22.*sigma_s2.2/(sigma_n2.A2+sigma_21.22.*sigma_s1.72)));
k=1;

I=1;

users=10;

Omegal=zeros(1,10);

Omega2=zeros(1,10);

fori= 1l:users

R1 =R1max.*rand(1,1);

R2 =R2max.*rand(1,1);

if R1(10)*R2(10) > R11s*R21s

Omegal(k) = R1(i);

Omega2(k) = R2(i);

k=k+1;

else

Omega_s1(l)=R1(i);

Omega_s2(l)=R2(i);
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[=1+1;

end

end

% Algorithm - 2nd phase

suml=0;

sum2 =0;

sum3 =0;

sum4 =0;

Delta_max = -500;
Omega_c_max =-500;
K =20;

P=3;

Kc = floor(K/P);

Ks =K - Kc;

Kcue = Kc/size(Omegal,2);

Ksue = Ks/size(Omega_s1,2);

fori=1:size(Omegal,2)

Delta(i) = Omegal(i)*Omega2(i)/(R11s*R21s);

if Delta(i) > Delta_max
Delta_max = Delta(i);
suml(i) = log(Kcue*Omegal(i));

sum2(i) = log(Kcue*Omega2(i));

75



sum3(i) = log(Ksue*Omega_s1(i));
sumd4(i) = log(Ksue*Omega_s2(i));
Omega_c(i) = sum1(i)+sum2(i)+sum3(i)+sumd(i);
if Omega_c(i) > Omega_c_max
Omega_c_max = Omega_c(i);
Pair =i;
end

end

end

76





