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Me empOAacn movtdg SiKodHATOG,

Amayopevetor 1 avtiypa@n, amodnkevon kol Slvopn g mapovoag epyaciog e
oAOKANpOL M TUNHOTOG OVTNG, Yoo EUmopkd okomd. Emtpémeron m avardnwon,
amofnKevon Kot SVOHT Yo KOO UN KEPOOGKOMIKO, EKTOUOEVTIKNG 1] EPEVVNTIKNG
@OoNG, VIO TV TPoHTOBEST VOl aVaPEPETOL 1 TTNYN TPOEAELGNG KO VoL dtoTnpEiTat To
mopdv PUnvopa. Epotidata mov a@opodv tn xpnon g epyaciog Yo KEPOOSKOMIKO

OKOTO TPEMEL VO aeLOHVOVTAL TTPOG TOV GLYYPUPEQ.

Ot amdyelg kot o GUUTEPACHOTO TOV TEPLEYOVTAL GE OVTO TO £YYPAPO EKQPALOVY
TOV GLYYpapEn Kot Ogv mpEmel va. epUnvevdel 0Tt avtmpocsmrevovy TG emioneg

0¢aeic tov [Havemomuiov Iepoidg.
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IIEPIAHYH

Tnv tedevtaio OekoeTioc 0 KOOUOG TOV OCLPUATOV EMKOWVOVIOV LIOKELTOL [0
mAnfdpa Kaiptwv aAloydv, ot omoieg £xovv GEPEL TIG ACVPUOTES EMKOIWMOVIEC GTO
TPOGKNVI0 TNG 010V £pEVVOC, TOL ATOTEAEGLOTA TNG OTOL0G AVTIKOTOTTPILOVTOL GE
moAvapOuEG Kavotopeg teyvoroyieg / mpoidvta, onwg to WIMAX (Wordwide
Interoperability for Microwave Access), ta otavtaptg g IEEE (802.20, 802.22,
KAT), ko moAAG dAAa (mesh networks, software defined radio). Xto mapamdve
TA0{C10, 0 AGVPHOTOC KOCUOG Kiveital Tpog TV Katdotaorn mov ovoudletoan B3G
(mépav g TPiMC YEVIAC), OMOVL Ol TNAEMKOW®MVIOKEG VIOodouES Oa mpémel va
avTipetonilovy ocvuvexymg petafoaAilopeves eEmtepikés ocvvOnkeg, ol omoieg eivon
oloéva Kol AyoTepo TPOPAEYYES G TPOG TNV TOWOTNTO TOV VLIANPECUDV TTOL
EMTPEMOVY. XTOV avTimoda avt®dv, ot texvoroyieg B3G exuetadievovtar v kot
emoynv ypnomn tov moilvaplBuwy dubeoipwmy teyvoroyidv (RATS), ue otdoxo v
TOPOYN VYNADV EMITEI®V TOWOTNTOS VANPECUDY GE OIKIOKOVS KOU U1 YPTOTEC.
Qo1060, 01 MWOAAEG Kawvotopieg €yeipovv 10 {NTNUOL TG EmMTLYOVS drayeiplomng
TEPUOTIKAOV KOl OTOLYEIMV SIKTOOL GE £vOl TOGO OVIAYWOVIGTIKO TEPPAALOV. AvTo

aKpPOC amoTeAEl KO TO OVTIKEILEVO TNG TOPOVONS dTPING.

Me Bdon to avoTép®, TO TPMOTO KEPAANLO TNG OOTPIPNG AVATPEYEL OTIC CNUEPIVES
dwbéoueg teyvoroyieg ko on ota cvotuota B3G, kaddmtovtag évvoleg OTmG M
SVVOUIKY avadlipOpwon TEPUOTIKOV Kol oToyEimv dKTOmV, Kabdg emiong kot ta
cognitive 3iktuo ETIKOIVOVIOV, EVE OvVaQPOpE YIVETAL KOl GTNV AVAYKN GYESIOGLOD
Kol 0VATTLENG TOV GYETIKMOV UNYAVICU®V dtyeipiong, pe Pdon tig emttayés Tov idimv

TOV VTOOOUAV, GAAGE KOl TOV YPNOTOV.

Metd 1 OwaloAOYNOoN NG EMTOKTIKNG AVAYKNG avATTUENG €VPLAV pHeBSOWV
dweipiong B3G ocvotudtov, 1o dg0TEPO KEPAANIO TOPOVCIAlEL £va TETOL0
ovotua, ovopott Reconfigurable Terminal Management System (RTMS), to omoio
dwyepileton éva teppotikd B3G péom g povielomoinong tov mpoeik evog ypnot,
™G amoOKTNONG TANPOPOPIOV TV cLuvONKOV Tov TEPPAAAOVTOG, OAAL Kot TNG
dampayudtevong yw. TV amd@AC GYETIKA HE TNV KoAOTeP (Kot emiloynv)

dapHBpwon Tov v AOY® TEPUATIKOV.
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AvoQopikd pe TNV OTOKINGT TANPOQOPIOV Yo, TO TEPPAAAoV, To emOueva 3
KEQAAOLO TTPOTEIVOUV LUNYAVIGHOVE SaEIPIONG TOV PACUATOS EVOC cognitive dikthov
emKovovidv. ['a avtd T0 oKomd elval onuovtikn 1 voapén unyavicumv pabnong,
®ote €vo cLOTNUO Vo UTOPEl VO EKUETAAAEVTEL UETPNOELS MOV OVOKTE Omd TO
mepPaArov Tov, paledovtag yvaon Kot epumelpia kol Ppickovtag Tig SLVATOTNTES TOV
TOVL TPOCPEPOVV 01 SAPOPES dVVATES avadlopOpdGELS TOv, OGTE Vo kKatevbuvOel o

BéATIoTN OmOQao.

Juykekpléva, TO Tpito KepdAoo mpoteivel Kdamoleg Peltidoel ot @don
YOPOKTNPIOHOD €vOC dlowAov evdg cognitive diktbov. H mpotewoduevn pébodog
OTOTIUA TIC VTOYNQPLEG avadlapOpOCELS eVOG TOUTOOEKTY, CLOYETILOVTAC TEG WE
duvatéc Toyvreg (bit rates) mov pmopei va emitdyet. T'a 10 okomd avtd AapPavet
voyn  petpnoelg channel-state estimation information (CSl) xot av&dver ™
BePardonto oYETIKA pE TNV OMOTIUNGOM TGV OvOSPOPOCEDV GLYKEVTPOVOVTUG
YVOGOELG Kol gumelpio. pe ) yprion Bayesian diktvwv. Amoteléopata amd S10popa

oeVAPLOL ATOJEKVHOVV TNV 0pBdTNTA TG TPOTEWVOUEVNG HEBOOOV.

Ev ovveyeia, ota endpeva 600 kepdrata (4o kar 50) mpoteivoviol KGmowo oyfiuoTo.
expadnong mov Pacifovror o€ vevpwvikd SiKTLO TOV YPNOUOTOOVVTOL YLl TNV
TpOPAEYN TOV OLVATOTHTOV SPOPOV TOAVOV avadlpdpdce®mV. XvyKeKpPUEva,
TOPOVGLALOVTOL SLAPOPU PEAMCTIKA, EUTOPIKE TPOYUOTOTOUCILLO. GEVAPLA, LE CKOTO
TO oYeOOGUO €VHG, KOTAAANAOL doUNG, VELPWVIKOD d1kTHOL, Mate va eEayxBovv Ta
KATOAAN A0 cLUTEPAGHOTO TTEPT TNG EMTLYOVS ¥pNoNns T€Tolwv uehodwv udbnong oe

cognitive diktvo ETKOWOVIOV.

Kotémv, 10 €éxt0 Kepdroo mapovotdler €va ocuvoAlkd mAaiclo  Olayeipiong
TEPUATIKAOV Kot oTolyelmv diktoov cvotudtov B3G, mapovsidloviag ta Pacikd
pépn amd ta 0moio amoTEAEITAL KOl TOV TPOTO TTOV OAANAETIOPOVV. ATOTEAEGLOTO OO
TPOGOLOIMGEL  Tapatifeviar TPog TOTOMOINoT TOV  OGYVPICUGV  TEPl  TNG

KOTUAANAOTNTAG TOV TPOTEWVOUEVOD TAOIGI0V (VTOSOUNG).

210 teAevTaio kePAiono NG dtpPng mopatifevror dipopa courepdopata, Kabmg

EMIONG Kot LEAAOVTIKEG TPOKANGELS TTOV TPOKVTTOLV €E' ALTNC.
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ABSTRACT

Over the last decade the world of wireless communications has been undergoing some
crucial changes, which have brought it at the forefront of international research and
development interest, eventually resulting in the advent of a multitude of innovative
technologies and associated products such as WiFi, WiMax, the suite of 802.20 and
802.22 standards, wireless mesh networks and software defined radio.

In this respect, the wireless world is rapidly evolving towards the “Beyond the 3rd
Generation” era, where communication infrastructures need to tackle external
conditions that are continuously changing, and thus become less predictable in terms
of quality of service provision. On the contrary, the B3G era, through the coexistence
and complementary use of a multitude of Radio Access Technologies, offers
additional capabilities for providing users with advanced levels of convenience and
flexibility for living and working.

As the management of terminal and network segments becomes more and more
crucial, in such a multi-dimensional era, the scope of this thesis is to deal with
management aspects regarding terminal and network elements in high-speed, B3G

communication environments.

The first chapter includes a report in modern tendencies in the world of
telecommunications, focusing in the vision of the B3G systems. The main
significances that are covered in the first chapter are the dynamic reformation of
networks and terminals (reconfigurability) and of cognitive networks (CN). A
reference is aso been made on why an advanced management functionality is
rendered necessary, based on infrastructure and business level issues and

reguirements.

After justifying the necessity to design and develop advanced management
functionality in the B3G systems, the second chapter presents such a management.
The system is called Reconfigurable Terminal Management System and in general it
provides the means for profile modelling, the acquisition of monitoring/ discovery/
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context information, and the negotiation and selection of configurations, based on
information deriving from policies, as well as the profiles and the context.

Regarding the monitoring/discovery/context information acquisition, the next three
chapters (3 — 5) present intelligent management mechanisms for the allocation and
usage of the radio spectrum, with the use of cognitive radio systems. In such a
process, learning mechanisms that are capable of exploiting measurements sensed
from the environment (monitoring), gathered experience and stored knowledge and
discovering the capabilities of the different configurations (discovery), are judged as
rather beneficial for guiding decisions and actions.

In particular, the third chapter proposes enhancements to the channel(-state)
estimation phase of a cognitive radio system. The proposed method aims at evaluating
the various candidate configurations that a cognitive transmitter may operate in, by
associating a capability e.g., achievable bit-rate, with each of these configurations. It
takes into account calculations of channel capacity provided by channel-state
estimation information (CSI) and the sensed environment, and a the same time
increases the certainty about the configuration evaluations by considering past
experience and knowledge through the use of Bayesian networks. Results from
comprehensive scenarios show the impact of the method proposed in this chapter, on
the behaviour of cognitive radio systems.

Then, the next two chapters (4™ and 5yh one) introduce and evaluate learning schemes
that are based on artificial neural networks and can be used for predicting the
capabilities (e.g. data rate) that can be achieved by a specific radio configuration.
Specifically, interesting scenarios, which include both commercial and simulation
hardware/software products, are mobilized for the benchmarking work, conducted in
order to design and use an appropriate neural network structure, while indicative
results are presented and discussed in order to showcase the benefits of incorporating
such learning schemes into cognitive radio systems.

The sixth chapter presents an advanced management framework, as an enabling
technology for designing and developing, wireless systems in B3G environments. The
chapter focuses on the main components of the proposed framework, as well as on

- Vil -



MANAGEMENT METHODS FOR TERMINALS AND NETWORK ELEMENTS IN HIGH-SPEED, B3G COMMUNICATION ENVIRONMENTS

their functionality and interactions. Additionally, indicative simulation results
showcase the efficiency of the proposed framework.

Finally, in the last chapter, some general conclusions that arose from the thesis are
presented, as well as future challenges for the continuation of the presented work.
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>1ovg yoveig pov, [Napyo kot Potevn,

oV adepen pov, Evayyeiia,

ka1 ot Mapia




MANAGEMENT METHODS FOR TERMINALS AND NETWORK ELEMENTS IN HIGH-SPEED, B3G COMMUNICATION ENVIRONMENTS

IHPOAOTI'OX

H petarapmadevon g yvoong and yevid og yevid anotelel, og mpénel, Pacikdtato
o160 kaBe avOpdTIVNG dpactnproTTas. Edwkd o éva topéa toc0 gvpetafinto 6Go
01 acVPUOTEG EMKOWMVIES, KOOe Tpoomdbeia TPOS TNV KATAKTNGN NG YvVMOONG ival
oL povo Beptn aAAd Kot emPBePAnuEVI. Avtég Ko AALEG TOPOUOLEG CKEWELS EXOVV
OLVOOEVGEL TNV TOPOVGH EPEVLVNTIKY TPOGTADE OV OTOKPUOTOAAMVETOL GTN
oLYYPOPY ALTNG TG dTPIPNG, Tpoomadela n omoia Eexivnoe Kot oAoKANp®ONKE 6TO
gpyaotpo Aktowv TnAemkowoviov kol AKTuok®v YZINPesIOdV TOL TUNHOTOS

Yrowkov Xvotudtov tov [avemotpiov [epoumg.

O dpduoc mpog ™ yvoon Odpmg eivar mévra dVokoAog. Ta eumddo Tov cLvAVTA
Kavelg eavtalovv tepdotio Ko oavumépPinta. Eumddio mov ywpic ™ ocvpPoin
opwopévay avlponwv eivor advvato va Eemepactovv. ‘Etot, mpoAoyiloviag ™
dwrpPn o MBedo va amevBOveo evyoapiotieg mPog avtovg Tovg avOp®TOVS, 1M
oLUPoAN TV omoiwV EKave OAN QVTA TOL EUTOOLOL TTOV GLVAVINGA GTO dPOLO TPOS TNV

0AOKAN PO TG S TPIP1S VO POVTALOVV LIKPOTEPOL.

Yrepave OAmv, n oKoyEveLd LoV, Ntav ekel va pe otnpilel Ko TOAAEG POPES Vo e
avéyxetal, o€ OAeg TIG Paoelg g (ong pov. O matépog pov, I'dpyog Ko 1 untépa
pov, mteviy, TOL pPE TOAD KOTO KATAPEPAY VO LEYOADGOVV £va, Todl, TPOGPEPOVTAG
TOVL TO TAVTA, OCTE Vo UTOPEL VoL ETIKEVTPMBEL GTOVG GTOYOVE TOVL KO TEAIKE VO TOVG
netoyel. H adepen pov Evayyeria, mov pe v aydnn g Kot v ¢povtida g Hov
€0vE TTAVTO. KOLPAYI0 KOl SVUVOUN VO TPOYWPD. ZE AVTOVG OPEIA® apyIKA vo Yopicw
TO0 peyohvtepo pepidlo ¢ MOWKNG kavomoinong Yy TO AmOTEAECUO OVTAG TNG

TOAVETOVG TPOCTAOELNG KO VO TOVG TT® £VOL LEYOAO ELYOPIOTA. ..

Kaf’ 6An ) oudpkela g mopeiag mpog v oAokAnpwon g datpPng, Pacikdtepog
apoyds otddnke o emPAénov kabnynmg pov, avarAnpoTg Kadnynting Ttov
Hoavemommuiov Ilepomg, . [Havayidng Agpéotiyag, 0 omoiog emédeile apéplot
EUMIGTOOVVN TPOC TO TPOCOTO Kol TS OLVATOTNTEG MOV amd TIG OpPYXEG NG
ocvvepyaosiog poc. H coppoin tov k. Agpéotiyo otnv oAoKANp®on g dTpirig pLov
NTaV TEPACTIO. (OGS KO 1) CLVEXNS KOBOONYN G| TOV, 01 TAPUTNPNGELS TOV GE TEXVIKA

kot un Oépota, n vmoot)piEn Tov, NOWKN KOl YLYOAOYIKY, KAOMDG Ko 1M mwAvVTO
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KOAOTPOOIPETN TEST] TOV, GLVETEAEGAY OVGLOCTIKA GTNV OAOKANP®GON TNG TAPOVCOG
dwrpPnc. O k. Agpéotiyag vanpée yia péva £vag mpaypatikog “ddokarog”. I' avtod
VioOw ™V avdykn va Tov guyopliotTno® Kol EATILo va Qaved aKOUo TEPIGGOTEPO

avTa&log TV TPOGOOKUDY TOV.

Ynoypeog eniong vimbo mpog Toug avamAnpwt kabnynt) k. Anuntplo Zdpyov kot
kafnynm Nwnta Xyovpo, kabnyntéc tov Ilavemomuiov Ilepaidg, ot omoiot
anotélecav myn Eumvevong yw péva. H cvvepyaoio pali tovg, omd 1o mpomtuyioKd
Hov ypdVIa aKOUA, YIVOTAV TAVTO GE APLoTO Kol LMkO KATpa. Tloté dgv apvnOnkav
mv Ponbeld tovg, omotednmote kot av ™ {Nmoa kot YU avtd o nOsha va Toug

EKQPPAGH TNV EVYVOUOGVUVT HOV.

"Evag axoun dvBpwmog 6tov omoio opeihm mpaypotikd ToAld, eivor o0 ToAD KaAOG LoV
@iAog, ovvddelpog Kot cvoumaiktng Ap. Anuntpaxomovroc Nopyos. O T'uwpyog
ot1dOnKe dimha pov cov wpaypatikdg adepoc. Eivar avtdg mov pe Borinoe kot mévta
pe Ponbder oe oTWONMOTE KOL OV YPEWOCTO. e OAN ovT TN OWdPOU| HOV
ocvumopactddnke Omwg Atyor avBpwmor Ba éxoavov kot yU avtd Tov 0peil® éva

HEYAAO ELYOPIOT.

Emiong, 0 pmopd vo punv €uxapiotnom TNV TOAD KOAN HOV @iAN, GLUVAOEAPO Kol
ocvviopa Apa, Kpntikod I'ovdn, mov pali Eexivioope, cvveyiocape Kot 0mmg OAn
delyvouv, pali Bo tedeudoovpe avt) v mopeia, Yo T GMa TG TPpOTO At OAa,
KaBmOG KOl Yy TNV YUYOAOYIKN VTOGTNPEN, OAAL KOl TIC OHOPQPES GTIYUEG TOL

nepdoape poli oto epyactpro 307 g AvopoHtoov.

Emniéov, Ba nBeia va evyoapiomom to @ilo Ko cuvddelpo Apa. Koota Toaykdapn
kaBog ko ™ Aéktopa Bépa-Aledvopa XtavpovAdkmn, ywpic tv Ponbea twv

omoimv Ba fTav LAALOV adOVATN 1| OAOKANP®GCT] TNG TAPOVCAS EPYAGING.

Axépa, £vo onUovTiKO LEPId0 GTNV OAOKANPMOT QVTAG TG EPYNCING KATEYOLV TO
vrérowma PEAN tov  gpyactnpiov Awtdov Tniemkowoviov Kot AKTLOKOV
Yrnpeoudv Kou  wO  ovykekpéva ot Ayyelog  Zaotodakng,  Atovoong
ITetpopovorakng kot Mdapiog AoyoBétng. Tovg edyopor cHvtopa kot avtol va

0AOKANPAOGOLV TO O1KO TOVG Ta&idl TPOGS TN YVAON.
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Emiong, Ba Mbeha va evyxapiotiom TOUG GIAOVG KOl GUVEPYATEG TOL «OUOEAPOV»
gpyaotpiov, Apa 'dpyo Mrpdéfo, Havayiwtn OsopuAidiko kot BAdon Mrapovon

Kol va evynd® oTovg TEAEVTAIOVG VA YiVOLV GUVTOUO O100KTOPES.

Télog, e&€yovoa BEon petald tov avBpodnwv mov pe otpi&av 6A0 avtd T0 S1GCTN N
Katéyel  oOHVTPoPOS pov Mapia, n omoia NTav TAVTA SITAQ OV VO LE ELPUYDOVEL
0TV £Y0VO TO KOLPAYO HOV KOl LE DITOUOVT] KO OyGmn Vo avEXETAL TIG 1010TPOTiEG

Hov.

Me Ty,

Amndotorog I'. Katdiwtng
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1. WIRELESS COMMUNICATIONS, BEYOND THE 3RD
GENERATION (B3G)

Abstract:

The first chapter includes a report in modern tendencies in the world of
telecommunications, focusing on the vision of the Beyond the 3 Generation (B3G)
systems. The main concepts introduced in this chapter are (i) the dynamic adaptation
of networks and terminals to external requirements (reconfigurability) and (ii) the
advent of cognitive networks (CN). A reference is also made on why an advanced
management functionality is rendered necessary, based on infrastructure and business
level issues and requirements. Parts of this chapter have been published in [1][2].
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WIRELESS COMMUNICATIONS, BEYOND THE

3RD GENERATION (B3G)

1.1. The Wireless World Today

Wireless communications attract significant research and development effort,
reflected on the progress of work performed in international projects [3], aswell ason
the discussions in international fora [4]. This work results in a powerful, high-speed
infrastructure that offers versatile solutions to the digital information society. In this
context, the technological focus is on the cooperation and coexistence of legacy Radio
Access Technology (RAT) standards with currently emerging ones. The current
wireless landscape is characterized by a plethora of RATS, which can be roughly
classified in two major families:

Wireless wide area networking (WWAN) technologies, which include, among
others, 2G/2.5G/3G mobile communications [5], the IEEE 802.16 suite [6],
WIMAX [7] and broadcasting technologies[8];

Wireless short range networks (WShRNSs), which include wireless local and
personal area networks (WLANSWPANS), as well as wireless sensor
networks (WSNs) [6,9,10].

This situation is depicted on Figure 1-1.

Regarding the backbone network architecture, legacy [5] or modern paradigms [11]
can be followed. Moreover, the evolution of wireless access networks is frequently
referred to as B3G (Beyond the 3" Generation) systems[3][4].

In the B3G era Network Operators (NOs) will have to address increased complexity,
with respect to today. Complexity derives from two main sources:

The inevitable heterogeneity of the network and terminal infrastructure;

The user requirements that associate the B3G era with advanced

services/applications, provided seamlessly and ubiquitoudly.

-29-



APOSTOLOS G. KATIDIOTIS

- ~ o — -

F ) ~
/ Advanced Services and
—_— Applications - \

i WAN

Figure 1-1: Overview of the WirelessWorld in the B3G Era.

To meet these objectives, NOs have to deploy complex network topologies of
heterogeneous nature. The different RATs will have to co-exist, and be
complementarily (and efficiently) exploited. A way to achieve this is by introducing
the reconfigurability concept that is covered in the next sub-section. Each RAT has
different capabilities, in terms of capacity, coverage, mobility support, cost, etc.
Therefore, each RAT is best suited for handling certain situations. In this respect, a
NO will have to rely on different RATSs for raising the customer satisfaction, and
achieving the required Quality of Service (QoS) levels, cost-effectively. QoS refers to
performance (e.g., bit-rate, delay, etc.), availability (e.g., low blocking probability),
reliability (e.g., low dropping or handover blocking probability), as well as
security/safety (indicated also in [12]).

Another increasingly important engineering challenge in today’s wireless
communications domain is the proper management of the electromagnetic radio
spectrum, a valuable yet limited natural resource. The current static assignment of the
radio spectrum in combination with the often criticized governments overregulation,
leads to underutilization situations [13][14]. Furthermore, the disparate and highly
varying contemporary radio environment calls for intelligent management, allocation
and usage of the radio spectrum. One of the most prominent emerging technologies
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that promise to handle such situations is cognitive radio. This is covered in sub-
section 1.3.

1.2. Reconfigurability

The concept of reconfigurability has been introduced as an evolution of Software
Defined Radio (SDR) [15], often considered as a mean to facilitate interworking
among versatile technologies, so as to offer alternative solutions with regards to the
selection of Radio Access Technologies in certain service area regions. This is
achieved by offering to terminals, aswell network elements, the capability to re-adapt
specific operation parameters, to the environment requirements. This capability is
offered through mechanisms that enable the change of any operation parameters /
software protocols of a RAT, which is called “Reconfiguration”, whenever
environment conditions and requirements impose it. Reconfiguration can be realized
not only by preinstalled software modules (in terminals/network elements), but also
through the online (dynamic) download and installation of the necessary software, so
asto enable the operation of a certain RAT.

Table 1-1: Basic conceptsin wireless communication technologies

) Basic features of terminals and network
Wireless Technology o :
ements

Conventional wireess communication | One RAT / terminal.

technologies
One RAT / network element.
Static (a priori) specification of network
related parameters).

Cooperative B3G networks Terminals select among numerous RATS.

Alternatively, there is the possibility to

simultaneously operate numerous RATS.

One RAT per network element.
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Pre-installation (offline) of the necessary

software for aternative RATS operation.

Reconfigurable networks Terminals select among numerous RATS.
Alternatively, there is the possibility to
simultaneously operate numerous RATS.

Dynamic  (online) installation and
configuration of software parameters for
the utilization of the selected RAT, during
terminals’ ad network elements’ operation.

This concept constitutes a major innovation in B3G systems compared to the
conventional “static’ mode of operation of atoday’s communication network. In other
words, one could easily imagine a network segment, dynamically reconfigurable, so
asto utilize acompletely new (just introduced) RAT, if considered more appropriate.

The Table 1-1 above summarizes the basic features of some communication-related

concepts, as well as some management characteristics of theirs.

In a B3G environment, the terminal and network elements should be able to use
different configurations. Each configuration is characterised by different parameters,
e.g. software, frequency, profile, etc. Reconfiguration on the other hand provides the
selection upon the appropriate configurations and the actions that needs to be taken, in
order to make a change from the one configuration to the other. In general, a
reconfiguration may have implications on numerous OSI layers, with more emphasis
given on the PHY/MAC layers, thus it constitutes a cross-layer process). However,
focusing on the lower layers, just to provide an in-depth view of this concept, we
could claim that a platform that enables its transceivers or terminals to dynamically
select the most appropriate RAT and frequency band for operation, could be like the

one shown in Figure 1-2 below.

As can be observed, each network element of a B3G infrastructure (this includes also
terminals) can readapt its mode of operation (RAT or/and frequency band used),
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based on external conditions/requirements. This can be achieved by disposing
intelligent management mechanisms, such as the ones that form part of thisthesis.

New Servica Ama

P Requiramants e
[ | BIG Infrastructare ) # BIG Infrastructure
Bt af R — Benmtel [ Eamerta?
Riit Rzt R RZM Rit R2M RIS AT M
Time Pariod n gy

Tima Paviod (n+1)

Figure 1-2: Reconfigurable Platform

1.3. Cognition

Cognitive radio systems are based on SDR technology and utilize intelligent software
packages that enrich their transceivers with the highly attractive properties of self-
awareness, adaptability and capability to learn. A cognitive radio system has the
ability to adjust its operating parameters, observe the results and, eventually take
actions, that is to say, decide to operate in a specific radio configuration (i.e., radio
access technology, carrier frequency, modulation type etc.), expecting to move the
radio toward some optimized operational state. In such a process, learning
mechanisms that are capable of exploiting measurements sensed from the
environment, gathered experience and stored knowledge, are judged as rather

beneficial for guiding decisions and actions.

A direction for achieving spectrum efficiency is to equip the infrastructure with
cognitive radio capabilities. In general, cognitive systems dispose the capability to
retain knowl edge from previous interactions with the environment and determine their
behaviour according to this knowledge, as well as to other goals and policies, so asto
adapt to external stimuli and optimize their performance [16, 17]. Cognition as a
concept may extend to numerous parts of a communication system, i.e. to network
segments, access points and even terminals. Cognitive systems determine their
behaviour in a reactive or proactive manner, based on the external, environmental
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stimuli, as well as their goals, principles, capabilities, experience and knowledge. In
this respect, future cognitive radio devices will have the capability, or luxury, to
choose on the fly the radio configuration, by taking into account the context of
operation (device status and environment aspects), goals, policies, profiles and
capabilities, and machine learning (for representing and managing knowledge and
experience). In a more general sense, the term radio configuration or simply
configuration refers to a chosen carrier frequency and a specific radio access
technology (RAT) but can be extended to include other operating parameters like
transmission power, modulation type etc. This definition also allows a spectrum band
to be used for operating in different RATS, in accordance with the flexible spectrum

management concept [18].

Measurements from
environment

Radio Scene
) Analysis
Information l:gm \:l'ng)
Transimission .
Configuration Measurements, e.g.,

interference, data rate,
atc.

Selection

Channel State
Estimation &

Refined information on
configuration capabilities,

e.g., dala rate, efc. Predictive
Modeling
Transmitter Receiver

Figure 1-3: Simplified representation of cognitiveradio cycle.

In [19], a typical cognitive radio operation is presented as a simplification to the
“cognition cycle” initially described in [20][21] and can be divided into three, tightly
interconnected phases (see Figure 1-3). Thefirst is radio-scene analysis, during which
different configurations are probed, and the respective environment conditions, e.g.
interference related, are sensed. The second is channel estimation and predictive
modelling, during which the capabilities of configurations are discovered (discovery
process) and accordingly assessed, based on the measurements of the previous phase;

moreover, experience and knowledge can be exploited in this phase. The third is
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configuration selection®, during which the transmitter sends the desired signal by

means of the “best” radio configuration (RAT, frequency, modulation, transmit power

etc), asit derives from the information of the previous two phases.
Software

w
% Knowledge Defined
base Radio

Learning

Cognitive Engine

Figure 1-4: Cognitiveradio engine.

The approach that is adopted here is that a cognitive radio is born by the enhancement
of a software radio with cognition capabilities. Those capabilities are often provided
by an intelligent software package called a cognitive engine, as proposed in [22] and
depicted in Figure 1-4, albeit, according to FCC [23], ‘neither having software nor
being programmable are requirements of a cognitive radio’. Within the cognition
cycle, the cognitive engine derives and enforces decisions to the software-based radio
by continuously adjusting its parameters, observing and measuring the outcomes and
taking actions to move the radio toward some desired operational state [24].
Meanwhile, cognitive radios are capable of learning lessons and storing them into a
knowledge base, from where they may be retrieved, when needed, to assist future
decisions and actions. A reasoning engine determines which actions are executable in
each environment state. Considering that this could result in a computationally
intensive and time-consuming process e.g. in case of a diversified radio environment
with numerous state-action pairs, the need for a learning engine seems to be
imperative.

! Thisis dightly different from the 3 phase originally presented in [19] and entitled as transmit-power
control and dynamic spectrum management.
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1.4. Need For Advanced M anagement

Functionality

Advanced management functionality is required for terminals in the era of B3G
wireless communications [3,4,25]. This is due to: (i) the need to exploit the
heterogeneous infrastructure through evolved terminals;, (ii) the demanding
requirements that should be satisfied and the higher complexity of the business model.
Figure 1-5 depicts the main points of the rationale for developing the management
functionality.

("« Personalization

icati « Context Awareness (" +Advanced )
Applications « Atways Bl Manageme_nt
Business Level =) « Locations/Time I:()< Connectivity > Functionality

User Types « Selection,

* Seamless Mobility Cooperation

< Negotiation >
* Multiple NOs . 3 « Policies

» Heterogeneous * Complementary « Context
Infrastructure ) Networks =)< Exploitation of RATs awareness

« Reconfigurable « Collaborative NOs \_* Profiles J
Terminals

B3G World \.* Ubiquitous Provision/

Figure 1-5: Rational for the need for advanced management functionality.

1.4.1. | nfrastructure issues

At the network domain, the main B3G feature is the heterogeneity of the
infrastructure. This entails that there will be co-existence and complementary
exploitation [26],[27] of several RATS, which can be roughly classified into two wide
sets. The first set includes the “wireless wide area networking” (WWAN)
technologies. This set comprises 2G/2.5G/3G mobile communications [5], the IEEE
802.16 suite of standards [6], WIMAX [7] and broadcasting systems [8]. The second
set includes technologies for “wireless short range networks’ (WShRNSs). This
category includes wireless local/personal area networks (WLANSWPANS) [6], as
well as wireless sensor networks (WSNs) [9,10].

At the terminal domain, there are devices equipped with a set of hardware
transceivers. In general, each hardware transceiver can operate a set of configurations.
Each time, a specific configuration should be selected. (Re-)Configurations enable the
(re-)association of the terminal with networks. A reconfiguration may involve changes
in one or more of the following features: the RAT, spectrum carrier, transmission

-36-



MANAGEMENT METHODS FOR TERMINALS AND NETWORK ELEMENTS IN HIGH-SPEED, B3G COMMUNICATION ENVIRONMENTS

power, or the algorithms for modulation, coding and error control. More options exist
if reconfigurations can be done “in software’ i.e., by activating appropriate software
on the hardware [3], [26],[28]; this comes in accordance with the “ software-defined-
radio” [28] or the “software adaptable network” [29] concepts. Terminals can be
capable of “multi-homing”, when they can maintain paralel (simultaneous)
connections to radio networks.

1.4.2. Business level issues and requirements

At the business level, afirst feature is the existence of more NOs than today. The NOs
can be classified as primary or secondary. A primary NO owns a heterogeneous
infrastructure that will comprise a set of licensed WWANS, and a set of WShRNSs. In
principle, a secondary NO operates one or more WShRNs. The spectrum bands
required by secondary NOs can be either license exempt, or rented from primary NOs
(spectrum owner entities, in general), or used opportunistically [30]. In such a B3G
environment, the cooperation between NOs can be envisaged, e.g., between a primary
and some secondary ones. In this direction, the next chapter shows also how
cooperation and negotiation [31] mechanisms can be used for materializing this
cooperation, to the benefit also of the served users.

The general business level objective, especially for primary NOs, is to offer a
multitude of applications to multiple types of users, locations (residential, public, or
business), time zones. Applications can include voice/audio/data/video content, which
is communicated in a conversational, interactive, streaming, or background manner
[5]. Within the different locations and time zones a user may assume various roles,
e.g., a work, private-life, shopping etc. In any case, application provision should be
done at the best possible QoS and cost levels. As discussed also in [32], QoS specifies
levels of performance (e.g., bit-rate, delay, etc.), availability (e.g., low blocking
probability, capacity), reliability (e.g., low dropping or handover blocking
probability), as well as security/safety.

The general business level objective yields the fundamental requirements that should
be satisfied by the wireless B3G infrastructure of any primary NO. These are the need
for personalisation, context awareness, always best connectivity, ubiquitous provision

and seamless mobility.
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Personalization derives from the need to support different user types and roles.

Context awareness derives from the need to consider the state of the served
user, terminal and of their environment. The basic contextual information
consists of the user and terminal identities and roles, as well as the location and
time zone. From these, advanced reasoning can be deduced.

Always best connectivity derives from the need to optimally offer the diverse
applications, in terms of QoS and cost, taking into account personalization and

context information.

Ubiquitous provision is the requirement to offer always best connectivity,
everywhere.

Seamless mobility renders the users agnostic of the complexity of the

underlying infrastructure.
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2. MANAGEMENT SYSTEM FOR TERMINALSIN THE

WIRELESSB3G WORLD

Abstract:

In the era of B3G wireless communications, a NO should satisfy numerous
requirements, namely, personalisation, context awareness, always best connectivity,
ubiquitous service provision and seamless mobility, as stated in the previous chapter.
A NO can efficiently satisfy such requirements by relying on the different available
radio networks of the heterogeneous infrastructure, and potentially on other
cooperating networks. In this respect, the NO should possess advanced management
mechanisms for driving its users to the most appropriate RATSs that live up to the
requirements. The presentation of such a management system is the specific
contribution of this chapter. The system is called Reconfigurable Terminal
Management System (RTMS). In general, it provides the means for profile modelling,
the acquisition of monitoring/discovery/context information, and the negotiation and
selection of configurations, based on information deriving from policies, as well as
the profiles and the context. The work on this chapter focuses on the role and the
information of the components of the RTMS. Concrete functionality for
accomplishing the role is also presented. Nevertheless, the system is open to the
integration of alternate functionality. The discussion includes a business case that
presents in high level terms the role of the management system, a detailed description
of the components of the this management system and results that show the efficiency
of the management schemes. A summary and further research challenges, conclude
this chapter. Parts of this chapter have been published in [1][2].
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MANAGEMENT SYSTEM FOR TERMINALS IN THE

WIRELESS B3G WORLD

2.1. I ntroduction

2.1.1. Need For Advanced M anagement Functionality

In the B3G world, a primary NO can efficiently satisfy the requirements, that derive
from the business level, by relying on the different RATs of its heterogeneous
infrastructure, and potentially on other cooperating networks. Each radio network has
different capabilities, e.g., in terms of capacity, coverage, mobility support, cost, €tc.,
and therefore, will be better suited for handling certain situations. In this respect, the
NO should possess advanced management mechanisms for driving its users to the best
networks that satisfy the requirements. The management mechanisms should be
responsible for selecting the appropriate configurations of the user’s terminal device,
in order to associate it with the most appropriate radio networks.

The presentation of such a management system is the specific contribution of this
chapter. The system is called Reconfigurable Terminal Management System (RTMS)
[3, 4, 5]. In general, it provides the means for profile modelling, the acquisition of
monitoring/discovery/context information, and the negotiation and selection of
configurations, based on information deriving from policies, as well as the profiles
and the context. It is used by the NO for associating its users with the most
appropriate radio networks. Since some of the radio networks may belong to other
NOs, part of these management mechanisms is a suite of negotiation strategies [6],
which follow the reversed English and Dutch models, and allow the primary NO to
interact with cooperating networks RATSs. In [5] the structure of the management was
introduced, together with the general role of the components. The contribution of this
chapter is the formal description of the information associated with the components of
the management system, and the concrete description of the functionality of the
components for accomplishing their role. The system is open to the integration of
aternate functionality. Therefore, this work is open for interworking with other
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management systems of B3G networks, which can be targeted to the management of
access points or network segments.

2.1.2. Relation with previous wor k

This work extends the legacy state-of-the art by exploiting and extending
achievements in the area of the context awareness, profile modelling, policies, and

configuration negotiation and selection strategies.

Firstly, it formally defines the context information that should be obtained by RTMS.
This information can be obtained through various means, e.g., general context
acquisition mechanisms (e.g., [7,8]), and discovery schemes (e.g., [9]), which can be
sensing-based (e.g., [10,11]) and/or pilot channel based (e.g., [12]). In a similar
manner, this work contributes, by providing the RTMS-relevant view, in the area of
profile modelling [13] and policy-based management [14]. Compared to other recent,
prominent approached in the literature [15,16,17], this work follows more classical
approaches for the modelling of user preferences, since it relies on “utility” [18]
values instead of distinct weights per QoS parameter, which may be more difficult to
obtain. This work specifies a concise and powerful set of information, on which the
RTMS role can be based.

Regarding the configuration negotiation (in other words the cooperation between
NOs), this work starts from standard negotiation protocols [6], which are extended
and applied to the wireless B3G world. In the area of configuration selection, work is
based on an objective function (OF) that takes important aspects into account, namely,
the user interest for the QoS levels offered, the affordable cost for these QoS levels,
the priority of configurations and the cost of reconfiguring the terminal. The
configuration selection (decision-making) scheme aggregates, in the input, important
features like context, user preferences, terminal capabilities and policies from the
network operator. Based on this input, decisions can be taken in an autonomic fashion
[19,20], with limited collaboration [21], e.g., for the provision of policies, from the
network side. In the short term, decisions of RTMS can be enforced by means of
various mechanisms, for instance the media independent handover mechanisms [22].
Likewise, RTMS can benefit from emerging layer two standards defined for service
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continuity in heterogeneous networks [22]. In the mid term, RTMS functionality can
be integrated as part of these standards.

The chapter evolves as follows. The starting point, in section 2.2, is the presentation
of the business case that presents in high level terms the role of the management
system. Section 2.3 introduces the overall management system. Sections 2.4 — 2.7 are
targeted to the components of the management system. Section 2.8 provides results,
which show the behaviour and efficiency of the management schemes. This article
concludes with a summary of the major concepts presented and an overview of further
research challenges.

2.2. Business Case

Figure 2-1(a) depicts elements of the business case (static view). The focus is on a
user that has subscriptions with a certain primary NO. The user is moving in an area,
at a certain time period. The user is typically interested for applications/content. The
respective terminal has some capabilities. Various RATS may serve the area, and
consequently, the terminal. These belong either to the infrastructure of the primary
NO, or to cooperating NOs. The RTMS system, which is distributed over the terminal
and the network infrastructure, will enable the NO to maintain the user always best
connected.

Figure 2-1(b) depicts interactions between entities in the business case (dynamic
view). It consists of phases targeted to: (i) user/terminal authentication and
localization; (ii) context acquisition; (iii) cooperation and negotiation between NOs;
(iv) policy-based selection of the best configurations (RATS); (v) user/terminal
operation based on the instructions received in the previous phase.

The first general phase is concerned with security and localization issues. The
terminal uses an initial channel for communicating with the NO. The initial channel is
necessary [22],[23] in a B3G environment, especially when spectrum is flexibly
assighed to RATSs. The user and the terminal device provide information that enables
authentication and localization up to a certain granularity (not necessarily very fine
grained). The user and terminal identities will be used for finding personalisation
information. Location information will be used for context acquisition (next phase).
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L \ NO NOs

1. Security and Localization

2. Context Acquisition

3. Negotiation between NOs

4. Policy-based Selection

5. Operation based on Instructions

(b)

Figure 2-1: Business case. (a) Static view: user/terminal, NOs,
application/content segment. (b) Dynamic view: interactionsfor selecting the
configurationsthat will lead to association with the best radio networks.
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The aim of the second general phase is context acquisition. The discovery of available
configurations in the area of the user/terminal is of primary importance. In this
respect, the NO can provide initial information to the terminal. This information can
concern RATs and frequencies in the area of the terminal location. Based on this
information, the terminal can tune to the different configurations and discover details
on the potential performance of these RATs. Moreover, the terminal can complement
the information with details, related to aternate RATs that may potentially collaborate
with the primary NO.

The third general phase comprises the cooperation and negotiations between the
primary NO and the alternate ones discovered during the previous phase.

In the fourth phase, the NO conducts the policy based selection of the most
appropriate RATs that will maintain the user always-best connected, in a personalised,

context-aware and seamless manner.

In the fifth phase, the terminal operates according to the instructions received in the

previous phase.

It can be envisaged that whenever there will be a change in location the process
described above will be applied again. This will contribute to the requirement for

ubiquitous provision.

The next section describes the management system that supports the business case
described.

2.3. M anagement System

Figure 2-2 depicts a high level view of the RTMS that supports the business case
described in the previous section and satisfies the requirements identified in the
introduction. The RTMS consists of four main components, which are called:

8 Profile modelling;
§ Context acquisition;

§ Policies;
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§ Configuration negotiation and selection (CNS), based on policies, profiles and

context information.

RTMS  °

- L5 levels
Solution - Applications to transceivers

- Trongeriver configurations

Context |

Figure 2-2: Functional architecture of the Reconfigurable Terminal
M anagement System (RTMS).

The goal of the management system is to decide on three main configuration aspects.
(i) allocation of applications to QoS levels; (ii) allocation of applications to

transceivers; (iii) configurations of transceivers.

All components collaborate and contribute to the satisfaction of the requirements
identified in the introduction. Nevertheless, each component has a primary
requirement that is addressed.

§ The profile modelling component supports the requirement for personalisation.
8 The context acquisition component offers context awareness.
§ The policies and CNS components offer the rules and the optimisation

functionality necessary for always-best connectivity, ubiquitous provision and

seamless mobility.
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As depicted (Figure 2-2), the RTMS can collaborate with support entities, which are
management components of the network infrastructure. For instance, following
policy-oriented paradigms [14], these components can offer the means for policy
definitions, and act as policy decision points that also take into account other
terminalsin the area.

The distribution of the components and of their functionality is flexible. It is not
necessary to follow one of the two extremes, which are to deploy it completely in the
terminal or in the network. Following legacy, standard system engineering processes
[24], precise decisions on these aspects can possibly constitute extensions of this
thesis.

The rest of this chapter focuses on the role and operation of the components of the
RTMS.

2.4. Profile Modelling

The role of this component is to provide information on the preferences, requirements
and agreements of the user and of the terminal. Table 2-1 presents the data structures
of the component. The user and the terminal device will be denoted as u and d ,

respectively. The user has subscription with a NO denoted as nw .

Terminal. The terminal device d has a set of wireless network interfaces
(transceivers), which is denoted as TRX (d ). Each transceiver, t T TRX (d), can operate
a set of RATs RAT (d,t). For each transceiver, t | TRX (d), and RAT, r T RAT @, 1),
there is a set of frequency carriers, FRQ(d ,t,r). Essentially, the information, up to
this point, yields a set of transceiver configurations, CFG (dt). Each transceiver can
operate with different configurations. One configuration is operated at a time. It is
assumed that each transceiver configuration ¢ T CFG (d ,t) is described as ¢ = (r ,f ),
where r T RAT (d,t) and f T FRQ(,t,r). The other elements of the configuration

(power, modulation, coding, error control) are part of the control domain, and
therefore, are affected by the management system in a less direct way. Finally, the

terminal device has a set of applications/services, SRV (d ), that it can support.
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Table 2-1: Data structures of the profile modelling component of the RTM S,

| dentity of user.

I dentity of NO with which user u has a subscription.

nw
APL(u) Set of applications for which user u has subscriptions with
the NO nw .
QOS (u,s), K Sets of QoS levels at which user u can use application s 1
Q APL(u). Each QoS level, g1 Qos (u,s), consists of a set of
©
o K parameters, which specify the availability, performance
B and reliability levels required during the application
-]
provision.
UTL(u,s,q) Set of utility volume values associated with the use of
application s 1 APL(), a QoS level q1 Qos(u,s), by
USer u .
CST (u,s.q) Maximum tolerable cost values, for user u, when
application s T APL(u) isused at QoSlevel qT Qos(u,s).
d | dentity of terminal device.
= | ”Rx@) Set of transceivers of terminal device d .
(@]
ok
0]
% RAT (d,t) Set of Radio Access Technologies that can be operated at
; transceiver t T TRX ().
c
5
| FRQ@ ,.t,r) Set of frequencies that transceiver t T TRX (d) is capable of

using, when RAT r T RAT (t,d) is operated.
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CFG (d,t) Set of transceiver configurationsfor t T TRX d).

Each transceiver configuration c¢1 CFG(t,d) can be
described as ¢ =(r ,f ), where r1 RAT(,d) and f1

FRQ(r,t,d).

SRV (d) Set of applications/services that can be supported by device
d.

User. The user may use (i.e. has subscriptions for) a set of applications/services
APL(u). For each application, s T APL(), there is a set of QoS levels, QOs (u,s),
which interest the user and are agreed with the NO (through the subscription). Each
QoS level, qT Qos(u,s), comprises a set of K parameters (key performance

indicators). Each parameter k = 1, ... K, is related to a specific aspect that falls
within the availability, performance or reliability categories[25].

For each user, u, application, s, and QoS level, q, there can be a set of utility
volume values [18], UTL(,s,q), and a set of cost-related values, CST (u,s.q).

Essentially, each time an appropriate utility and cost value will be used, from the set,
depending on the context (situation) in which the user is found. The consideration of
sets of utility and the cost values, in this part of the component, entails flexibility to
have different values in different contexts, as discussed in the next section.

The utility from here on expresses the user preference for a QoS level, with respect to
the other permissible ones. A higher utility value means that there is a higher user
interest for the particular QoS level. The utility value influences the decision
regarding the best configuration, with which the user should be associated. Users
should be associated with networks and RATSs that can offer the most preferred QoS
levels. The cost values can be seen as the maximum price that the user u has agreed

for the use of application s at QoSlevel q .
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2.5. Context Acquisition

This component reveals the context in which the user and the terminal are found. It
provides the means for understanding the status of the user, of the respective terminal
device, and of their environment. Contextual information is split into categories. The
first category is the basic information. The second category is the refined user profile
information. Finally, the third category is the information provided by the monitoring
and discovery procedures. Table 2-2 presents the data structures of the component.

Table 2-2: Data structures of the context acquisition component of the RTMS.

X () Set of contextual situations in which u may be

found.

X = An element of set X (). It refers to a user u

(“who”), carrying device d, in time epoch n
{u,d,n,loc, rol} . .
(“when”), moving in location loc (“where”), and

Basic information

assuming (conducting) a certain role (worker,
private-life, etc.), rol (“what”).

APL. (u,x) Set of applications that interest useru in context
x . This set is a subset of the overall set of
applications and those supported by the device,
i.e., APL. (u,x)E APL{u) G SRV ().

QOS¢ (u,s,x) Set of QoS levels, at which user u wants to use
application s T APL. (u,x), in context x . This set

is a subset of the overall set of QoS levels, i.e.,
QOS¢ (u,s,x)<c QOS (u,s)

Refined profile information

utl. (u,s,q,x) Utility volume and maximum cost associated with

the use of application sT APL. (u,x), a QoS

cst (u,s,q,x)

level g1 QOS, (u,s,x), by user u, in context x .
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The values belong to the sets UTL(u,s,q) and
CST (u,s.q), respectively.

cfgc (d,t,x) Configuration of transceiver, t1 TRX(d) of
device d , in context x .
CFG. (d,t,x) Alternate configurations for transceiver t 1

TRX (d), which are available in the environment,
in context x, according to the discovery
procedures. These are a subset of the capabilities

of the transceiver, i.e., CFG. (d,t,x) < CFG(d,t).

et (d,t,c,x)

Cost of reconfiguring transceiver t of device d ,

from cfg. (d,t,x), to a configuration c1

cfge (d,t,x) U CFG;(d,t,x) incontext x .

Monitoring and Discovery

qos & (. x)

QoS capabilities of a configuration ¢ 1
cfge (d,t,x) U CFG.(d,t,x), incontext x . Each

QoS level consists of K parameters.

srve (d,t,x)

Applications that are served by transceiver t , of

device d , in context x . Inter-layer aspect.

qosZ® (d,t,s,x)

QoS level offered to application s T srv (d,t,x)

by the transceiver t , of device d , in context x .

Basic information. Each user may be found in a set of contexts, X (u). Each element

of the set, x1 X (), provides basic context information, which comprises the

user/terminal identities (“who”), the time (“when”) and location (“where’), and the

user role (“what”). Therefore, x impliesthat, within atime epoch n , user u , carrying

terminal device d , is found in a certain location loc , and assumes (conducts) a

certain role (at work, a home, etc.), rol .
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Refined user profile information. The following refinements can occur for the profile
of user u in each context, x T x(u): (i) the set of applications, APL. (u,x)<
APL(u) C SRV (d), that interest u ; (ii) for each application s T APL. (u,x) the set of
QoS levels, QOS. (u,s,x)c QOS(u,s), that interest wu; (iii) the utility,
utle (U,s,q,x)1T UTL@,s,q), and maximum cost, cstZ (u,s,q,x)T CST(u,s,q),

when application s T APL (u,x) isused at QoSlevel g1 Q0S. (u,s,x).

Set APL. (u,x) is a subset of the intersection of sets APL(u) and SRV (d). In other

words, user u, in context x, is interested in applications for which there is

subscription and can be supported by the device.

Monitoring and discovery. The monitoring procedures provide information on the
current configuration. They expose the QoS level in each communication layer, as
well as inter-layer aspects, namely, the assignment of applications/services to
transceivers. The discovery procedures provide information on the alternate

configurations available in the area

In general, the procedures provide, in each context x , the following information: (i)

the current configuration, cfg. (d.t,x), of each transceiver, t 1 TRX(d); (ii) the
alternate transceiver configurations, CFG. (d,t,x)c CFG(d,t), that are available in
the environment, and therefore are candidate for use in t T TRx (d); (iii) the cog,
et (d,t,c,x), of reconfiguring t T TRX (d), from cfg. (d,t,x) toc T CFG.(d,t,x);
(iv) the QoS capabilities, qosd® (c,x), of each configuration ¢ 1 CFG. (d,t,x)u

cfge (d,t,x); (v) the set of applications, srv.(d,t,x)c APL (u,x), served by
transceiver t | TRX (d); (vi) the QoS level, qos& (d,t,s,x), offered to application

s1 srv.(d,t,x) bytransceiver t of deviced .

The reconfiguration cost can express the time and the resources (battery power,
memory space) required to change the configuration of the hardware. This covers also
the case of software-reconfigurable transceivers [3,26]. In this case, this cost is a
function of the size of the software modules that may have to be downloaded and

installed, so asto deploy the configuration.
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2.6. Policies

The component can specify rules that should be followed by the RTMS. Therefore,
policies may refine and complement the input designated by the profiles and the
context, and moreover, they may specify strategies, algorithms and parameter values,
to be followed later by the CNS. Figure 2-3 depicts the scope of policies, i.e., the
relevance of rules with respect to various layers of an arbitrary protocol stack. Table
2-3 provides the data structures of the component.

Set POL(u) comprises the overall set of policies that can be used for user u. In a

context x , aset of policies POL, (u,x)< POL(u), is used.

The set of policies POL, (u,x) can specify the following aspects that are allowed in
context x: (i) the set of transceiver configurations, CFG,(d,t,x)<

CFG. (d,t,x)u cfg. (d,t,x), which are allowed for transceiver t 1 TRX (d); (ii) the
priority, prt, (c,x), of each transceiver configuration, ¢ T CFG, (d,t,x); (iii) the set
of applications, SRV, (c,x)< APL. (u,x), which are allowed to be offered through a
transceiver configuration ¢ ; (iv) the sat of QoS levels, QO0S, (u,s,c,x)<c

QOS. (u,s,x), a which an application sT SRV, (c,x) can be supported by
configuration ¢ ; (v) the cost, cst? (u,s,q,x), a which u canuse s , a QoS level

ql QOs, (u,s,c,x).

Scope of Policies

Application /[ _____________. « QoS levels allowed per application
Middleware  Cost per application and QoS
--------------------------- * Applications allowed per configuration
Network 7/ =  Configurations allowed
LLC / MAC / * Priority per transceiver configuration
Physical

Figure 2-3: Scope of policieswith respect to an arbitrary, high-level protocol
stack.
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The set CFG, (d,t,x) comprises the transceiver configurations that can be used by t 1

TRX (d ), according to the policies that should be applied in the current context x . The
prt, (c,x) parameter influences (encourages or discourages) the selection of a
transceiver configuration ¢ by a transceiver t T TRX (d). The use of transceiver
configurations with high priority value should be favoured. A SRV, (c,x) set aso
shows which applications are prohibited from being offered through configuration c .
The excluded applications are elements of the APL; (u,x)-SRV, (c,x) set. The sets
QOS, (u,s,c,x) can be returned by the identified support entities (Figure 2-2), which
can act as policy decision points that are also in position to take into account other

terminalsin the area.

The cost st (u,s.q,x), of using an application at an offered QoS level should be

less than, or equal to, the maximum tolerable cost cst, (u,s,q,x).

Table 2-3: Data structures of the policy component of theRTMS.

POL(u) Overall set of policies that can be used for user u .

Generd

POL; (u,x) Set of policies that can be used for user u in context

x (POL, (u,x) | POL()).

CFG, (d,t,x) Set of transceiver configurations that are allowed for

t I TRX (d) according to the policiesin POL, (u,x).

These configurations are a subset of those available in

the current context, i.e., CFG, (d,t,x) | CFG. (d,t,x)

u cfge d,t,x).

Rules per policy

prts (c,x) Priority allocated to configuration ¢ 1 CFG, (d.t,x),
by the policiesin POL, (u,x). The value influences the

selection of the configuration by atransceiver. A high
priority value favours the selection of the

configuration.
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SRV, (c,x)

Applications that can be offered through configuration

¢ according to the policies in POL, (u,x). Inter-layer

aspect.

QOS, (u,s,c,x)

QoS levels at which application s T SRV, (c,x) can
be supported by configuration ¢ , according to the
policies in pol, (u,x). The QoS level belongs to set
QOS¢ (u,s,x)

apl

cste” (u,s,q,x)

Cost associated with the use by u of s T APL. (u,x),

at a QoS level q1 QOs, (u,s,c,x), according to the

policiesin POL, (u,x).

2.7. Configuration negotiation and selection

This section starts from the description of the overall role and operation of the
component. Then, the functionality related to the cooperation with other NOs and the
selection of the optimal solution is addressed in more detail.

2.7.1. Operation

Figure 2-4 depicts the overall, general operation of the component. In the first phase,
there is the acquisition of the contextual situation encountered, x , and the relevant
profile information, of the user and device involved. In the second phase, there is a
retrieval of the policies, POL, (u,x), that can be used. In the third phase, policy rules
are evaluated, and corresponding actions are taken. Essentially, an optimisation
problem is formulated appropriately, so as to take into account the conditions that

derive from the policy rules.

-59-




APOSTOLOS G. KATIDIOTIS

1. Acquisition of information on the profile of
user u, device d, and on the contextual situation
encountered, x

l

2. Retrieval of policies, POLP(u,x), which correspond
to the contextual situation x encountered and
to user u.

!

3. Evaluation of policy rules, execution of
potential corresponding actions. Formulation of
optimization problem.

|

Do the policies No
allow cooperation
with other NOs?

lYes

4. Cooperation and negotiation with
NOs that are inline with the policies

!

5. Solution of optimization problem.
Selection of best (wrt goals) and feasible (wrt ¢
rules) configurations Arc Ast Agg

Figure 2-4: Overall operation of the configuration negotiation and selection
component.

An important aspect that is investigated in the third phase is whether the policies
allow the cooperation with other NOs. If this is the case, in the fourth phase, there is
negotiation with the NOs, which are inline with the policies. Otherwise there is
migration to the fifth phase. The information that may be collected, through the
negotiation process, is appended to the data that will be used as input for the

optimisation process.

The optimisation problem is solved, during the fifth general phase. As already
presented, the output is the selection of the optimal configurations, i.e., the best
combination of, (i) allocation of applications/services to QoS levels, Ay, (ii)

alocation of applicationg/services to transceivers, Ay, and (iii) transceiver

configurations, A .

2.7.2. Cooperation with NOs

A subset of the configurations of the CFG,(d,t,x) set may not belong to the
infrastructure of nw . They may belong to a set of cooperating NOs, denoted as
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CPN, (nw,x ). These are the NOs that can potentially cooperate with nw , according to
the policiesin POL, (u,x), and have configurations in the CFG, (d,t,x) set. Therefore,

there can be negotiations between nw and the NOs of the CPN,, (nw, x) set.

The objective of the negotiation can be to give cost values that have the form,

cpn

cst™" (u,s,q,c,x). Each value gives the cost a which a configuration ¢ , belonging to
a cooperating NO, of set CPN, (hw,x ), can support application, s T APL. (u,x), and
QoS level, qT Qo0s, (u,s,c,x). These costs will be taken into account by the

optimisation scheme discussed in the next sub-section. Eventually, these costs may be

used for configuring the cst® (u,s,q,x) values.

1. Initialization.
Reception of input on applications, QoS
levels, primary NO costs, cooperating NOs

|

2. Offer Request, for involved application
& QoS level combinations, from each <+
relevant cooperating network

v

3. Offer Processing. Reception,
investigation of acceptability,
determination of applications

in need of further negotiation rounds

|

Negotiation round

No
4. 1s the Termination Criterion
for the overall negotiation —
procedure satisfied?

l Yes

5. Output. Best Offers per Application,
QoS Level and Configuration of
cooperating NO

Figure 2-5: Negotiation scheme.

It should be noted that there is a relation between the cost values which should have

the following form: (i) cst. (u,s,q,x) 3 cst@ (u,s,q,x); (i) the cost that will be

offered to the user, cst? (u,s.q,x), can be higher than the cost offered by the

configuration, which will be selected for the support of the application at the QoS
level. This means that according to policies there may be offered prices lower than the
maximum acceptable ones in the current context. Moreover, as an outcome of the
cooperation and negotiation there may be the possibility of further price reductions. It

remains an issue of future research to investigate issues related to regulation activities
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required, in order to ensure that the NO’s cooperation between will result in direct

benefits (i.e., dynamic discounts) for the users.

Figure 2-5 depicts the general approach for reaching the negotiation objectives. The
general approach can be customized to correspond to the specific strategies (reversed
English and Dutch) [6], which have been integrated in the CNS component of the
RTMS. The general and the specific approaches are discussed in more detail in
section 2.9, Cooperation and Negotiation Strategies.

2.7.3. Selection of optimal configurations

In order to determine the most appropriate solution, an objective function should be

optimised, under certain constraints, through appropriate algorithms.

Objective function. The objective is to offer the most preferred QoS levels, and to
achieve this through the most cost-efficient configurations. In this respect, decision
variables are required. These variables can be denoted as x,, , y and z,, wheret 1
TRX (), ¢1 CFG,(,t,x),sT AP (u,x) and g1 QOS,(u,s,c,x). Variables x,, ,
y« ad z,, cantakevaluel (0), if configuration ¢ is(is not) assigned to transceiver
t , if application s is(is not) assigned to transceiver t , and if application s is (is not)
assigned to QoS level q, respectively. Based on the definitions above, the following

objective function can be defined.
Maximise: OF (Aso , Asr , Are ,u,d, x )=

o] o]
a a zgutle (u,s,q,x) +
sl APL (ux)ql QOS; (u,sc.x)

é é_ X Xprtp (€,x) -

tT TRX(d) ¢l CFGp (d,t.x)

o o o o
a a a a XtC >S’St xzsq >€StP(‘LS!q!C!X)-

tT TRX(d) ¢l CFGp (d,t.x) sl APL: (uX)qT QOS; (u,sc.x)

é é X >€st(§fg d,t,c,x) Q)

tT TRX(d) ¢l CFGp (d,t.x)

The objective function consists of four main terms. The first term expresses the utility
volume that derives from the QoS levels that will be offered to the user. The second
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term expresses the aggregate priority of the selected configurations. The third term
states the (monetary) cost a which the QoS levels can be offered to the user. The
fourth terms includes the cost of reconfiguring the transceivers.

In general, the objective function aims at the following. First, to offer the QoS levels
that maximise the associated utility volume (i.e., select the QoS levels that have high
utility volumes). Second, to use the transceiver configurations that have high priorities
according to the policies. Third, to have as small as possible monetary cost for the
user. This term enables the selection of a configuration that belongs to a cooperating
NO, in case the cost that will be applied for the support of an application, at a certain
QoS level, is smaller compared to what is supported by nw . The fourth term aims at
the minimisation of the cost of reconfiguring the transceivers.

Constraints. All allocations should comply with the information designated by the
profiles, the context and the policies. All applications of the APL. (u,x) set should be
served, i.e, be assigned to one transceiver. Transceivers should be assigned
applications of the SRV, (c,x) set. The QoS level that will be selected for each

application s 1 APL. (u,x) should be in the QOS, (u,s,c,x) set. The transceiver
configuration that will be selected for each t T TR (d) should be in the CFG, (d ,t,x)
set. The assignment of applications to transceivers should respect their QoS

capabilities. Moreover, following the proposed model, the following condition should

apply regarding the cost:

cste (u,s,q,x) 3 cst? (u,s,q,x) 3

a a a A e Waorg st (1sa.cx) (2

tT TRX(d)cT CFGp (d,t.x) sl APLc (uX)qT QOS; (u,sc.x)
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1. Transceiver Configurations

/ Launch of Sub-problems \

(Aro)r l(ATC)i (Aron

2. Assignment of Applications to
Transceivers and to Basic QoS

¢ (Ao (Ash.(Asoh l(ATC)" initial (Ay),, basic (Asg); ¢ (Archn. Bsrin (As)n

o eject —p reject
No

Feasible? — > Reject i

i Yes

3. QoS Improvement and potential
reallocation of Applications to
Transceivers

[ s Ao

\ 4. Selection of Best Solution /

l(Am),(AST),(ASQ)

Figure 2-6: Computation of optimal configurations,

Algorithm. From a very general perspective, finding the solutions that optimize
relation (1) may be a computationally demanding task [27, 28]. Nevertheless, in
several instances that the RTMS will have to address, the complexity may not be very
high. In general, computationally efficient algorithms are required, which may
provide near-optimal solutions in reasonable time. Classical methods in this respect
are simulated annealing [29], genetic algorithms [30], taboo search [31], greedy
algorithms [28]. Exhaustive search can also be conducted in case the solution space is

not prohibitively large.

The CNS component of the RTMS relies on a hybrid heuristic technique, originally
devised for the problem described in [32]. Such an approach derives through the
combination of a divide-and-conquer strategy with greedy techniques. Figure 2-6
depicts the approach for solving the overall problem. The scheme is discussed in more
detail in section 2.10. The algorithm in [32] is targeted at the management of a (small)
set of access points of the network infrastructure. Therefore, the problem addressed
there has a larger solution space and more computing resources that can be used for
the solution, compared to the RTMS case (smaller solution space and less powerful
computing resources). Therefore, the selection scheme in this part of RTMS is
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designed so as to maintain the complexity low. Primarily, this has impact in the
design of the first step (explained in the last paragraph of this subsection).

The scheme consists of four main steps. The first step is targeted to the configuration
of transceivers. The second phase allocates applications to transceivers, assuming a
basic (nevertheless acceptable) QoS level for all applications. Step three is targeted to
the potential improvement of QoS levels. The second and third phases exploit the
capabilities of the selected configurations, for assigning applications/services to
transceivers and offering the best possible QoS. Finally, step four is targeted to the
selection of the best configuration. The fourth phase has the performance of the
selected transceiver configurations, or in other words, their scores with respect to the
objective function (1). Therefore, the selection of the best one (maximum scorein (1))

can be done.

In the first step, a number of sub-problems is launched. In each sub-problem the
configuration of transceivers is fixed. The number of sub-problems that can be
examined is limited by the networks, which are available in the area, in the particular
contextual situation. Intentionally, in the proposed scheme, the number of sub-
problems that will be selected for examination is left open to various approaches (for
enabling various policies). This choice guarantees that complexity will be at orders of
magnitude similar to that of legacy mobility management schemes. This holds
because one approach is to follow techniques anal ogous to what happens today, when
terminals seek networks to connect to [37]. Following this approach, for each
transceiver, there can be a very small set of the most promising configurations (each
configuration can be of adifferent RAT) available in the area. Then each sub-problem
can target the examination of the behaviour of a specific combination of transceiver
configurations. Again, the number of combinations that will be examined can be
limited. Nevertheless, another approach is to conduct exhaustive search of all the
combinations, in case the number of available configurations is not large. Learning
schemes, in accordance with the cognitive systems paradigm [33,34,35,36], are also a
viable direction, for favouring the selection of the best, based on knowledge and

experience, configurations.
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2.8. Results

This section shows the behaviour and efficiency of the RTMS. Comprehensive results

from very indicative test cases will be used.
2.8.1. Input description

Profiles. In this part the focus is on aspects identified in section 2.4 (Table 2-1).
Aspects that need to be specified are related to the user, applications, QoS levels,
utility and cost values, the device and its capabilities. The focus is on a user u that

carriesadevice d and has subscriptions with NO nw .

= Audio Call

25
= Video Streaming

Web Browsing

20

15 E— -

0 0 oy —— |

Hie HEE

Low Medium High Low Medium High

Utility Volume

X1...X5 X6...X10

Figure 2-7: Utility valuesin the different contexts.

The set of subscribed applications is APL(u)= {s,, s,, s;} = {audio-call, video-
streaming, Web-browsing} . Each QoS level consists of K = 4 parameters, namely, the
blocking probability, bit-rate, bit-error-rate and dropping probability. The first
parameter is related to the application availability, the second and third are related to
the performance of the application, while the fourth is related to the reliability of the
application provision. The sets of QoS levelsare Q0S (u,s,)={a,} = {(1%, 64Kbps,
250 msec, 107%)}, QOS (U,55)={ a1 Uz, Uss} = {(1%, 128 Kbps, 500 msec, 10Y),
(1%, 256 Kbps, 500 msec, 10°Y), (1%, 512 Kbps, 500 msec, 10°)}, and Qos (u,s;)=
{dz1, 932, 933} = {(1%, 128 Kbps, 500 msec, 0.001), (1%, 256 Kbps, 500 msec,
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0.001), (1%, 512 Kbps, 500 msec, 0.001)}. The work is generic with respect to the
precise values of the QoS parameters. The QoS levels q,,, q,, and q,; can aso be
characterised as “low”, “medium” and “high”, respectively. The same characterization
can be made for q5;, q3,, qs3 - Figure 2-7 and Figure 2-8 depict the overall sets of
utility values and maximum cost values, per application and QoS level, for user u ,
respectively. The individual values from the set are relevant to different contexts, as
discussed in the following.

8 @ Audio Call
& Video Streaming
Web Browsing

7 y

6 a -l

5 —
ﬂ |
[72] S [
3 4
(@]

A

Low

High

Figure 2-8: Maximum cost valuesin the different contexts.

Regarding the profile of d , it will be assumed that it has one or two transceivers, i.e.,
two main scenarios will be considered. Transceivers will be assumed capable of
operating with main configurations available in the service area.

Context. In this part the focus is on aspects identified in section 2.5 (Table 2-2).
Aspects that need to be specified are the basic information (location, time periods,
user roles), the refined profiles (relevant applications, QoS levels and utility/cost
values), and finally, the monitoring/discovery information (available configurations
and their QoS capabilities).

Figure 2-9 depicts the service area and the coverage provided by the B3G
infrastructure of nw , which will be considered in the tests. The tests evolve between
arbitrary residential and business sites. Based on the coverage provided by the RATs

of the infrastructure of nw , five main locations can be identified, loc,, ..., loc;, as
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shown on the figure. Each location is characterized by the coverage that is available in
the area. In general, the UMTS [37], WLAN [22] and WIMAX [38] RATs are
assumed to be available. The configurations{ um,, um,, um,, um,} can associate the
terminal with the UMTS RAT. The configurations that can associate the device with
the WIMAX and WLAN RATs are denoted aswi and wl , respectively.

Service nrea of the B3IG Wireless Infrastructure

: - =
1 . | b % |
| = 9 I
p ! UMTS o
o

A

Figure 2-9: Service area considered in the testsand respective coverage
(configurations available).

Ten time periods, n, to n,,, will be considered. In the first five the user role, rol,,
will be “in work”. In the next five the user role, rol,, will be “private life”,
respectively. These datayield that the set x (u) has 10 elements, i.e.,, X u)={x,, ...,
X5, Xgy -y X10} ={ (u,d,ng,locy, rol;),...,(u,d, ng, locg, rol;), (u, d, ng,

locg, rol,), ..., (u,d, ny, loc,, rol,)}.

Regarding the refinement of the profiles it will be assumed that APL; (u,x)= APL(u),
QOS, (u,s,,x)= QOS(u,s;), QOS.(u,s,,x)= QOS({u,s,) and  QOS. (u,s;,x)=
QOS (u,s,) forall x 1 X (). Figure 2-7 depicts the utility values that are relevant in

each context. Figure 2-8 presents the maximum cost values that are relevant in each
context. An important observation is that the utility values for the “high” (q,3,933)

quelity levels are lower in the case of role rol, (“private life”). In other words, the

user is interested for the high quality level only during the working time.
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Table 2-4: Cost of reconfiguring transceivers.

Reconfiguration Cost

UMTS -> UMTS 1
UMTS -> WLan 3
UMTS -> WiMAX 3
WLan -> UMTS 3
WLan -> WLan 1
WLan -> WiMAX 2
WIMAX -> UMTS 3
WIMAX -> WLan 2
WIMAX -> WiMAX 1

Table 2-4 presents the assumed costs for reconfiguring the transceivers from one RAT
to another. Different cases have been considered. The logic that has been followed is
that the configurations of the WLAN and WiMAX RATs may have several common
components (functions), therefore, the reconfiguration cost may be smaller, compared
to that of changing between the UMTS and WiMAX/WLAN configurations, since the
component similarities may be fewer.

Palicies. It will be assumed that the policies do not impose constraints on the allowed
configurations per transceiver. It will be also assumed that QOS, (u,s,,u; ,x)={d,,
4y} and QOS, (U,ss,u,,x)={qs, ds}, Where i = 1, 2, 3, 4. This means that the
UMTS network cannot offer the high QoS level for the video streaming and web
browsing service. In some cases in the scenarios it will be assumed that policies allow

the provision of service s, only through UMTS. According to this model this can be
formally expressed as SRV, (wi,x)= SRV, Wl,x)={s,, s;}. Table 2-5 presents the

priorities allocated by the policies to the different RATSs (respective configurations).
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Table 2-5: Priorities allocated to varioustransceiver configurations by the

policies.
Priorities
UMTS (1) 8
UMTS (2) 6
WiMAX 8
UMTS (3) 4
UMTS (4) 2
Wilan 10
2.8.2. Output from first scenario

This subsection presents the results from the first scenario (one transceiver available
in the device). There is comprehensive information on how the RTMS optimises all
the situations that can occur, taking into account the profile, context and policy

information.

Table 2-6 illustrates results, when user u requests one particular service. Therefore,
the table includes all the potential objective function values, in case u requests
services,, s, Or s,, and the requested service is assigned to all the allowed QoS
levels and transceiver configurations. Regarding the reconfiguration cost, which
depends from the previous configuration of the terminal device, an average situation
is considered (all potential cases regarding the previous configuration of the device).
Table 2-6 (a) and (b) present the objective function values for the input that is valid at
contexts x,, ... , x5, and xg4, ... , X0, respectively. These results are exploited, in
the rest of this subsection, for obtaining more general insight on the behaviour of the
RTMS.
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Table 2-6: Contribution to OF values, resulting from the RTM S environment
(a) x1..x5, (b) x6..x10

Objective Function (x1-x5)

UMTS1  UMTS 2 WiMAX UMTS3  UMTS 4 WLAN

Audio Call Low - = - - - -

Medium - - - - - -
High 25 23 - 21 19 -
Video Low 14 13 11 11 7 13
Streaming )
Medium 17 14 14 12 11 16
High - - 18 - - 20
Web Low 12 10 12 8 6 14
Browsing
Medium 15 13 15 11 9 17
High - - 19 - - 21

(@

Objective Function (x6-x10)

UMTS1 UMTS2  WIMAX UMTS3 UMTS 4 WLAN

Audio Call Low - = - - - -

Medium - - - - - -
High 20 18 - 16 14 -
Video Low 13 11 14 7 5 16
Streaming
Medium 16 14 17 11 8 20
High - - 16 - - 18
Web Low 15 12 12 10 8 17
Browsing
Medium 18 15 15 13 11 20

High - - 14 - - 19
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Figure 2-10 and Figure 2-11 illustrate the aggregate results, in case user u requests a
suite of applications. All potential cases are considered. In particular, seven

application demand combinations are possible, in each context. These combinations
are: (i) s, (ii) 55 (i) s, (V) s, and s,; (v) s, and s;; (vi) s, and s,; (vii) sy, S,
and s,. From each application demand combination there is a certain objective

function value that is scored.

40 Mean OF i OF B3G (x1-x5)

35 I u OF 3G (x1-X5)

x1 X2 X3 x4 x5

Figure 2-10: Scenario set 1. M ean aggregate objective function values, when the
service area is covered by a heterogeneous B3G infrastructure or only 3G
technologies, at contexts x1 — x5

Figure 2-10 shows the mean aggregate objective function value, from the seven cases,
at contexts x,, ... , xs. Moreover, the figure also shows the mean aggregate
objective function values, in case the network infrastructure of nw contained only the
UMTS (3G) technologies, i.e., nw had an infrastructure that is similar to a legacy
one. The improvement from the exploitation of the B3G infrastructure, through the
RTMS, compared to the performance obtained from an infrastructure in which only

3G technologies exist, ranges from 8% (at contexts x, and x,) to 21% (a context

x5 ). The complexity for obtaining these improvements, in terms of computational

time, is minimal and similar to legacy situations. The RTM S schemes are based on the
exploitation of a small set of configurations of UMTS, WIMAX or WLAN type. A
legacy device, in each transceiver, would work with a set of configurations that has
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similar size. The difference is that the configurations of a legacy transceiver would be
of one RAT type.

The improvements are important. They have been obtained in situations that do not
aways favour the RTMS. Firstly, the assumed coverage from RATS, other than
UMTS, is not dense. More dense coverage would have further increased the
improvement, since heterogeneous RATS offer more context-handling capabilities to
the RTMS. Moreover, the improvement has been obtained in the presence of

restrictive policies, i.e., to serve s, through the UMTS RAT only. Therefore, when s,

isin the suite of applications requested, a configuration that associates the device with
UMTS is selected. As already presented, the UMTS configurations cannot support the
high QoS levels, and this stresses the performance of the RTMS.

In general, the improved behaviour is due to the following factors. First, the
exploitation of the user profile and especially the user-interest for high QoS levels.
Second, the exploitation of the context and policies and especially the existence of
various RATS, which offer diverse QoS capabilities. Third, the existence of the RTMS
that can exploit all the features.

35 % OF B3G (x6-x10) MTSIMAY
-Wi

30 UMTS-Wlan oop g o

25 — B I I |

20—+ |

15— |

107 S

SR

o0

\ X6 X7 x8 X9 x10

Figure 2-11: Scenario set 1. M ean aggregate objective function values, when the
service area is covered by a heterogeneous B3G infrastructure or only 3G
technologies, at contexts x6 — x10

Figure 2-11 shows the RTMS behaviour contexts x- x,,. Specifically, it shows the

mean aggregate objective function value, resulting from the seven application demand
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combinations, at contexts x4- x,,. In this case (Figure 2-11), the objective function
values are optimal, but lower compared to the first case (Figure 2-10). This is
anticipated. At contexts x4 - x,,, When theroleis rol,, “private life”, the user interest
for higher QoS levels is lower, compared to when the role is rol,, “in work”. This

yields the lower objective function values. Nevertheless, the RTMS provides optimal
handling, in the sense that it offers to the users their desired QoS levels.

An important aspect, related to the second case of the first scenario (Figure 2-11), is
that the RTMS prevails in an important aspect that should also be noted. By exploiting
the B3G infrastructure, RTMS offers higher QoS levels, compared to the legacy
situation, in terms of reliability and dependability levels. This happens because there
are various options (configurations and RATS) through which context handling can be
done, and the best QoS levels can be obtained.

In general, the RTMS exploits the profiles, the context and the policies, for selecting
the best configurations, and therefore, yielding ubiquitous, personalised, context-

aware always-best connectivity, in a seamless to the user manner.
2.8.3. Output from second scenario

The same contexts will be taken as input, as in the previous scenario. In this scenario,

it is assumed that the terminal device is equipped with two transceivers, TRX (d)={t,,

t, }. Eachtransceiver is able to operate with different configuration.

Figure 2-12 and Figure 2-13 illustrate aggregate results, in case user u requests a
suite of applications, which fall within the same seven application demand

combinations, considered also in the first scenario.

Figure 2-12 presents the mean aggregate objective function values a x,, ..., x5, in
case the infrastructure of nw has the technologies depicted in Figure 2-9, or only 3G
components. In this case, each transceiver is able to operate a different configuration
and serve a subset of the requested applications. This could lead to an overall QoS
Improvement, since applications can be assigned to different transceivers and different

RATSs. For example, a context x,, t, can operate um,; and be assigned application

s,, and t, can operate wi and be assigned applications s, and s;. Applications s,
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and s, can be assigned at a “high” quality level, in contrast with the previous

scenario. In general, in this scenario the improvement ranges from 13% (at contexts
x, and x,) to 33.3% (at x.) when the infrastructure has configurations other than
3G.

45  OF B3G (x1-
Mean OF OF B3G (x1-x5)
40 u OF 3G (x1-X5)
s | !
30 - -
1
25 S S S T

x1 X2 X3 x4 x5

Figure 2-12: Scenario set 2. M ean aggregate objective function values, when the
service area is covered by a heterogeneous B3G infrastructure or only 3G
technologies, at contexts x1 — x5.

Similar deductions, as in the first scenario, can be made regarding the behaviour of
the RTMS. It yields significantly improved QoS, even under certain difficult
conditions, like the non-dense coverage of many RATSs of the B3G environment, and
the presence of restrictive policies. Again, the complexity for obtaining these
improvements, in terms of computational time, is minimal and similar to legacy
situations. The scheme requires that the transceivers can exploit a small set of
configurations of UMTS, WiIiMAX or WLAN type. The set of configurations has
similar size, asthe onethat atransceiver of a legacy device examines.

Figure 2-13 shows the RTMS behaviour in contexts x4- x,,. Specificaly, it shows
the mean aggregate objective function value, resulting from the seven application
demand combinations. Again, in this case (Figure 2-13), the objective function values
are optimal, but lower compared to the first case (Figure 2-12). This is anticipated. At

contexts x4 - x,,, Wwhentheroleis rol,, “private life”, the user interest for higher QoS

levels is lower, compared to when the role is rol, , “in work”. Nevertheless, again, the
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RTMS provides optimal handling, in the sense that it offers to the users their desired
QoS levels and higher reliability and dependability levels.

Compared to the first scenario the QoS provision is higher due to the two transceivers.

In general, in the second scenario as well, the RTMS exploits the profiles, the context
and the policies, for selecting the best configurations, and therefore, yielding
ubiquitous, personalised, context-aware always-best connectivity, in a seamless to the

user manner.

LOFB X1 o, .
3 UMTS - WLan OF B3G (x6-x10) UMTS-WiMAX

o VvV |

s 1 v =5 |

15 — — —
10
5
0 a
X6 X7 X8 x9

Figure 2-13: Scenario set 2. M ean aggregate objective function values, when the
service area is covered by a heterogeneous B3G infrastructure or only 3G
technologies, at contexts x1 — x5

x10

2.8.4. Impact of cooperation and negotiation with
other NOs

In order to show the impact of the cooperation with other NOs, it is assumed that one
of the locations in the service area can be served by a cooperating network, e.g., an

operating WLAN technology. The corresponding configuration is denoted as wi, .
Without lack of generality, this WLAN will be assumed available in area loc, .

Therefore, the network affects contexts x, and x .

The WLAN network will be assumed capable of cooperating with nw , through the
reversed English and Dutch negotiation schemes [6]. According to the English
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negotiation model, nw , through the RTMS, continuously asks for a lower cost from
the cooperating NO, until an agreement is reached or a maximum number of steps is
conducted. On the other hand, according to the Dutch negotiation model, nw starts by
suggesting to the cooperating NOs a certain (low) cost for supporting an application
at acertain QoS level. In case the cooperating networks accept, the negotiation stops.
Otherwise, nw can continue to increase the cost, until a cooperating NO accepts or a
maximum number of steps are conducted. In this section, it is assumed that the
negotiation takes place in five steps. This is concrete evidence of the low
computational time that is required by the scheme, in order to obtain the considerable
improvements presented in this subsection.

The results show that negotiation can be used for obtaining a good cost from

cooperating network, and enabling the user to access service s, a QoS level g, in

context x,, (private life). The maximum acceptable cost is cst™ (U,s,,0,5,X10)= 7.
The cooperating network will be offering costs that, according to the formulations, are
collectively denoted as cst ;™ (u,s 2,03,Wlg, ,xlo). The offered costs, by nw in the

reversed Dutch model, or the cooperating networks in the reversed English model, can
be determined by pricing models [39]. This work is generic with respect to this area.
Based on the maximum and the offered costs, nw , can determine the final costs that

will be offered to the user, which are denoted as cst® (u,s,,q,5.X4,). These costs

will be between the cost offered by the cooperating network and the maximum
tolerable (as introduced by relation (2)).

Figure 2-14 depicts the results from the reversed English negotiation model. Various
cooperation cases will be considered, in order to obtain diverse insight on the
potentials of the scheme. Three different cost dropping strategies have been tested,
i.e., the “slow”, “medium” and “fast” strategy. Each of these strategies represents the
rate that the cost is reduced by the RTMS, during the negotiation with the cooperating
NO.
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10 1 —e— UMTS/WiMAX
—a— WLAN slow
9 - —a— WLAN medium
—e— WLAN fast
—— Upper Limit

4 ~_

Step 1 Step 2 Step 3 Step 4 Step 5

Figure 2-14: Results from the cooperation and negotiation with other NOs.
Samplesregarding the evolution of the cst ;™ (u /S2,053,Wl e, ,xlo) values, offered
by a cooperating network, according to the reversed English model
In the reversed English model, the starting point cost offered by the cooperating NO
for the use of the WLAN can be higher than the minimum acceptable cost. As can be
observed, according to the “slow” strategy, the cost decreases slowly without reaching
the minimum acceptable cost, within the range of the five negotiation steps. As a
result, the negotiation did not reach to an agreement between the negotiating entities.
In the second case, according to the “ medium strategy, the cost degreases faster within
the range of the five negotiation steps, and drops below the maximum acceptable cost.
As a result, a better price is achieved through the use of the negotiation model.
Therefore, the cooperating network and the WLAN technology can be used, and user
u can be offered the service s, at QoS level q,;. Finally, during the “fast” strategy,
an agreement is also reached but in fewer steps than in the previous case. The
disadvantage in this case is that with a fast cost dropping rate, the opportunity for a

better (in the case of RTMS) agreement is not exploited.

Figure 2-15 illustrates the results from the reversed Dutch negotiation model.
According to this protocol, the RTMS continuously raises the cost, until the
cooperative NO accepts it, or the realization of a maximum number of steps. As
shown in the figure, the RTMS finds a cost area, delineated by an upper and a lower
limit, to which the negotiation follows. The upper limit gives the maximum

acceptable cst for the use of service s, at QoS level q,,. Above that cogt, there will

be no gain for the change to the WLAN, with the given role of the user. Thereis also
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a lower limit, calculated also by the RTMS, which gives the starting point of the
negotiation with the cooperating NO. This limit is taken around 40% lower than the
upper limit. The negotiation using the Dutch model is concluded in five steps at
maximum, but it may be concluded earlier if the cooperative network accepts the
proposed price before reaching the fifth step. Figure 2-15 shows two different cost
increase strategies (“slow” and “fast”) that can occur during the negotiation. The first
one (“fast”) increases the cost faster and an agreement may be reached in fewer steps,
while the second (“slow”) may need more steps in order for an agreement to be

reached, but it may also result in asmaller cos.

7,5 A
7 & < < < 23
6,5 + —e— UMTS/WiIMAX
—=— WLAN slow
6 —a— WLAN fast
—— Upper Limit
—— Down Limit
05,5
2
6 5+
4.5
4 Areaqf Dutchnegotiation
3,5
3 T T T T
Step 1 Step 2 Step 3 Step 4 Step 5

Figure 2-15: Resultsfrom the cooperation and negotiation with other NOs.
Samplesregarding the evolution of the cst ;™ (u /S2,023,Wl e, ,xlo) values, offered
by a cooperating network, according to the reversed Dutch model.

Both negotiation cases show important potentials for establishing agreements with a
cooperating NO. The agreements enable the user to access a service at a QoS level,
which otherwise would not be possible. Extensions of this work will pursue further
benefits for the user, through the experimentation with pricing schemes, or through
the specification of regulation activities, in order to ensure that the cooperation

between NOs will result to direct benefits (e.g., immediate discounts) for the users.
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2.9. Cooperation And Negotiation Strategies

2.9.1. General approach

Figure 2-5 depicts the general approach for reaching the negotiation objectives. The
general approach can be customized to correspond to the specific strategies that have
been integrated in the CNS component of the RTMS.

The input, in the first step, conveys information on the set of applications, A |

APL. (u,x), which can be served by configurations in the CPN, (hw,x) set. As
introduced, the information can comprise the set of alowed QoS levels per
application, and the maximum cost per application and QoS, in the particular context.
The second step involves the request of offers from the networks in the CPN, (nw,x)
set. Each network i T CPN, (nw, x) obtains the information related to the applications,
A1 A, which can be served by configurations belonging to i . The third step

includes the processing of the offers that will be received. Aspects checked can be the
non-violation of acceptable limits regarding costs, or the improvement with respect to
previous negotiation rounds. At the end of this step, for each network il
CPN, (hw,x) there are cogt values, cst ™ (u,s,q,c,x), for some applications s T A,
and respective QoS levels g1 Qo0s, (u,s,c,x), and for configurations c 1
CFG, (d,t,x) that belong to network i. The fourth step examines whether a

termination criterion is satisfied. If yes, the algorithm ends, otherwise, a transition to
the second step is performed. In the fourth step, the termination criterion can be either

the realization of a maximum of steps, or the lack of possibility to further improve the
offers. In the fifth step, the cst ™" (u,s,q,c,x) values provide the best values obtained,
per application, QoS and configuration.

2.9.2. Specific schemes

The general approach is flexible. It can be configured to finish in one step, e.g., in a
manner similar to the first price sealed bid strategy, or to conduct multiple steps, e.g.,
similar to the reversed English or Dutch auction models [6].
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In the former case all networks make their offers (bids), per application and QoS
level, simultaneously. Subsequently, these offers are used in the optimization

problem.

Following the English model nw may set a maximum price as a starting point for the
negotiation. In each step, nw asks the cooperating networks to lower their offered
costs, per application and QoS. In each step, a reduction can be either accepted or
rejected by the cooperating NOs. The negotiation stops with those NOs that refuse to
decrease. The termination happens after the realization of a maximum number of
steps, or the refusal of further reductions, by all cooperating networks, for al
application and QoS combinations (before the expiration of the maximum number of

steps).

Following the Dutch model, in each step, nw makes offers to the NOs in
CPN, (hw,x). The starting point is a “low” price, per application and QoS. In each
step, the offered price is either accepted or rejected by the cooperating NOs. The
negotiation stops with those NOs that accept the price. On the contrary, a higher price
is offered, in each step, to the NOs that have not yet accepted the offer. Termination
can occur in three cases. Firdt, the realisation of a maximum number of steps. Second,
the acceptance of offers, for all application and QoS combinations, by all cooperating
networks (before the expiration of the maximum number of steps). Third, when the

offersreach the cst. (u,s,q,x) levels.

2.10. Selection Strategy

Figure 2-6 depicts an approach for selecting the solution to the overall problem. The
scheme is structured in four main steps.

The first step adresses the configuration of transceivers. The second phase allocates
applications to transceivers, assuming a basic (nevertheless acceptable) QoS level for
all applications. Step three is targeted to the potential improvement of QoS levels.
Finally, step four istargeted at the selection of the best configuration.

In step one, a number of sub-problems is launched. In each sub-problem, the

transceiver configuration is fixed. Each sub-problem, i , will consider and investigate
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the performance of the specific transceiver configuration pattern, (A ). . The sub-
problems can be addressed in parallel. Each transceiver configuration pattern has
certain QoS capabilitiesthat can be offered to the applications. These QoS capabilities

are exploited in the next step.

In the second step, in each sub-problem i, there will be the production of an

allocation of applications/services to transceivers, (Ag; )™, and to QoS levels,
(Asq ™ . Inthis step, each application s T APL; (u,x) is assigned at the basic (lowest)
acceptable QoS level of the QOs;, (u,s,c,x) set, for whichthereisy =1 and x,. =1,
in (Asr )™ and (A ). . Specifically, after step one, each application should have a set

of transceivers from which it can be served, taking into account profile, context and
policy aspects. In case applications cannot be served by any transceiver, the
configuration pattern is rejected, and the sub-problem is stopped. Otherwise, the
algorithm evolves in a greedy manner, on an application-by-application basis. The
allocation of applications that can be served by one transceiver is straightforward and
is done first. For the applications that can be served by more transceivers a policy-
based decision is required. For instance, in [32] an application is allocated to the
transceiver that has the largest remaining QoS capabilities, and the smallest future
(potential) demand (to serve applications that are unassigned).

The third step provides, for each sub-problem i, the final allocation of
applications/services to transceivers, (Asr )., and to QoS levels, (As,) . This step
improves the QoS levels that are offered to the applications. Depending on the
QOS, (u,s,c,x) set, there may be the possibility for QoS improvement, perhaps by
changing also the allocation to transceivers. In case higher QoS levels are associated
with higher utility values, the improvement of the QoS can have a positive effect on
the overall objective function value, according to (1). Therefore, a set of candidate
moves (QoS improvements) is obtained. Each move consists of a QoS improvement
and a potential reassignment of the application to the transceiver. Moves can be
ordered with respect to their potential positive contribution on the objective function
value. The algorithm can evolve in a greedy manner. In each sub-step, the algorithm
can select the move that leads to the highest improvement (i.e., the one that improves
most the objective function), which is also feasible from the transceiver QoS
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capability point of view. The algorithm stops when no more QoS improvement can be
made, or when the transceiver QoS capabilities are violated.

Finally, the last step is targeted to the selection of the best solution. Specifically, the
triplet ((Arc ), ,(Asr ), »(Asq ), ), obtained in sub-problem i, which scores the highest

objective function value, according to (1), is maintained as the overall solution.
2.11. Conclusions

This chapter presented a management system, called RTMS, for enabling NOs, in the
era of wireless B3G communications, to drive usersto the most appropriate RATs that
satisfy the demanding requirements for personalisation, context awareness, always
best connectivity, ubiquitous service provision and seamless mobility. The RTMS
provides the means for profile management, the acquisition of
monitoring/discovery/context information, and the negotiation and selection of
configurations, based on information deriving from policies, profiles and context. A
business case was presented, for showing the role of the management system. The
work presented focused on the role and the information of the RTMS components.

Concrete functionality for accomplishing the role was also presented.

Results showed the efficiency of the management schemes. The improvement from
the exploitation of the B3G infrastructure, through the RTMS, compared to the
performance obtained from an infrastructure in which only 3G technologies exist is
significant. In general, the improved behaviour is due to the following factors. First,
the exploitation of the user profile and especially the user-interest for high QoS levels.
Second, the exploitation of the context and policies and especially the existence of
various RATS, which offer diverse QoS capabilities. Third, the existence of the RTMS
that can exploit all the features.
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3. ENHANCING CHANNEL ESTIMATION IN COGNITIVE
RADIO SYSTEMSBY MEANS OF BAYESIAN

NETWORKS

Abstract:

This chapter proposes enhancements to the channel(-state) estimation phase of a
cognitive radio system. Cognitive radio devices have the ability to dynamically select
their operating configurations, based on environment aspects, goals, profiles,
preferences, etc. The proposed method aims at evaluating the various candidate
configurations that a cognitive transmitter may operate in, by associating a capability
e.g., achievable bit-rate, with each of these configurations. It takes into account
calculations of channel capacity provided by channel-state estimation information
(CSl) and the sensed environment, and at the same time increases the certainty about
the configuration evaluations by considering past experience and knowledge through
the use of Bayesian networks. Results from comprehensive scenarios show the impact
of the method proposed in this chapter, on the behaviour of cognitive radio systems.
Parts of this chapter have been published in[1].
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ENHANCING CHANNEL ESTIMATION IN
COGNITIVE RADIO SYSTEMS BY MEANS OF

BAYESIAN NETWORKS

3.1. I ntroduction

As aready stated in the introductory chapter, an increasingly important engineering
challenge, in today's world, is the proper management of the electromagnetic radio
gpectrum. Thus, there is need for the development of efficient spectrum management
schemes, capable of exploiting the available, underutilised frequency bands.

A direction for spectrum efficiency is to equip the infrastructure with cognitive radio
capabilities [2],[3],[4],[5]. In general, cognitive radio devices dynamically select their
configurations, through management functionality [6] that takes into account the
context of operation (device status and environment aspects), goals and policies [7],
profiles, and machine learning [8] (for representing and managing knowledge and
experience). In the more general sense, the term configuration refers to a spectrum
carrier and a specific RAT, but the list could also be expanded to include modulation
type, transmission power etc. This definition also allows a spectrum band to be used

for operating different RATS, in accordance with the flexible spectrum management
concept [5].

In any manifestation, proper mechanisms for channel-state estimation are imperative
for adaptive, cognitive radio systems operating in dynamically changing
environments. Channel-state estimation is needed for calculating the channel capacity
which, inturn, is required in order to assist the transmitter for evaluating its candidate
operating configurations. More specifically, the cognitive receiver exploits the CSI in
order to feed a well known theoretical formula (e.g. Shannon theorem) for the
calculation of the achievable bit rate.

This is exactly where the focus of the work in this chapter is placed on. More
specifically the objective of this work is to use the calculated bit rate in order to
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associate each of the candidate transmitter's configurations with an anticipated
capability (e.g. in terms of achievable bit rate). As long as there is a clear picture
about the capabilities of each configuration, the transmitter will be able, in a sequent
step, to select the optimum one to use. Such decision strategies are analysed in
section 2.10.

In order to increase the certainty about the configuration evaluations, a learning
solution is proposed. The solution integrates knowledge and experience and relies on
Bayesian Networks, which are a category of advanced machine learning schemes,
suitable for reasoning probabilistic relationships [8][9][10]. Such integration in the
channel-state estimation phase can be especially important for improving the
robustness of the evaluation of the configuration capabilities.

The rest of the chapter is organized as follows: Related work and motivation are
presented in Section 3.2. The proposed solution is presented in sections 3.3 and 3.4.
Section 3.5 provides results from comprehensive scenarios that reveal the behaviour
of the proposed scheme. Finally, concluding remarks are drawn in section 3.6.

3.2. Related work and Motivation

At first, this work complements the used channel-state estimation mechanisms. In
general, channel estimation can be either training-based [11][12] or blind
[13][14][15][16], with both cases exhibiting pros and cons in terms of bandwidth
efficiency, convergence speed and estimation accuracy. When it comes to cognitive
radio, the majority of channel state estimation techniques proposed in the literature,
regardless of being training-based or blind, assume Orthogonal Frequency Division
Multiplexing (OFDM)-based systems [17][18][19]. This can be easily justified by the
fact that OFDM’s inborn features, such as spectral efficiency and flexibility, render it
a modulation strategy that commends itself to cognitive radio [3], albeit other
proposals for the modulation scheme of cognitive radio have come since the
introduction of theidea[17].

On the other hand, a cognitive radio will inherently have the ability to improve its
performance through learning. Learning systems require collection of data from the
environment sensed, in order to draw conclusions about the observed variables.
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Machine learning techniques such back-propagation Neural Networks, Self-
Organising Maps, Fuzzy Systems, Evolutionary Algorithms, Case-based Systems and
of course Bayesian Networks enable such behaviour and can be used to optimize the

performance by adapting the radio parameters with respect to the input variables.

Especially a Bayesian Network, [9][10], is a graphical model that encodes
probabilistic relationships-dependencies among a set of variables of interest. Some of
the benefits that Bayesian Networks offer when used for handling input data [20], are
the abilities to handle incomplete data sets, to alow learning of causal relationships
(e.g. causes and symptoms), to use prior knowledge and also, to avoid data overfitting
[21] (i.e. when the network adheres to atraining data set, thus being unable to perform

correctly on unseen data).

Apart from medicine, bioinformatics or economics, Bayesian networks have also been
used in the engineering literature e.g. for fault detection, self-management or
automated diagnosis, destined for the application to wireless, cellular networks
[22][23][24], and also for modelling user preferences and profiles in B3G/4G devices
[25][26]. This work applies Bayesian networks for improving the performance of a
cognitive radio through learning. In particular, in this chapter, a Bayesian Network is
formulated in order to model the probabilistic relationship among the achievable bit
rate and corresponding configuration of a cognitive transmitter.

3.3. Formulation as a Bayesian Network

Figure 3-1 depicts the approach for formulating the problem as a Bayesian network.
As stated, the objective is to associate each candidate configuration with a specified
capability. In the Bayesian network, random variable CFG represents the
configuration that is probed, and random variable BR represents a configuration’s
capability, e.g., the achievable bit-rate as calculated using CSI and Shannon’s
theorem. CFG is the Bayesian network’s predictive attribute (parent node), while
BR isthe target atribute (node), which can take a set of values from a reference set
as will be discussed in the following. In a similar manner, although a simplified
approach with one capability is assumed herewith, more capabilities, e.g., the bit error
rate, etc., can be considered readily. The method relies on the constant update and
maintenance of conditional probability values, of the form Pr[BRICFG], which reveal
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the probability that a capability (in this case the bit-rate) will be at a certain level,
given that a certain configuration is used.

BR (CC-1)

Achievable Bit Rate
Configuration Capability - 1

CFG
Configuration
CC-L

Configuration Capability - L

Figure 3-1: Structure of the Bayesian network.

Conditional probability tables (CPTs) can, therefore, be organized. Every node in a
Bayesian Network has an associated CPT to express the probability of its state in
condition to its parent states. Figure 3-2 depicts the structure of the CPTs in this case,
with particular focus on the bit rate. Each column of a CPT refers to a specific
configuration. If there are n possible configurations, the CPT will include n

columns. Each line of the CPT corresponds to areference, achievable bit-rate value.

CC-L
CC-1 e
BR | ... cfg; —_
by | -1 PrlBR=brjcFG =cfg )| [ [
b, | ! PrlBR=brjcFG =cfg )| [ [
br, | -1 Pr[BR=br,|CFG=cig]| - T
b | | Pr|BR=br, [CFG =cig || [

Figure 3-2: Structure of the Conditional Probability Tables (CPTSs).

Those reference bit-rates comprise the set, from which random variable BR may take
values. This set is selected here to be discrete [24]. Let M be that discrete set of
reference, achievable bit-rate values. Without loss of generality, enumeration can be

done in ascending order (i.e., br;<br,<...<br,, ). The cell at the intersection of line |

(1<j<|M]) and column i (1<i<n) provides the value of the conditional probability
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Pr [BR: brj|CFG = cfgiJ, which expresses the probability that bit-rate br; will be

achieved, given that configuration cfg; is selected.

Given a configuration, the most probable achievable bit-rate is the one that is
associated with the maximum conditional probability in the respective column. In
order to take into account different contexts (e.g., times in the day) there can be
several CPTs. Moreover, the CPT can also be maintained as a list, sorted in
descending order of the probabilities. Figure 3-3 provides an example. Configuration
and bit rate pairs with high probabilities can be in the top of the list, in order to

facilitate configuration selections. In the example, bit rate br, isthe most probable for

configuration cfg; .

cfg;

Pr|BR = br,|CFG = cfg, |

Pr|BR = br,|CFG = cfg|

S >| ¢ [plsr-tiicre-a]| -

Pr|BR = br, |CFG = cfg |

PrlBR = bl"M“CFG = CfgiJ

Figure 3-3: Organization of CPT columnsasordered lists, for enabling fast
adaptations.

3.4. L earning Strategy

3.4.1. Principles

The capabilities of configurations are provided by the CPT. In general, there are many
algorithms that are able to update the values within a CPT [1], i.e. the learning
strategy of the Bayesian Network, but for brevity reasons are not addressed in this
chapter.

The main formulas used for updating the CPT are:

the correction factor, cor;,
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lbr, -br,
dif

cor; = 1-

(1)

which is used for correcting the CPT values as follows, for each candidate value br; :

Pr |_BR =br, |CFG = cfg; Jnewz L xcor; xPr |_BR = br; |CFG = cfg; Jold 2

the parameter L, which is a normalizing factor that guarantees that all “new”
probabilities sum up to one and can be computed through the following relations:

L . cor, XPr|BR = br, |CFG = cfg, Jol =1 (39)
jeM
L x Zcorj XPr[BR = br,|CFG = cfgiJOld = 1-(|T|>a/[M|) (3b)
je(M T)

These formulas are explained in [1].

The main purpose of this chapter is to provide a benchmarking work on the Bayesian
Networks and their capability to associate each of the candidate transmitter’'s

configurations with an achievable bit rate.

In order to address the continuously changing environment (received data), an online
learning strategy is required [27][28]. The learning strategy takes into account the bit
rate calculations, which are conducted using the CSI provided by the channel
estimation phase, and more specifically, the “distance” (absolute difference) between
those calculated values and each reference value. Assuming that, according to the

calculations, a specific configuration can achieve bit-rate br_,_, this value can be

exploited, in order to fine-tune (enhance or decrease) the values of the CPT, and
therefore, increase the confidence of the capability estimations.

In general, the confidence on the capability estimations is reached when convergence
exists. It can be defined that the proposed learning scheme converges when the
conditional probability of the reference value, which is closest to the measured value,
becomes the highest. At this point, the conditional probabilities that correspond to the
other (candidate) reference values are either being reduced or reinforced less.
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Convergence can also be defined differently, e.g., it can also be associated with the
difference between the conditional probability of the value indicated by the
calculations and all the rest. After convergence to a certain condition, there can be a
set of measures that may be taken for enabling fast adaptations to future conditions.
First, the number of consecutive updates, upd, which can be applied on the
conditional probabilities, may not be allowed to exceed a certain maximum threshold,

upd,.. Second, the conditional probability of a reference bit-rate value may not be
alowed to fall under a certain threshold, a/|M|, where 0<a<1 (recall that M| isthe
number of reference bit-rates). Third, the number of conditional probabilities, which
fall under the minimum threshold, a/|[M|, may not be allowed to exceed a certain

maximum threshold, thr,,.

3.4.2. Algorithm

The following sequence of actions takes place during the channel-estimation phase of

the cognitive radio process (Figure 3-4).

Sep 1. Acquisition of CS knowledge for calculating instant achievable bit rate, and
inspection of whether the learning method is at a convergence stage.

The value, br_, , is considered. The value derives from the calculations made, for

configuration cfg;, exploiting CSI form the previous step of the channel estimation
phase of the cognitive radio process. Convergence is identified if the following two

conditions hold: (i) the br_,. value is the same with that of the previous invocation,

C

(ii) the probability PrgBR=b |CFG =cfg, g is larger than all the rest. In case there

ch

is no convergence the variable upd is set to zero, and atransition to step 3 occurs.

Sep 2. Inspection of whether further updates of the CPT are allowed, in case the

channel estimation phase is at convergence stage.

Inspection of whether the number of consecutive updates that can be applied after
convergence, upd, has reached the maximum threshold, upd.,. If the answer is

positive, there is migration to step 6. Inspection of whether the number of conditional
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probabilities, that have fallen below the minimum threshold, |T|, has reached the

maximum threshold, thr,,, . If the answer is positive, there is migration to step 6.
Sep 3. Computation of the new probability values.

Computation of: (i) the correction factor, cor;, through the set of relations (1); (ii)

normalization factor, L, through relation (3a); (iii) new probability values through the
set of relations (2).

Sep 4. Inspection of whether the CPT should be updated.

Computation of the set, T (T € M), which comprises the probabilities that have
fallen under the minimum allowed threshold a/|M|. If the number of probabilities in

the T set exceeds the maximum allowed number, thr,.,, i.e., if |T| >thr.,., thereis

migration to step 6.

Sep 5. Update of CPT.

If |T| >0 the following set actions are conducted: (i) The probabilities of the T set are

assigned equal to the minimum threshold a/|M|; (ii) The new normalization factor is
computed through relation (3b); (iii) the new values of the probabilities out of the T
set are re-computed through the set of relations (2).

The new probability values (computed in step 3 or above) are stored in the CPT.

In case of convergence, the counter upd (consecutive updates after convergence) is

increased.

Sep 6. End.
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1. Acquisition of CSI knowledge for calculating instant achievable
bit rate, and inspection of whether the learning method is at a
convergence stage.

No
Convergence?

l Yes

2. Inspection of whether further updates are allowed upd =0
No Updates
Allowed?

lYes
3. Computation of new probability values
. Computation of correction factor through relation (1) ¢
. Computation of normalization factor through relation (3a)
. Computation new probability values through relation (2)

}

4. Inspection of whether the conditional probability table (CPT)
should be updated. Computation of the set T of probabilities that
should be set equal to the minimum allowed threshold (a/|M]).

l

IT|<thr_,, ?

l Yes

5. Update of conditional probability table

If T[>0 then

. Probabilities of T set are set equal to a/|M|

. Computation of normalization factor based on through 3(b)
. Computation of new probability values based on relation (2)

Update conditional probability table
In case of convergence the counter upd is increased.

'

» 6. End

Figure 3-4: Behaviour of the channel estimation phase: strategy for learning the
configuration.
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3.5. Results

3.5.1. Set-up

Various sets of scenarios are used for investigating the behaviour of the proposed
method. More specifically, the focus is on how this learning method, enabled by
Bayesian networks, influences and enhances the channel estimation phase of a
cognitive radio process.

The scenarios concern an arbitrary configuration, denoted as c. It is assumed that

there are [M|= 6 reference hit rate values (in Mbps). M includes the values br, = 6,

brz = 12, br3: 24, br4 = 36, br5 = 48, bre =54, Hence, difmax =48 MbpS

As can be seen, the capabilities of the configuration ¢ have been chosen to be
equivalent to those of legacy or emerging standards for wireless local and
metropolitan area networks. In addition, parameter a, used in 3(b), has been set equal
to 0.1.

In order to ensure comprehensive testing, two categories of scenarios will be
considered. In the first category the assumption is that there is no prior knowledge on
the capabilities of the configuration. In the second category of scenarios (will
comprise four sets), it will be assumed that the proposed method has some knowledge
regarding the capabilities of the configuration. Comprehensiveness is ensured by
considering, in both categories, the impact of all the potential changes from the initial

conditions.
3.5.2. Presentation

Figure 3-5 depicts the results from the first category of scenarios, in which it is
assumed that there is no prior information for configurationc. The x-axis denotes the
discrete time steps during which the channel estimation conducts and provides
calculations for feeding the method. The y-axis shows the values of conditional
probabilities of the form, PrgBR=b|CFG =cj, where b can be equal to 6, 12, 24,

36, 48, 54 Mbps. Figure 3-5(a)-(f) shows the evolution of the probabilities when the
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bit rate calculations indicate that the configuration can achieve 6, 12, 24, 36, 48, 54
Mbps, respectively.
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Figure 3-5: First set of scenarios. Behaviour of the proposed method when it has
learned that the configuration can achieve: (a) 6 Mbps; (b) 12 Mbps; (c) 24
Mbps; (d) 36 Mbps, (€) 48 Mbps; (f) 54 M bps.

Initially, in each chart, al conditional probabilities are equal
(PrgBR= b|CFG =ch=0.166), since there is no prior information for configuration

c. As can be observed, the scheme readily learns the configuration capabilities, and
converges to the condition indicated by the calculations. These remarks are backed up
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by the fact that the conditional probability, which corresponds to the calculated bit
rate value, immediately becomes significant and, very soon, larger compared to al the
rest.

For instance, in Figure 3-5(b) the calculations indicate that the configuration can
achieve br, =12 Mbps. Therefore, the probability PrgBR = br2|CFG = cf immediately
becomes significant (equals to 0.432 and 0.709 after three and ten time steps,
respectively), and soon is much higher than the rest (e.g. the probability for a
“neighbouring” bit-rate br,=6 Mbps equals to 0.289 and 0.186 after three and ten time
steps, respectively). Moreover, the behaviour of the probabilities of the bit rates br;
and br;=24 Mbps should be noted. Initially, they are increased, then they remain at a
certain high level for an important amount of time, and after some point they start
being reduced. These bit-rates are “neighbouring” to br,. Through this behaviour, the
channel estimation phase has learned and shows that these bit rates (even though less
probable than br,) are more representative of the configuration capabilities compared
to br,, brs and brg. AS can be observed, after three, five, thirteen and twenty-nine
measurements, there are |T| =2, 3, 4 and 5, respectively, probabilities that reach the

minimum threshold.

Likewise, in Figure 3-5(d) the calculations indicate that the configuration can achieve
br, =36 Mbps. Therefore, the probability PrgBR = br, |CFG = cjj immediately reaches
high levels and soon becomes larger than al the others. In this case, as well, the
probabilities corresponding to values br; and brs remain at high levels for several
steps. Within five, eight, thirteen steps there are [T|=2, 3 and 5, respectively,
probabilities that reach the minimum threshold.

Figure 3-5 (e) and (f) display the same behaviour as Figure 3-5(b) and (a),
respectively. Thisis expected since the initial conditions are the same for all cases and

also the indicated bit-rates are at the edges of the set M, for brs and br, (Figure 3-5
(f),(a)), and near the edges of theset M , for br, and br, (Figure 3-5 (e),(b)).

Next, there is the presentation of a second category of scenarios, which comprises
four sets (two — five) showen in Figure 3-6 — Figure 3-9, respectively. In these sets
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there is prior information on the capabilities of configuration c. Specifically, different
situations from the first scenario will be considered as initial conditions. Then, it will
be assumed that the bit rate calculations during channel estimation indicate that the
capabilities of the configuration change. The objective is to see the behaviour of the

proposed scheme.

Figure 3-6 presents the results from the second set of scenarios. It is assumed that the
channel estimation phase has learned that configuration ¢ can achieve 6 Mbps, and

moreover that |T| =2 conditional probabilities have reached the minimum threshold.

Thisis theinitial condition in this scenario. In other words, the initial condition isthe
one of Figure 3-5(a), a time step = 2.

Figure 3-6(a)-(e) shows the evolution of the probabilities when the bit rate
calculations indicate that the configuration can achieve 12, 24, 36, 48, 54 Mbps,
respectively. Again, in each chart, the x-axis is the time domain, during which there
are calculations conducted in discrete steps and provided to the proposed method. The
y-axis shows the values of conditional probabilities of the form,

PréBR =b|CFG = cjj, where b can equal to 12, 24, 36, 48, 54 Mbps.

As can be observed in all cases, the scheme immediately starts to move towards the
new situation. This is shown by the fact that immediately the conditional probability,
corresponding to the value indicated by the calculations, becomes significant. The fact
that there is prior knowledge on the configuration capabilities prevents the immediate
convergence (which was the case in the first scenario).

This is a desirable property, for preventing oscillations regarding the estimates of the
configuration capabilities, which can be due to temporarily changing environment
conditions, e.g., the temporary disappearance or appearance of interferers.
Nevertheless, if the change in the environment is not temporary, convergence occurs
in afew steps, which range from three (Figure 3-6 (a),(b),(e)) to five (Figure 3-6(d))
(3.6 average).
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Figure 3-6: Second set of scenarios. Behaviour of the proposed method when the
calculated bit-rate changesfrom 6 Mbps and !TI =2to: (a) 12 Mbps, (b) 24
Mbps; (c) 36 Mbps, (d) 48 Mbps; (€) 54 M bps.

In the third set of scenarios (Figure 3-7) it is assumed that during the channel
estimation phase, the proposed method has learned that configuration ¢ can achieve 6

Mbps, and moreover that |T|=3 conditional probabilities have reached the minimum

threshold. In other words, the initial condition is the one of Figure 3-5(a), at time
instant four. The difference of this scenario, with respect to the second one, is that
there is a“higher level of convergence” to the initial condition. This means that more
probabilities have fallen under the minimum threshold. The question is whether this
influences the behaviour of this method, and especially, the speed of convergence to

the new condition.
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Figure 3-7: Third set of scenarios. Behaviour of the proposed method when the
calculated bit-rate changes from 6 Mbpsand [T|=3to: (a) 12 Mbps; (b) 24
Mbps; (c) 36 Mbps, (d) 48 Mbps; (€) 54 M bps.

Figure 3-7(a)-(e) shows the evolution of the conditional probabilities when it is
calculated that the configuration can achieve 12, 24, 36, 48, 54 Mbps, respectively. As
can be observed, in all the cases of the third scenario the method converges to the new
condition within few steps. The number of steps ranges again from two (Figure 3-7
(e)) to six (Figure 3-7 (c)) (4.0 average). The number of steps is slightly increased,

compared to the second set of scenarios.

In the fourth and fifth set of scenariosit is assumed that the initial condition indicates
that the configuration can achieve 24 Mbps. So the difference with respect to the
previous two scenarios is that now a “middle” bit-rate value is taken as the initial

condition.
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Figure 3-8: Fourth set of scenarios. Behaviour of the proposed method when the
calculated bit-rate changes from 24 M bps and lTl =2to: (a) 6 Mbps, (b) 12
Mbps; (c) 36 Mbps, (d) 48 Mbps; (€) 54 M bps.

In the fourth scenario (Figure 3-8), the initial condition is that the configuration can
achieve 24 Mbps and that [T| =2 conditional probabilities have reached the minimum
threshold. In other words, the initial condition is the one of Figure 3-5(c), at time
step=6. Figure 3-8(a)-(e) show the evolution of the conditional probabilities in case
the configuration can achieve 6, 12, 36, 48, 54 Mbps, respectively. The remarks that
can be drawn from this scenario are similar to those of the second set of scenarios.
Specifically, the proposed method starts immediately to move towards convergence to
the new condition; convergence occurs in a few steps which ranges from five (Figure
3-8 (e)) to nine (Figure 3-8 (a)) (7.0 steps average).

In the fifth scenario (Figure 3-9), the initial condition indicates that the configuration
can achieve 24 Mbps and that [T|=3 conditional probabilities have reached the

minimum threshold. In other words, the initial condition is the one of Figure 3-5(c), at
time instant eight. Figure 3-9(a)-(e) shows the evolution of the conditional
probabilities when according to calculations, the configuration can achieve 6, 12, 36,
48, 54 Mbps, respectively. The behaviour is similar to the previous scenario (8.0 steps
average for convergence). Also, when the indicated bit-rate is close to the initial bit

-112 -




MANAGEMENT METHODS FOR TERMINALS AND NETWORK ELEMENTS IN HIGH-SPEED, B3G COMMUNICATION ENVIRONMENTS

rate (i.e. br,, br, onFigure 3-9 (b), (c)), the probability of the “neighbouring” bit-rate
immediately raises, while all the rest probabilities drop to the minimum threshold.
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Figure 3-9: Fifth set of scenarios. Behaviour of the proposed method when the
calculated bit-rate changes from 24 Mbpsand [T|=3to: (a) 6 Mbps; (b) 12
Mbps; (c) 36 Mbps, (d) 48 Mbps; (€) 54 M bps.

Contrarily, when the indicated values are not “neighbouring” (see Figure 3-9(a), (d),
(), the “middle” values remain at a high level for a certain number of time steps,
until finally reaching the minimum threshold. The results of this scenario aso indicate
that the “higher level of convergence” minimally impacts the overall behaviour and

the speed of convergence.
3.5.3. Analysis

In summary, the behaviour of the proposed Bayesian networks based method was
tested in various scenarios, split in two categories. In the first category (Figure 3-5)
the assumption was that there is no prior knowledge on the capabilities of the
configuration. In the first category the method phase readily converged to all the
situations that can be signalled (calculated) by exploiting the CSI from channel
estimation phase. Moreover, the conditional probabilities of the bit rates, which were
neighbouring to the bit rate indicated by the calculations, remained at significant
levels for a certain amount of time. Therefore, these “neighbouring” bit rates appear

as second-best representatives of the configuration capabilities.
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In the second category of scenarios (Figure 3-6-Figure 3-9), it was assumed that the
channel estimation phase has learned the capabilities of the configuration. In the first
set of scenarios of this category, the initial condition was an “extreme” value, namely,
6 Mbps (scenario sets two and three). In the second set, the initial condition taken was
a“middle’ value, namely, 24 Mbps (scenario sets four and five). In this category, as
well, there was comprehensive investigation with respect to all the potential
alterations that can be signalled, resulting from cal culations of the bit rates by channel

estimation phase (e.g., change from 24 Mbpsto all the other values).

In the second category of scenarios it was observed that the scheme immediately starts
to move towards convergence to the new condition. Convergence takes more steps
compared to the first category. However, it is something positive for avoiding the
impact of temporary environment changes. In any case, convergence happensin afew
number of steps. Convergence is slightly faster in case the initial condition is an
“extreme” value, compared to when it is a “middle’ value. The “degree of
convergence” to theinitial condition minimally impacts the speed of convergence.

The proposed method can exploit any legacy, robust channel estimation mechanism.
Assuming a mechanism is available for that purpose, it has been shown that the
method can exploit the provided CSI in order to increase the level of certainty that a
configuration will achieve a specific bit rate. To strengthen the importance of this
statement, the results of the method can be exploited to drive the selection of one of
the alternative configurations and thus, ensuring that a cognitive transmitter will

always optimize its operation.

3.6. Conclusions

Cognitive radios require machine learning functionality for knowing, with high
enough assurance, the capabilities of the alternative configurations in which they
might operate, e.g. the achievable bit-rate. Within a cognitive radio operation,
channel-state estimation provides significant information (CSI) in order to calculate
achievable bit rate values and associate them with a probed configuration. In this
respect, this chapter contributes to the enhancement of the channel-state estimation of
a cognitive radio process, by proposing a learning method based on Bayesian
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networks. The objective is to increase the level of certainty that a specific
configuration will achieve a definite bit rate.
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4. NEURAL NETWORK-BASED L EARNING SCHEMESFOR

COGNITIVE RADIO SYSTEMS

Abstract:

Intelligence is needed to keep up with the rapid evolution of wireless
communications, especially in terms of managing and allocating the scarce, radio
spectrum in the highly varying and disparate modern environments. Cognitive radio
systems promise to handle this situation by utilizing intelligent software packages that
enrich their transceiver with radio-awareness, adaptability and capability to learn. A
cognitive radio system participates in a continuous process, the “cognition cycle”,
during which it adjusts its operating parameters, observes the results and, eventually
takes actions, that is to say, decides to operate in a specific radio configuration (i.e.,
radio access technology, carrier frequency, modulation type etc.) expecting to move
the radio toward some optimized operational state. In such a process, learning
mechanisms that are capable of exploiting measurements sensed from the
environment, gathered experience and stored knowledge, are judged as rather
beneficial for guiding decisions and actions. Framed within this statement, this
chapter introduces and evaluates learning schemes that are based on artificial neural
networks and can be used for predicting the capabilities (e.g. data rate) that can be
achieved by a specific radio configuration. In particular, the focus in this work is
placed on obtaining insight on the behaviour of the presented, learning schemes,
whereas useful, indicative results from the benchmarking work, conducted in order to
design and use an appropriate neural network structure, are also presented and
discussed. In the near future, such learning schemes are expected to assist a cognitive
radio system to compare among the whole of available, candidate radio configurations
and finally select the best one to operate in. Parts of this chapter have been published
in[1].
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NEURAL NETWORK-BASED LEARNING SCHEMES

FOR COGNITIVE RADIO SYSTEMS

4.1. I ntroduction and Problem Statement

The integration of a learning engine can be important especially for the channel
estimation and predictive modelling phase, for improving the stability and reliability
of the discovery and evaluation of the configuration capabilities, without relying
solely on the recent measurements. To this effect, many different learning techniques
are available and can be used by a cognitive radio ranging from pure lookup tables to
arbitrary combinations of machine learning techniques that include artificial neural
networks, evolutionary/genetic algorithms, reinforcement learning, hidden Markov
models, etc.

This chapter contributes towards this direction, by developing learning schemes that
rely on artificial neural networks and aim at solving the problem related to the channel
estimation and predictive modelling phase of cognitive radio systems and stated as
follows. “Given a candidate radio configuration, what are its anticipated capabilities
(e.g., in terms of achievable data rate), taking into account recent information sensed,
aswell asthe past experience and knowedge?”.

More specifically, the objectives of the work in this chapter can be decoupled as

follows:

First, to propose two learning schemes, a ‘basic’ and an ‘extended’ one, that are
based on neural networks and are designed to enhance the learning capabilities of
a cognitive terminal, in terms of assisting it to predict the data rate that a specific

radio configuration could achieve if it was selected for operation, and

Second, to perform a benchmarking work upon the proposed neural network—
based (NN-based) schemes and discuss upon their applicability to future cognitive
radio systems.
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The rest of the chapter is structured as follows: A review of neural networks is
provided in Section 4.2 and the motivation for their application to cognitive radio
systems is presented in Section 4.3. The basic NN-based learning scheme is described
and evaluated in Section 4.4, while the extended NN-based scheme is presented in
Section 4.5. Finally, the chapter is concluded in Section 4.6.

4.2. Neural networ ks review

Biological neural networks are made up of real biological neurons that are physically
connected or functionally-related in the human nervous system and especially in the
human brain. Artificial neural networks (ANN or simply NN) on the other hand, are
made up of artificial neurons interconnected to each other to form a programming
structure that mimics the behaviour and neural processing (organization and learning)

of biological neurons.

Human brain can perform tasks much faster than the fastest existing computer thanks
to its special ability in massive parallel data processing?. NNs try to mimic such a
providential behaviour for solving narrowly defined problems i.e., problems with an
associative or cognitive tinge [2]. To this effect, NNs have been extensively and
successfully applied to pattern (speech/image) recognition, time-series prediction and
modelling, function approximetion, classification, adaptive control and other aress.

As stated, a neural network consists of a pool of simple processing-computing units,
the ‘neurons’. Within NNs three types of neurons are distinguished (upper part of
Figure 4-1): input neurons which receive data from outside the NN and are organized
in the so called input layer, output neurons which send data out of the NN and
generally comprise the output layer, and hidden neurons whose input and output
signals remain within the NN and form the so called hidden layer (or layers).

2 Engineers of IBM’s Deep Blue, chess-playing computer had a different opinion on that!
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Figure4-1: Typical Neural Network structure.

Neurons are communicating with each other by sending signals over a large number
of weighted connections, thus creating a network with a high degree of

interconnection. Generally each connection is defined by a weight, w, , which
determines the effect that the signal of neuron j has on neuron k. Every neuron has a
state of activation, be it y, , which is equivalent to the output of the neuron. During
processing, each neuron k receives input s, from a) neighbours belonging to different
layers, as well as from b) external sources ak.a. bias offset b, and uses them to
compute an updated level of activation y, . This is done through the use of an

activation function F, asfollows (see aso lower part of Figure 4-1):
& 0
Fkga W y; + b = 1)
i a

Some sort of threshold functions can be used for that reason, such as a sgn function, a

linear function, or a smoothly limiting function often being a sigmoid (S-shaped)
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function like the logistic-sigmoid transfer function a.k.a. logsig in [3] and expressed
by

1
1+e %

F(s)= 2,

the hyperbolic tangent sigmoid transfer function ak.a. tansig in [3] and expressed by

2
Fk(%):m'l @),

or the linear transfer function a.k.a. purelin in [3] and expressed by

F(s)=s 4.

Figure4-2: Transfer Functions (a) Log-sigmoid transfer function (b) Hyperbolic
tangent sigmoid transfer function (c) Linear transfer function

Transfer functions (2), (3) and (4) are graphically depicted in Figure 4-2(a), (b) and
(c), respectively. The topology of a NN plays an important role for its achievable
performance. Depending on the pattern of connections that a NN uses to propagate
data among the neurons, it can be classified into one over two basic (non exhaustive)
categories. @) Feed-forward NNs, where data enters at the inputs and passes through
the network, layer by layer, until it arrives at the outputs, with classical examples
being the Perceptron [4] and Adaline [5]. b) Recurrent NNs that contain feedback
connections, which are connections extending from outputs of neurons to inputs of
neurons in the same layer or previous layers. In contrast with feed-forward networks,
the recurrent network has a sense of history and this means that pattern presentation
must be seen as it happens in time. Examples of recurrent networks have been
presented by Elman [6] and Hopfield [7]. In the analysis within this chapter, both
feed-forward and recurrent networks are used.
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In any case, a NN has to be configured such that the application of a set of inputs
produces the desired set of outputs. This can be achieved by properly adjusting the

weights w,, of the existing connections among all ( j, k) neuron pairs. This process is

called “learning” or “training”. Learning can be generally distinguished between
supervised and unsupervised learning (with reinforcement learning being also an
option). In supervised learning, the NN is fed with teaching patterns and trained by
letting it change its weights according to some learning rule, the so called back-
propagation rule. The NN learns the input-output mapping by a stepwise change of
the weights with the objective to minimize the difference between the actual and
desired output. In the next step the actual output vector is compared with the desired
output. Error values are assigned to each neuron in the output layer. The error values
are back-propagated from the output layer to the hidden layers. The weights are
changed so that there is alower error for a new presentation of the same pattern. Asa
result of this procedure, the weights on the connections between neurons are properly
adjusted so as to encode the actual knowledge of the NN. At that time, the NN can be
used for the purpose that was initially set up for. On the contrary, in unsupervised
learning the NN discovers remarkable features of the input data in a statistical manner
by developing its own ways of classifying the input irritants. This chapter, deals only
with supervised learning mode.

4.3. M otivation

The area of cognitive radios and systems is judged as rather suitable for
accommodating NNs. In particular, NNs can be used in any of the phases of the
cognition cycle described before, in the introductory chapter. For instance, during the
radio-scene analysis, temporal statistics of aradio environment can be used to isolate
distinct characteristics which in turn correspond to different modulations. These
statistics can then feed a NN in order to classify a signal's modulation type as
proposed in [8]. Going one step further, the extracted modulation type can be used in
the sequel to characterize the whole radio configuration eg. QPSK unveils the
existence of aW-CDMA RAT.

In[9], two neural classifiers are presented and compared to each other, while used for
the identification of two communication modes: a direct sequence-based WLAN
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802.11b and a frequency hopping-based Bluetooth coexisting in the same
environment and operating in the same |SM band.

In this chapter the focus is on the channel estimation and predictive modelling phases
and a benchmarking work is presented that aims at evaluating the applicability of
multiple types of NNs in the learning module of the cognitive engine within a
cognitive terminal (see Figure 4-3).

Reasoning
{ Learning

Software
Defined
Radio

Knowledge
f base

", Cognitive Engine

. Proposed
i NN-based
fearning
scheme

Figure 4-3: Cognitiveradio engine

The proposed NN-based learning schemes should relax the reasoning process and
assist in the optimum decision regarding the radio-configuration settings (mainly PHY
and MAC layer) that provide the best QoS for the given problem and user/application
needs. It should be noted that QoS optimization is a multi-objective problem that
depends on many quality metrics with dependent relationships, including bit error
rate, frame error rate, power consumption, latency, datarate etc, and as such, it should
cal for Pareto optimality, which balances the trade-offs among the multiple
objectives. Nevertheless, the focus here is placed only on one objective: the data rate.
This is also aligned with the initial purpose of this chapter, namely to showcase the
feasibility of the proposed learning schemes, but it could be extended, as shown in the
next chapter, to take into account more transmission parameters. More specifically, it
is proposed away that aNN can be used a) to learn from the information measured by
the terminal during the radio-scene analysis and b) to provide in the output the data
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rate that is most anticipated to be obtained per radio configuration (RAT/frequency),
thus behaving as a predictor of the next expected data rate. What is gained is that by
associating each configuration with a predictable, achievable data rate, the proposed
NN-based learning schemes may facilitate the cognitive terminal in making its
decision regarding the configuration in which it should operate, selecting the best
among a set of candidate ones.

Accordingly, two neural network—based learning schemes have been set up and
tested: the ‘basic’ and the ‘extended’ one. In both cases, multiple types of NNswith a
considerable number of adjustable parameters have been investigated. These trial and
error processes, that were conducted in order to derive the best possible network in
both basic and extended cases, are described and discussed more analytically in the

following sections.
4.4, Basic NN-based learning scheme

It must be noted that all simulation analyses and/or results presented hereafter, assume
that the NN-based scheme is tuned in an arbitrary radio configuration e.g. 1EEE
WLAN 802.11g. This is actually the radio configuration, the capabilities of which
(i.e., datarate) need to be discovered-evaluated.

4.4.1. Preparation Procedure

In order to exhibit the applicability of such NN-based learning schemes, an algorithm
is selected that will be used to train variously parameterized NNs so as to predict the
data rate to be obtained by the configuration being under investigation. This algorithm
aims at defining a target data rate for each of the input value(s) presented in the NN
and is analysed in the sequel of this sub-section.

Let R= {rk} , be the time-series collected by the radio scene analysis (environment
sensing) phase, where each element r, represents a data rate value at time slot k,
kT 0" . Itisalso assumed that values r, are quantized in predefined reference values
from afinite set M ={m,m,,..,m,, |. A time window of n slots is used to represent

past experience and knowledge collected by the NN and is depicted in Figure 4-4. At
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any time k, the NN is fed with an input sequence R" i R, the length of which
equals the size of the time window, i.e,, R" ={r.}, i =1,...,n. In addition, in each slot
within the time window the corresponding value r. is associated with a weight, b.

i =1,...,n 3 Requiring that recently collected values should have greater weights, an
exponentially weighted moving average with a smoothing factor a is used to
configure b,, i.e., b, =ax(1- a)' [10]. The objective of the above algorithm is to
exponentially decrease the weighting for each older data value, giving much more

importance to recent observations, while sill not entirely discarding older

observations.

Most recent values en . Past values
- Time window

el -

n slots

ol | e | e P | e | e Py

b + f
ﬂf ﬁz ﬁi ﬁrr

Figure4-4: Time window.

For each r, there will be a target data rate value, r,®, that will be used to train the

basic NN at each time k and is derived as follows;

Consider the above specific window of nslots. In order to derive r,® , the input time

sequence R™of lengthnis used. Each of the reference values m;, j=1..,|M| is
associated with a weight b, given by b, ={g b, |, = mjg, i =1,...,n. Weights

bmj actually represent the number of occurrences of each of the reference values m,

in M within the time window. Eventually, the target data rate value corresponding to
the input time sequence within the time window will arise from the following relation:

% Weights bi must not be confused with the weights of the connections among neurons.
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r =argmaxb,, * (5)

m;

In other words, the target value selected is the one that has the maximum weighted

sum, within the time window.
4.4.2. NN pattern selection - Results

In this sub-section the focus is given on the selection of that pattern of the NN, which
gives the best performance in terms of minimizing a predefined metric such as the
Mean Squared Error (MSE). All simulations and results are conducted using the
Neural Network Toolbox of Matlab 7.1 [3].

Let set M contain |M|=6 reference bit rate values (in Mbps) as follows: m =6, m,=
12, m,= 24, m,= 36, m= 48, m;= 54 i.e, the values that might correspond to the

datarate obtained by atypical WLAN-equipped terminal. The time window equals to
n=>=.

The smoothing factor a of the exponential moving average algorithm is arbitrarily set
to a= 0.181, thus resulting to the respective calculated weights {b,} ={0.1488,
0.1217, 0.0996, 0.0814, 0,0666}. The time-series R includes values from the M set,
which are randomly generated according to a selected distribution function, depicted
in Figure 4-5 (normal line), that assigns bigger probability to the appearance of m =

6. The target values r ' are calculated according to (5).

The NN that has been selected for the basic scheme is an EIman network [6], which is
a two-layer back-propagation, recurrent network, with the addition of a feedback
connection from the output of the unique hidden layer to the input layer. This

* Recall that the argmax function stands for the argument of the maximum. For instance,

argmax f (X) returnsthe value of the argument i.e., x, for which the value of the given expression
X

i.e, f(x), attainsits maximum value
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recurrent connection allows the Elman network to both detect and generate time-
varying patterns. The NN uses the tansig function in equation (2) for the neuronsin its
hidden (recurrent) layer, and logsig function in equation (3) for the neuron in its
output layer, respectively. A delay line of five slots has been inserted in the input
layer, which corresponds to the time window, as mentioned previously.

e .
L R —
Y- 0
5 —L— Basic scheme
— 0~ - Extended schere
1 ==y =
0 1 1 1 1 1 1
] i2 24 30 45 5¢

Reference data rate values (Mbps)

Figure 4-5: Cumulative distribution functions of input time-series.

Several test cases, each of which corresponding to an Elman type network with
varying number of neurons in the hidden layer, size of training data set and also
training parameters, have been examined during atrial and error procedure for finding
the optimum NN design pattern.

Table 4-1 gives an overview of the parameters and their values that have been used
during this investigation procedure, which produces 84 different test cases in total (all

arising combinations).

For the training session, the input and target values have been properly normalized in
the range of [0, 1] in a pre-processing phase [11]. During training, weights and bias
values have been updated according to a gradient descent momentum and an adaptive
learning rate method (ak.a. traingdx in [3]). Finaly, as already stated, the Mean
Squared Error has been used as a metric for measuring the Elman neural network's
performance. In this analysis, two data sets have been used, which were extracted
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from the whole input sequence and served as the target values for teaching the NN: @)
a “training” set (seen data) which is used to build the model i.e. determine its
parameters, during the so called training session, and b) a “validation” set (unseen
data) which is used to measure the performance of the network by holding its
parameters constant. With the term “unseen”, datathat have never been used to update

the weights of the network are characterized.

Table 4-1: Test cases examined for basic scheme

Parameters Values

Number of hidden neurons 2/5/10/15/20/25/30
Sample data points 300/ 1000/ 3000
Training epochs 200/ 500

Training learning rates 0.01/0.001

The importance of testing the network with both datasets, when searching for the best
structure, is significant, since a small error in the training set can be misleading. If the
network has not been trained well, it may not learn the basic structure of the data, but
rather learn irrelevant details of the individual cases, a.k.a. overfitting the training data
or overtraining. This would lead to a small error during testing with the training set,
but in alarge error during testing with the validation dataset. In general, performance
on the training only tells us that the model learns what it’s supposed to learn, but it is
not a good indicator of performance on unseen data i.e. whether the NN is able to
generalize well or not [12].

Moreover, the number of hidden layers and/or neurons plays a critical role in the
learning process and strongly influences the performance of the network. The use of
too few hidden neurons would result in a NN that is unable to learn what it is
supposed to learn. On the other hand the use of too many hidden neurons would
dramatically increase the time needed to learn, without yielding any significant
improvement in the performance of the network. This is already captured in this

chapter and is referred as overfitting. There exist some valid rules to set the number of
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hidden nodes [12] but in general, it is better to start with a big net, train, and then
carefully follow a pruning strategy for gradually reducing the size of the network [13].

As long as training is finished, the performance of the trained NN has been tested in
both the “known” and “unknown” sequences comprising 100 data points each. The
known sequence is actually a subset of the “training” set. Also, in order to measure
the NN’s degree of generalization [12], a completely unknown sequence of 100 values
has been selected from the whole data set in order to constitute the so called validation
set or validation sequence. During the validation, the MSE between the value
produced by the NN and the expected target value has been recorded.
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Figure 4-6: M easured performance (M SE) at both training and validation
sequencesfor all 84 test cases— Basic scheme.

Figure 4-6 depicts the resulting MSE recorded at the end of both the training and
validation sessions for all the above 84 test cases.

Accordingly, an acceptable NN design pattern should satisfy the following criteria:

(MSE,, £ MSE,,.)"(MSE,, £ MSE,,), Where MSE, - is the fina MSE

produced during the training session, MSE, - is the final MSE produced during
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the validation and MSE,, - is a desirable upper threshold for the MSE which is

arbitrarily set here to 0.02, and
Minimize [MSE,,, - MSE,, | .

The first criterion is self-explanatory. Regarding the selection of the MSE threshold,
the network has been requested to run for a number of epochs sufficient to lower the
MSE to a little amount (MSE goal). Based on observations during offline trial and
error efforts, which have been conducted for determining the NNs structure, but are
not recorded here for brevity reasons, setting an upper threshold for the produced
MSE at a value higher than that of 0.02 or 2%, resulted in lower performance in
terms of how well the NN “learnt its lesson”. Moreover, an upper limit of 0.02 would
be enough to provide adequate performance in both seen and unseen datasets,
simultaneously. Thisis also depicted in Figure 4-6.

As for the second criterion, it is used here in order to guarantee a certain level of
generalization, meaning that the neural network must have the ability to behave
efficiently when dealing with unseen input data and thus avoiding overfitting the
training data.
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Input Layer

Time Series Output Layer

Lo | Lo
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. y
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Figure 4-7: Neural network for the Basic L earning scheme.

Figure 4-6 also illustrates the difference between the MSE,, and MSE, produced for

the above test cases. As it can be observed and also indicated by the arrow in Figure
4-6, by following the above rules, the best available network design pattern is the one
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corresponding to the 74™ test case and depicted in Figure 4-7. This case designates an
Elman NN with 15 tansig hidden nodes in the hidden layer and one logsig node in the
output layer. The training session has lasted for 200 epochs and a learning rate of
0.001 has been used. Finally, a set of 3000 training datainput values have been used.

Focusing now on this specific NN, the MSE that is measured during the training
session, is monotonously decreasing until it reaches a constant, satisfactory goal value
(training error). For brevity reasons the respective figure is not depicted here. In the
case of the known sequence, the NN produces an MSE = 0.0100, while in the case of
the “validation” sequence, the MSE = 0.0153. Figure 4-8 and Figure 4-9 illustrate the
performance of the NN in terms of measured MSE, when applied in training and
validation sequences, respectively.
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Figure 4-8: Measured performance (M SE) of the selected NN in training
sequence — Basic scheme.

As it can be observed, the MSE produced during the validation naturally exceeds
slightly the one produced during the training. When fed with the known sequence, the
NN actual output seems to follow the target values (that are expected according to the
input that feeds the NN), giving very few errors, which shows that the network has
been trained well. The same applies for the unknown sequence. The NN performs
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well during the validation session and it can be observed that the network has learned
the basic structure of the data but at the same time it is also able to generalize well.
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Figure 4-9: M easured performance (M SE) of the selected NN in validation
sequence — Basic scheme.

4.5. Extended NN-based learning scheme

4.5.1. Preparation Procedure

For the extended NN scheme, the complexity of the problem is raised by further
taking into account and co-estimating a “time zone” parameter. It is assumed that the
day is divided into time zones and that during each of them, the configuration in
guestion is associated with a mean, most usually observed data rate value, which is

denoted as m, 1 M . This value is enhancing the proposed learning scheme with a
feature of past experience. Let R*™ :{rke’“} , kT 07 be the new time-series collected

by the radio-scene analysis. As in the basic scheme, a time window of n slots is

considered and at any time k, the NN is fed with an input sequence R™** I R*, the

length of which equals the size of this time window , i.e., R" :{rie’“}, i=1,...,n.. For
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each pair comprising an input time sequence R™* of length n and a specific time
zone of the day, within which the NN is expected to operate, there corresponds a new
target datarate value r,%*¢. This value will be used for supervising the training and is

calculated at each time k as follows:

Sep 1. Temporary target value r®™ is calculated as in (5) by applying R™* as

input.

Sep 2: The distance (absolute difference), dst,, between the target value at k i.e.,
r, ™ and mean value m,, which corresponds to the considered time zone is
calculated. Specifically and assuming that M isthe set defined in sub-section 4.4.2, if
the target value r ™™ equals mT M, 1£i £|M| and the mean value M, equals
m 1 M, 1£ j£|M|, then the distance dst,, is taken equal to |i- j|, 1£i, | £|M].
For example, if r ™™ equals m =6 Mbps and the mean value m, equals m, =12
Mbps, the distance dst, , equals [1- 2| =1; similarly the distance from m =6 Mbpsto

m, =24 Mbps equals [1- 3 =2, and so forth.

Sep 3: The new weights b', (where i =1,...,nand nis the number of slotsin the time
window) are recalculated with the use of an exponentially weighted moving average
function, with a smoothing factor a =1- x*™,x1 (0K1). For example, assuming
that M isthe set defined in sub-section 4.4.2 and that n=10, Figure 4-10 illustrates the
weight values per time slot when dst, = 1,...,5. The above rule is used so that grester

distance between the calculated value and the target value should lead to alower slope
of weight decrease. A lower slope, as shown in Figure 4-10, gives high importance
(high weights) to past observations so as to eliminate the abovementioned distance.
The slope of weight decrease is expressed by the smoothing factor a.

Siep 4: Finally, r,®* is calculated from (5) by using the new weightsb’, and R™**.
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Figure 4-10: Weight values per time siot for the extended scheme.

4.5.2. NN pattern selection — Results

For the selection of the NN design pattern, the focus is, as before, on a specific,
arbitrary radio configuration e.g. WLAN 802.11g. It is assumed that the number of

reference bit rate values are |M | =6. Thetime window is n=10 and x=0.9.

It is also assumed that the day is divided in 4 equal time zones as follows: 06:00 —
12:00, 12:00 — 18:00, 18:00 — 24:00 and 00:00 — 06:00. In each of these time zones a

different mean value m, is observed, let them be set equal to 24, 6, 36 and 48 Mbps
for each of the four time zones, respectively; this might reveal for instance the
existence of high load situation during the mid working day.

R* includes values from the M set which are randomly generated according to a
selected probability distribution function, depicted in Figure 4-5 (dotted line), that
assigns bigger probability to the appearance of m, depending on the time zone. The
target values r % are calculated by following the steps mentioned in the previous

sub-section. The NN uses the tansig function in equation (2) for the neurons in its
hidden (recurrent) layer, and the purelin function in equation (4) for the neuron in its
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output layer, respectively. For the training session, the input and target values have

been properly normalized in the range of [-1, 1].

Table 4-2: Test cases examined for extended scheme.
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A number of different cases have been tested to evaluate the extended NN scheme.
Table 4-2 gives an overview of the parameters used to define those test cases.

For the first set (test cases 1 — 4), a Feed-Forward back-propagation (FF) NN has been
used. In the first two cases the network consisted of 10 hidden nodes in the hidden
layer, while in the second two cases it consisted of 15 hidden nodes. The networks
have been trained with 600 training samples, which represent a single time zone. The
weights and bias values have been updated according to Levenberg-Marquardt
optimization (a.k.a. trainim in [3]) method. The training samples have been processed
to provide 10 parallel inputs to the NNs, which represent the time window mentioned
previously. Finally, the networks have been trained for 300 epochs at a 0.001 learning
rate.

The second set (test cases 5 — 8) consisted of four Elman NNs. The first two networks
consisted of 10 neurons in the hidden layer, while in the second two it consisted of 15
neurons. A delay line of ten slots has been inserted in the input layer, which reflects
the time window. The traingdx function has been used for updating the weights and
biases. For the training session, 2400 sample data points have been used, which per
600 samples reflect the four time zones.

The NN used for the third set (test cases 9 — 12) is the Focused Time-Delay Neural
Network (FTDNN). FTDNN is a feed-forward input-delay back-propagation network,
which consists of a feed-forward network with a tapped delay line at the input.
FTDNN is anetwork well suited to time-series prediction. The delay line has been set
to 10. Again, the first two networks have been configured to have 10 neurons in the
hidden layer, while the second two had 15 neurons. The trainlm function has been
used for the training. Also, the same 2400 sample data points as in the previous test
set have been used.

Finally, the last set (test cases 13-16) uses custom feed-forward back-propagation
networks. The networks have been configured to have 2 hidden layers, in the first two
test cases. In the second two cases, they have been configured to have 4 hidden layers.
In general, using more than one hidden layer is amost never beneficial. The only
situation in which a NN with two hidden layers may be required in practice is when
the network has to learn a function having discontinuities. In the first test case the 2

hidden layers have been configured to have 5 neurons each, while in the second case
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they had 5 and 10 neurons, respectively. In the third test case the four hidden layers
consisted of 3 neurons each, while in the forth case each hidden layer had 5 neurons.
All networks have been configured to have a tapped delay line of 10 slots. The
networks have been trained with the use of bayesian regularization back propagation
(ak.a. trainbr function [3]), which is believed to produce networks that generalize
well. The training lasted for 300 epochs and the learning rate of 0.0001 has been used.
The input has been the same 2400 data samples, which reflect the four different time

zones, as mentioned earlier.

The best available network design pattern is the one corresponding to the 13" test case
in Table 4-2, since it is the one that produces the MSE which best satisfies criteria
similar to those in Section 4.4.2. This case designates a custom feed-forward back-
propagation network with 2 hidden layers with 5 tansig nodes each, and a purelin
node in the output layer.

Hidden Layer

Input Layer - o Output Layer
Time Zone - n ,‘-e\
(2
Input Data /\
] / .
¥
D1D
|

Figure 4-11: Neural network for the Extended L earning scheme.

The training session has lasted for 300 epochs and a learning rate of 0.0001 has been
used. Finally, a set of 2400 training data input values have been used with a tapped
delay line of 10 slots. In the sequel, the trained extended-NN has been tested in both a
known (subset of training set) and an unknown (validation) sequences comprising 100
data points each. In the case of the known sequence, the NN produces an
MSE=0.0549, while in the case of the validation sequence, the MSE=0.0637. Figure
4-12 and Figure 4-13 illustrate the performance of the NN in terms of measured MSE.
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Again, as in the case of the basic scheme, the MSE produced during the validation
naturally exceeds slightly the one produced during the training. The output of the NN
during both cases is very close to the target values, which produces a very small error.
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Figure 4-12: Measured performance (M SE) of the selected NN in training
sequence — Extended scheme.

Due to the complexity of the problem (multiple time zones), a two hidden-layer
network performs better. This observation can be generalized for all cases. The
performance of the NN is dramatically increased when the number of hidden layersis
increased. This seems logical, since smaller networks don't have the ability to
distinguish between the time zones (separate the problem). Conversely, adding more
neurons into the two hidden layer network does not raise the performance of the
network. Actualy, the error increases when more hidden neurons are used. This is
normal since there is a theoretically best performance that cannot be exceeded by
adding more neurons; the network learns irrelevant details of the individual cases. In
general, the proposed NN performs well. It is able to generalize well, giving output
values very close to the target values. From the above, the abovementioned NN is
selected in the case of the extended scheme.
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Figure 4-13: Measured performance (M SE) of the selected NN in validation
sequence — Extended scheme.

4.6. Discussion and Conclusions

Cognitive radio devices need to efficiently perceive the necessity for alternating their
radio configuration, to evaluate the capabilities of each of the candidate, available
configurations and thereupon, to dynamically select the one, in which they must
operate. To this effect, a potential solution to assist the cognitive radios in the
derivation and enforcement of decisions regarding the selection of the desired radio
configuration, the one that optimizes its QoS is proposed in this chapter.

The proposed solution is based on neural networks (NNs) motivated by the fact that
NNs are widely different from conventional information processing as they have the
ability to learn from given examples, thus being also able to perform better in
cognitive tasks. Two NN—based learning schemes have been set up and tested: the
‘basic’ and the ‘extended’ one. While the former one aims at building the framework
for developing such learning schemes and apply them into future cognitive radio
based systems, the latter one stresses that such a learning scheme should be
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extensible, i.e., flexible in incorporating further information data in the learning
process, given that this can bring an objective merit to the process.

The proposed NN-based schemes concern the discovery of the data rate capability of a
specific radio configuration. In order for the cognitive radio to be able to select among
all available candidate configurations, it should also be able to evaluate them without
exception. This could be implemented either by deploying multiple parallel neural
networks, (see for example the multi-processor software radio platform in [14]) or by
constructing and train a network with an additional input reflecting the configuration,
e.g. the access technology. Furthermore, it must be noted that apart from extending
the network with the time-zone input, the NN-based learning scheme can be further
fed with other information that might crucially affect the achieved datarate of agiven
configuration, such as location information, user preferences or even westher
conditions, etc. This could be subject of future research. Learning is a continuous
process during which, the NN’s free parameters are adapted according to the external
stimuli [12] and thus, more tests and trials, especially taking into account more
realistic input time-series and environment situations, are required in order to increase
the NN-based scheme’s validity and robustness. Moreover, new types of NNs should
be deeply explored to achieve better results, but in general the variations can be
endless.
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5. PERFORMANCE EVALUATION OF ARTIFICIAL
NEURAL NETWORKSBASED LEARNING SCHEMES

FOR COGNITIVE RADIO SYSTEMS

Abstract:

This chapter introduces and evaluates learning schemes that are based on artificial
neural networks and can be used for discovering the performance (e.g. data rate) that
can be achieved by a specific radio configuration in a cognitive radio system.
Interesting scenarios, which include both commercial off-the-shelf and simulation
hardware/software products, are mobilized for the benchmarking work, conducted in
order to design and use an appropriaie neural network structure, while indicative
results are presented and discussed in order to showcase the benefits of incorporating
such learning schemes into cognitive radio systems. Parts of this chapter have been
submitted for publication in [1].
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PERFORMANCE EVALUATION OF ARTIFICIAL
NEURAL NETWORKS BASED LEARNING

SCHEMES FOR COGNITIVE RADIO SYSTEMS

5.1. I ntroduction and Problem Statement

As already stated in the previous chapter, the integration of a learning engine can be
very important especially for the channel estimation and predictive modelling phase,
for improving the stability and reliability of the discovery and evaluation of the
configuration capabilities. Many different learning techniques are available and can be
used by a cognitive radio ranging from pure lookup tables to arbitrary combinations of
Artificial Intelligence (Al) and Machine Learning techniques. Such techniques aim at
answering the prominent question, which is also one of the most recognizable
definitions for Al, namely “how to make machines do things at which, at the moment,
humans are better” [2], and include among others. artificial neural networks,
evolutionary/genetic algorithms, reinforcement learning, fuzzy systems, hidden
Markov models, etc.

This chapter contributes in this direction and complements the previous one, by
developing a learning scheme that relies on artificial neural networks and aims at
solving the problem related to the channel estimation and predictive modelling phase
of cognitive radio systems and can be stated as follows: “Given a candidate
configuration of a cognitive radio system, what are its anticipated performance (e.g.,
in terms of achievable transmission raw data rate), taking into account recent
information sensed, as well as the past experience and knowledge?”.

What is gained is that by associating each configuration with a predictable
transmission data rate, the proposed neural network—based (NN-based) learning
schemes may efficiently characterize the achievable communication performance with
respect to environmental factors and configuration parameters and accordingly,
facilitate the cognitive terminal in making its decision regarding the configuration in
which it should operate.
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The benchmarking work conducted in order to design and use an appropriate neural
network structure is described. Additionally, the practicability and applicability of the
proposed learning schemes into cognitive radio systems are supported by results
obtained from long- and short- term time scale scenarios, which include both,
commercial off-the-shelf and simulation hardware/software products.

The rest of the chapter is structured as follows. Related work and motivation for
application of NNs to cognitive radio systems are presented in Section 5.2.
Performance evaluation scenarios and results are presented and discussed in Section
5.3. Finally, the chapter is concluded in Section 5.4.

5.2. Related Work and Motivation

Several research efforts that aim at combining various artificial intelligence and
machine learning techniques with cognitive radio technology, have been recently
recorded in the literature.

A distributed cognitive network access scheme is presented in [3], with the objective
to provide the best QoS, with respect to both radio link and core network performance
and user application requirements, by using Fuzzy Logic-based techniques. Fuzzy
Logic has been also used in [4] for the representation of cross-layer information
targeted to the implementation of a cross-layer optimization strategy in cognitive
radio networks.

Genetic algorithms is the technique that has been proposed in [5] for developing a
biologically inspired model for a cognitive engine (radio architecture and algorithmic
mechanisms). Even if such algorithms seem to be well-suited for handling large sets
of variables, a major drawback is that they exhibit slow convergence, that prohibit
them for usage in real time applications.

In this chapter, the focus is again placed on the channel estimation and predictive
modelling phases of the cognition cycle, as in the previous chapter. The proposed NN-
based learning scheme should assist in making the optimum decision regarding the
radio-configuration settings (mainly PHY and MAC layer) that provide the best QoS
for the given problem and user/application needs. It should be noted that QoS
optimization is a multi-objective problem that depends on many quality metrics with
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dependent relationships, including bit error rate, frame error rate, power consumption,
latency, datarate etc. The joint optimization of such a big amount of information and
parameters is non-trivial even for legacy radios with minimal programmability, while
its complexity and computational load increase dramatically in a cognitive radio
system where multiple radio technologies are supposed to coexist. Neural networks
can outrun such hindrances by what is called black-box modelling, where input is
converted to output by hiding the calculation logic from the external world.

Without loss of generality, the focus herewith is given only on one QoS metric: the
transmission raw data rate. More specifically, NN-based schemes are proposed which
a) are trained with measurements carried out by the cognitive terminal during the
radio-scene analysis and b) provide in the output the raw data rate that is most

anticipated to be obtained per radio configuration (RAT/frequency).

This work is also related to throughput estimation/prediction and rate adaptation
algorithms. Such algorithms have been intensively studied in the literature and some
are already deployed in commercial wireless card drivers. In [6] the authors proposed
a Multilayered Feedforward Neural Network to be used by a cognitive radio as an
effective technique for real-time characterization of the communication performance
and eventually to comprise an alternative rate adaptation scheme. Though, that the
proposed NN-based schemes may be rather seen as complementary to various rate
adaptation schemes in the sense that the objective is not to reproduce the behaviour of
a specific rate control algorithm, but rather to be based on its decisions as a means for
training the NN to better learn its environment. Particularly in this chapter, apart from
focusing only on estimating the communication performance by means of throughput
prediction, NN-based schemes are proposed that are supposed to act on top of those
algorithms and independently of the various, wireless card driver implementations.

Furthermore, this chapter extends the feasibility study work presented in the previous
chapter ([7]), where it is demonstrated that a NN can be a good solution for
incorporating learning capabilities in a cognitive cycle but, in the lack of real
measurements, the work conducted was rather based on an Exponential Moving
Average algorithm (utilised in several modern wireless LAN drivers) to artificially
produce training data to act as input to the NNs. Nevertheless the scope remains the

same. The proposed NNSs are trained with the aim to increase the level of assurance
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that a certain operating radio configuration will lead to low or high achievable
communication performance in both long- and short-term time scales.

5.3. Performance evaluation

In order to derive and evaluate the performance of the most appropriate NN structure
that better fulfils the objective, several scenarios and test cases comprising both
commercial and also simulated hardware and software have been set up and studied.
In all scenarios, multiple, different types of NNs with a considerable number of
adjustable parameters have been investigated in atrial and error procedural manner.

The data used for the test cases have been obtained from real measurements that took
place in a real working environment within the university premises. Specifically, a
laptop equipped with an Intel 3945ABG Wireless card has been used for measuring,
among others, the maximum achievable transmission data rate, the link quality and
the signal strength. The laptop has been setup with a Debian OS running on a 2.6.18
kernel and using the ipw3945 driver for the wireless card. The wireless access point
(AP) used was a Linksys Wireless-G broadband router (model WRT54GS) which was
able to operate in both IEEE 802.11 b/g standard modes [8][9]. This will actually
comprise the radio configuration (it can be seen as one single configuration given that
the operating carrier frequency is the same i.e. 24GHz in both modes), the
capabilities of which need to be discovered-evaluated. The data collection lasted for 7
days and the services used during that period included peer-to peer (P2P) file sharing,
web browsing and ftp.

Some discussion prior to continuing with the scenarios might be useful here. At first,
there is no objection that the power of NNs is based on the training they received and
conseguently, on the availability of the set of exemplars [10], which in some cases is
not easy to collect. However, the conduct of the experiments is facilitated by the
nature and great availability of the needed measurements to act as input training set
for the examined NNs below. On the other hand, it must be noted that there is
obviously a speed versus performance trade-off while searching for the best NN
structure. Though, in all the scenarios that follow, training and validation were both
curried out offline. This relaxes the strict requirements of the online case for fast

training and convergence and as a result, no special focus was placed on the
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optimization of parameters that highly affect the NN's speed, such as the training set
size or the number of training epochs etc.

5.3.1. Scenario 1

For the first set of test cases of scenario 1, the focus is on the maximum achievable
transmission data rate from a set of reference values that uniquely characterize each of
the operating standard modes. e.g. according to |IEEE 802.11g specifications [9] the
achievable raw data rates are in the set {1,2,6,9,12,18,24,36,48,54} in Mbps. Those
values are mixed with the ones from the respective |EEE 802.11b specifications [8] i.e
in the set {1,2, 5.5, 11} in Mbps. The target is to build a NN that would be able to

predict those rates in the next single step, based on past measurements.

Two types of NNs have been selected for the first set of test cases. The first network
that has been used is the Focused Time-Delay Neural Network (FTDNN) which is a
feed-forward input-delay back-propagation network, and consists of a feed-forward
network with atapped delay line in the input [3]. The second network type used is the
Elman network [6], which is a two-layer back-propagation, recurrent network, with
the addition of a feedback connection from the output of the unique hidden layer to
the input layer. This recurrent connection allows the ElIman network to both detect
and generate time-varying paiterns. Both networks are well suited to time-series
prediction.

All networks used during the investigation procedure have been setup with one hidden
and one output layer. The NNs use the tansig function in equation (3) for the neurons
in their hidden (recurrent) layer, and purelin function in equation (4) for the neuron in
their output layer, respectively. For the training session, the input and target values
have been properly normalized in the range of [-1, 1], in a pre-processing phase [11].
During training, for the FTDNN networks, the weights and bias values have been
updated according to Levenberg-Marquardt optimization (a.k.a. trainlm in [3]), while
for the Elman networks they have been updated according to a gradient descent
momentum and an adaptive learning rate method (a.k.a. traingdx in [3]). Finaly, the
Mean Squared Error (MSE) has been used as a metric for measuring the neural
network's performance.
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In this scenario, three different data sets have been used, which were extracted from
the input sequence and served as the target values for teaching and validating the NN:
a) a “training” set (seen data) which is used to build the model i.e. determine its
parameters, during the so called training session, b) a “validation” set (unseen data)
which is used to measure the performance of the network by holding the parameters
found during training constant and ¢) a second validation set (unseen data) for
increasing the robustness of the scheme. With the term “unseen” here data that have
never been used to update the weights of the network are characterized. The
difference between the two validation sets is that the first set includes data that have
been measured during the same day as the “training” data set, while the second set
includes data from a totally different day. Thereby, the performances of the networks
have been tested in cases where they have been trained under different conditions (i.e.
day, time of the day, interference conditions, etc.).

The importance of testing the network with both datasets, when searching for the best
structure, is significant, since a small error in the training set can be misleading. If the
network has not been trained well, it may not learn the basic structure of the data, but
rather learn irrelevant details of the individual cases, a.k.a. overfitting the training data
or overtraining. This would lead to a small error during testing with the training set,
but in alarge error during testing with the validation dataset. In general, performance
on the training only tells us that the model learns what it’s supposed to learn, but it is
not a good indicator of performance on unseen data i.e. whether the NN is able to
generalize well or not [12].

Moreover, the number of hidden layers and/or neurons plays a critical role in the
learning process and strongly influences the performance of the network. The use of
too few hidden neurons would result in a NN that is unable to learn what it is
supposed to learn. On the other hand the use of too many hidden neurons would
dramatically increase the time needed to learn, without yielding any significant
improvement in the performance of the network. This is already captured in this
chapter and is referred as overfitting. There exist some valid rules to set the number of
hidden nodes [12] but in general, it is better to start with a big net, train, and then
carefully follow a pruning strategy for gradually reducing the size of the network
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Table 5-1 gives an overview of the parameters and their values that have been used

during the investigation procedure.

Table 5-1: Test cases examined for scenario 1.

Test Net
Case
type
1 FTDNN
2 FTDNN
3 FTDNN
4 FTDNN
5 FTDNN
6 FTDNN
7 Elman
8 Elman
9 Elman
10 Elman

Training

Data Set

Size

50000

50000

50000

50000

50000

50000

5000

5000

5000

5000

Hidden
Neurons

10

15

30

15

10

Delay Training

10

10

10

10

30

30

10

20

Function

tranlm

tranlm

tranlm

tranlm

tranlm

tranlm

traingdx

traingdx

traingdx

traingdx

Epochs Learning MSEy,

100

100

100

100

100

100

100

100

100

100

Rate

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.0338

0.0322

0.0328

0.0262

0.0194

0.0304

0.1366

0.0860

0.0687

0.0373

M SI—:-val

0.0181

0.0203

0.0195

0.0191

0.0081

0.0201

0.1254

0.0471

0.0332

0.0214

M SEvalz

0.0224

0.0226

0.0222

0.0221

0.0106

0.0214

0.1378

0.0504

0.0494

0.0237

As can be observed on Table 5-1, the six first test cases (1 — 6) include FTDNN

networks that have been setup with different number of neurons, ranging from 5 to 30,

in their hidden layer and a tapped delay line with a number of slots ranging from 10 to
30. These networks have been trained with a set of 50000 data points, for 100 epochs,

with a learning rate of 0.001.

On the other hand, the next four test cases (7 — 10) present EIman networks that have
been trained with a set of 5000 data points, for 100 epochs and a learning rate of
0.001. These networks have been setup with 5 and 10 neurons in their hidden layer.
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Also, in some cases shown on Table 5-1, adelay line has been added to the input with
varying number of slots (10 and 20).

Hidden Layer

Input Layer
Qutput Layer )

Achievable
transiission

bif-rare

Achievable

fransntission T -
bit-rate A
Dy

Figure5-1: Best NN sructure— Scenario 1.

As it can be observed from the table, the best available network design pattern is the
one corresponding to the 5 test case, since it is the one that produces the smallest

MSE in comparison to the other cases.

—— Target Values

qg | mee=0MB o B @ OB @ B B
: i . : : ~x+ . NN Qutput

Reference Bit Rate

E L L L I } 7 § I 1 L L I L L L
20 40 &0 80 100
Training Data Set

Figure5-2: M easured performance (M SE) of the selected NN in training
sequence — Scenario 1
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This case designates a focused time-delay neural network with a hidden layer with 5
tansig nodes, and a purelin node in the output layer (Figure 5-1).

The training session has lasted for 100 epochs and a learning rate of 0.001 has been
used. Finally, a set of 50000 training data input values have been used with a tapped
delay line of 30 slots. After the training, the NN has been tested in both the known
(subset of training set) and the two unknown (validation) sequences comprising 100
data points each. In the case of the known sequence, the NN produces an
MSE=0.0194, while in the case of the validation sequences, the MSE=0.0081 and
MSE=0.0106 for the first and the second sequence, respectively. It must be noted that
the produced MSE is measured from the normalized values of the network’s output.
Figure 5-2 and Figure 5-3, Figure 5-4 illustrate the performance of the NN in terms of
measured M SE, when applied in training and validation sequences, respectively.

ag |- ™ee = 0.0081 —&— Target Values o
Tr +2 - NN Quiput Ll
2 |
o
[
A
(i3]
8
=
2 !
Z :
S [ ™
_ ’ | \
[ “I ]
ol AL
18 [ |18 1 )
L L L I. L L L

20

1st Validation Data Set

Figure 5-3: M easured performance (M SE) of the selected NN in validation
sequence 1 — Scenario 1.

As it can be observed, the MSE produced from the training data set exceeds slightly
the one produced during the validation. Though this might look peculiar, the reason
for thisis that the training set includes data with more inconsistency than in the other
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cases (more variations between the different reference data rates), which naturally

result in a higher error.

When fed with the known sequence, the NN actual output seems to follow the target
values (that are expected according to the input that feeds the NN), giving a few
errors, which shows that the network has been trained well. The same applies for the
unknown sequences. The NN performs well during the validation session and it can
be observed that the network has learned the basic structure of the data but &t the same

time it is also able to generalize well.

—o— Target Values - i?I
2 NN Output :

Reference Bit Rate

. msa = 0.0106

|
|
j

i 40 o ” ==

Figure 5-4: Measured performance (M SE) of the selected NN in validation
sequence 2 — Scenario 1.

The above leads to the conclusion that the NN has been trained well and performs also
well under the specific environment (within the university premises). In other words,
the NN has obtained knowledge regarding the behaviour of the environment and it is
able to make predictions at a very good level. This scenario reveals the potential of
the NNs to handle time series data. The NN has learned to identify patterns and
predict the achievable transmission data rate, without knowing any other details (e.g.
the link quality, the signal strength (see next scenario), etc.), except for the past
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observations. This last statement can also justify why a delay line of 30 slots gives

better results, compared to the other cases.
5.3.2. Scenario 2

For the test cases of second scenario, the focus is again on the achievable transmission
data rate. Though, the target in this scenario is to build a NN that would be able to
predict the achievable bit rate, taken as input the quality of the link and the signal
strength of the wireless transceiver. For this purpose, the same measurements
collected by the wireless card have been used, as in the previous case. The link quality
takes arbitrary values in the range of [1 100], while the signal strength is measured in
dBm. The input and target data have been properly normalized in the range of [-1 1].

A number of different test cases have been investigated. All tests that have been
conducted use the FFTDNN type of neural network, given its predominance against
recurrent type (Elman) in most of the situations, as revealed in Scenario 1. Again, all
networks use the tansig function for the neurons in their hidden (recurrent) layer(s)
and the purelin function for the single neuron in their output layer. The bias and
weight values are updated according to trainlm optimization, during training sessions.
Finally, once again, the MSE has been used for measuring the performance of the
neural networks.

Three different data sets have been used, as in the previous scenario, which were
extracted from the input sequence and served as the target values for teaching and
validating the NN. These sets include a training data set and two validation data sets,
as in the previous case. Table 5-2 gives an overview of the parameters and their
values that have been used to define those test cases.

Asit can be observed in Table 5-2, the networks used in the five first test cases (1 —5)
have been setup with one hidden layer and trained with a set of 3000 data points, for
100 epochs, with a learning rate of 0.001. The hidden layers include different number
of neurons (5, 10, 15) and the tapped delay line also uses different number of slots
(10, 30).

The next eight test cases (6 — 13), present networks that have been setup with two
hidden layers, with a number of different neurons in each layer ranging from 6 to 20.
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Table 5-2. Test cases examined for scenario 2.

10

11

12

13

14

15

16

Net

type

FTDNN

FTDNN

FTDNN

FTDNN

FTDNN

FTDNN

FTDNN

FTDNN

FTDNN

FTDNN

FTDNN

FTDNN

FTDNN

FTDNN

FTDNN

FTDNN

Training Hidden

Data Set Neurons

Size

3000

3000

3000

3000

3000

5000

5000

5000

5000

5000

5000

5000

5000

5000

5000

5000

Delay Hidden

Layers
5 10 1
10 10 1
15 10 1
5 30 1
15 30 1
6 10 2
10 10 2
15 10 2
20 10 2
6 30 2
10 30 2
15 30 2
20 30 2
6 10 2
6 10 2
10 10 2

Training

Function

tranlm

tranlm

tranlm

tranlm

tranlm

tranlm

tranlm

tranlm

tranim

tranlm

tranlm

tranlm

tranlm

tranlm

tranlm

tranlm

Epochs Learning MSEy,

100

100

100

100

100

100

100

100

100

100

100

100

100

10

Rate

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.001

0.3252

0.5578

0.3052

0.1273

0.1901

0.0507

0.0492

0.0506

0.0513

0.0510

0.0521

0.0495

0.0560

0.0432

0.0468

0.0489

M SEval

0.0756

0.0864

0.0840

0.0779

0.0903

0.0513

0.0517

0.0522

0.0541

0.0669

0.0626

0.0530

0.0783

0.0534

0.0518

0.0529

M SEvalz

0.0782

0.0896

0.0874

0.0832

0.0976

0.0714

0.0705

0.0779

0.0751

0.0743

0.0769

0.0695

0.0832

0.0623

0.0521

0.0686

The networks have been trained with a set of 5000 data points, with a learning rate of
0.001, for 100 epochs. A tapped delay line has been also used in these test cases with

anumber of slots ranging from 10 to 30.
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Finally, the last three test cases (14 — 16), present networks which have been set up
with two hidden layers, with three neurons in each layer for the first two cases (14,
15) and five neurons in each layer for the last case (16). A tapped delay line of 10
slots has been used. These three networks have also been trained with a set of 5000
data points and a learning rate of 0.001, as in the previous test cases, but they were

trained for a small number of epochs (5, 10, and 5, respectively).

The best available network design pattern is the one corresponding to the 15" test case
in Table 5-2, since it is the one that produces the smallest MSE in comparison with
the other cases. This case designates a focused time-delay neural network with two
hidden layers with 3 tansig nodes each, and a purelin node in the output layer (Figure
5-5).

Hidden Layers

Input Layer

Link

quality ‘
Signal

strength

Output Layer

Achievable
transmission
bit-rate

Figure5-5: Best NN sructure— Scenario 2.

The training session has lasted for 10 epochs and a learning rate of 0.001 has been
used. Finally, a set of 5000 training data input values have been used with a tapped
delay line of 10 slots. As long as training is finished, the performance of the trained
NN has been tested in both the “known” and the two “unknown” sequences
comprising 100 data points each. In the case of the known sequence, the NN produces
an MSE=0.0468, while in the case of the validation sequence, the MSE=0.0518 and
MSE=0.0521 for the first and the second sequence, respectively. Figure 5-6 and
Figure 5-7, Figure 5-8 illustrate the performance of the NN in terms of measured
MSE.
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Figure 5-6: M easured performance (M SE) of the selected NN in training
sequence — Scenario 2.

In this case, the MSE produced during the validation sets naturally exceeds slightly
the one produced during the training, in contrast with scenario 1. The output of the
NN during all test cases is very close to the target values, which produces a very small
MSE. Due to the complexity of the problem (multiple loose inputs), a two hidden-
layer network performs better. This observation can be generalized for all cases. In
general, using more than one hidden layer is amost never beneficial. The only
situation in which a NN with two hidden layers may be required in practice is when
the network has to learn a function having discontinuities [11]. In this case, the
performance of the NN is dramatically increased when the number of hidden layersis
increased. This seems logical, since smaller networks don't have the ability to
distinguish between the different types of input (separate the problem). Conversely,
adding more neurons into the two hidden layer network does not raise the
performance of the network. Actually, the error increases when more hidden neurons
are used. Thisis normal since there is a theoretically best performance that cannot be
exceeded by adding more neurons; the network learns irrelevant details of the
individual cases. In general, the proposed NN performs well. It is able to generalize
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well, giving output values very close to the target values. From the above, the
abovementioned NN is selected in the second scenario.
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Figure5-7: Measured performance (M SE) of the selected NN in validation
sequence 1 — Scenario 2.

Comparing this scenario to the previous one, this case presents a NN that used to
obtain knowledge with respect to two of the characteristics that have an impact on the
achievable transmission data rate and accordingly play a major role in the prediction
of the achievable transmission data rate, as stated above. The NN was able to predict
at avery good level, which shows that it has learned how to associate the link quality
and the signal strength with the achievable transmission data rate, in the specific
environment. Moreover, this result has been achieved by using less datain the training
set than in scenario 1, which can be justified by the increase in the fed inputs and can
be really beneficial when a NN is destined for online training during the system
operation. Finally, the use of two hidden layers resulted in the improvement of the
network performance, that could not be achieved by deploying a larger delay line asin

scenario 1.
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Figure 5-8: M easured performance (M SE) of the selected NN in validation
sequence 2 — Scenario 2.

5.3.3. Scenario 3

The target of the previous scenarios was to build a NN that would be able @) to
characterize the environment based on measurements that have been recorded for a
long period of time and b) to make predictions. For that, the measurements lasted for
one week, as aready mentioned and a large number of data have been used to train
the networks to predict following communication performance. In areal life example,
such networks could be used on situations that the user is working in a specific
environment, with more or less stable conditions, where the training could last longer
and capture all the changes in the conditions of the environment. In such a case, the
NN would be able to perform well, giving predictions close to the expected values, as

attested in the previous cases.

In the third scenario, those cases that the conditions of the environment are rapidly
changing are captured, and the focus isto build a NN that would be able to predict the
actual achieved throughput in a short-term fashion. For that, a new set of
measurements have been conducted in an environment with fast changing conditions.
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The data used for the test cases have been obtained from the same real working
environment. The terminal used for the data collection was a laptop equipped with an
Apple airport Wireless card running on a Mac OS X, v.10.5.4 using the airport driver
for the wireless card. The wireless access point (AP) used was a Linksys Wireless-G
broadband router (model WRT54GS), which has been setup to use the IEEE 802.11g
protocol. Eight sets of data have been collected that represent different conditions. In
the first two sets, there is no interferer in the transmission channel, in the second two
there is only one interferer (a laptop operating at the same frequency band), in the
third two there are two interferers and in the last two the interferers are three. In all
cases the user of the equipment that collects the data is moving away from the AP and
returns after a few minutes. The applications that have been used from all the
equipment include ftp and web browsing. The data that have been collected through
the wireless card include, among others, the maximum achievable transmission data
rate measured in Mbps, the Received Signal Strength Indication (RSSI), measured in
dBm and the number of bytes transmitted.

As already mentioned, in this scenario, the focus is on the throughput prediction. The
target isto build a NN that would be able to predict the achieved throughput by taking
as input the maximum achievable transmission data rate and the RSS| level. Two sub-
scenarios have been distinguished. The first one extracts the throughput from the
aggregate bytes that have been transmitted in each second of the data measurements,
while in the second the throughput is extracted form the aggregate bytes transmitted in
a specific time window, divided by the size of this window (the time window is set to
10secs). In other words, with the first sub-scenario the target was to study the
performance of the NNs to predict the instantaneous expected throughput, while with
the second sub-scenario, the performance of the NNs has been studied in the
prediction of an average expected throughput, in a specific, yet short, period of time.

After a series of testing with different types of NNs (including Elman networks that
have been defined in the scenario 1, linear networks and feed-forward networks), a
conclusion that have been extracted is that the FTDNN type of networks performs
better in all circumstances. For brevity reasons the respective tests are not depicted
here. Focusing on that specific type of NN, four different NNs have been
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distinguished to present here and analyse their performance. The characteristics of
those networks are presented on Table 5-3.

The first two networks, on Table 5-3, have been setup with one hidden layer and one
output layer, while the next two have been setup with two hidden layers and one
output layer. All networks are using the tansig function for the neurons in their hidden
layer and purelin function for the single neuron in the output layer. As can be shown
on Table 5-3, the first networks have been setup with five neurons in the hidden layer,
the second with 15 neurons, the third with six neurons (three in each hidden layer) and
the fourth with 10 neurons (five in each layer). A delay line of ten slots has been
added to the input of all networks. During training, the weights and bias values have
been updated according to Levenberg-Marquardt optimization. Because of the small
number of data points collected for each of the data sets, as mentioned earlier, the
networks have been trained for only 20 epochs with a learning rate of 0.001.

Table5-3. Characteristics of the Networ ks used in scenario 3.

Nettype Hidden Delay Hidden Training Epochs Learning

Neurons Function Rate

Layers
Net 1 FTDNN 5 10 1 trainim 20 0.001
Net 2 FTDNN 15 10 1 trainim 20 0.001
Net 3 FTDNN 3,3 10 2 trainim 20 0.001
Net 4 FTDNN 5,5 10 2 trainim 20 0.001

In order to test the performance of the abovementioned networks, in different
conditions (i.e. move, number of interferers), a series of tests have been conducted
with the use of the eight data setsthat have been collected.

Table 5-4 gives an overview of those test cases and the parameters used. Intest case 1
for example, the networks have been trained using the data set 1, which includes 350
data points, they have been validated using data set 2, which includes 200 data points
(both data sets have been collected when there were no external interferers) and they
have been also validated using data set 4, which includes 250 that have been collected
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under different conditions (1 external interferer). The same applies for the other test
cases. The training set in case 6 uses the union of data points of sets 3, 5and 7 i.e.
3E5E 7 (700 data points). Moreover, in order to achieve a more fair comparison

with the other test cases in terms of training set size, case 5 uses a subset of the union

abovei.e. | {3E5E 7} (235 datapoints) asatraining set. In both cases, the networks

on Table 5-3 have been validated using data sets 8 and 4, which include 200 and 250
data points, respectively.

Table 5-4. Test cases examined for scenario 3

Test  Train. Set Data Valid. Data  Valid. Data Interferers

Case Points  Set Points  Set?2 Points
1 1 350 2 200 4 250 0
2 3 200 4 250 6 250 1
3 5 250 6 250 8 200 2
4 7 250 8 200 6 250 3
5 i { 3E5E 7} 235 8 200 4 250 mixed
6 3E5E7Y 700 8 200 4 250 mixed

The six test cases in Table 5-4 have been used for each one of the networks presented
in Table 5-3 (four in total) and for each of the two sub-scenarios that were mentioned

earlier. That gives atotal of 48 different cases (all arising combinations).

Figure 5-9 and Figure 5-10 depicts the resulting MSE recorded at the end of both the
training and validation sessions for all the above 48 cases (sub-scenarios 1 and 2,

respectively).
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Figure 5-9: M easured performance (M SE) at training and both validation
sequences for all 20 test cases — Sub-scenario 1.

Focusing on Figure 5-9, which presents the sub-scenario 2, where the expected
throughput (aggregate bytes that have been transmitted in each second of the data
measurements) is used as a target, various useful outcomes can be deduced. As can be
observed on the figure, for the test case 1, although that the networks perform well on
the training data set by producing a small MSE, which indicates that they have learned
their lesson, they fail to perform well and predict the expected throughput in the cases
of the validation sets. This reflects that the networks have not learned the basic
structure of the data but rather irrelevant details of the individual cases.

Checking the same test case at sub-scenario 2 (Figure 5-10), the same outcome can be
extracted. The networks perform well when fed with the training data set but fail with
the validation sets. A possible reason for this kind of behaviour, except the one
mentioned earlier, might be the data set itself. There are cases were the data that have
been collected may not present the actual behaviour of a system, because of
imponderable elements that might influence the data, for a short period of time. This
might be the reason why all networks do not perform well when trained with data set
1, as shown on the two figures, in contrast with all the other test cases.
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Figure 5-10: Measured performance (M SE) at training and both validation
sequences for all 20 test cases — Sub-scenario 2.

Focusing again on Figure 5-9, it can be observed that the MSE produced during
validation set 2, slightly exceeds the one produced during validation set 1, on most
cases. Thisis normal since validation set 2 presents data sets that have been collected
under different conditions. The same applies on Figure 5-10, as well.

By comparing the two figures, it is easy to observe that the networks trained with the
data sets of sub-scenario 2 (Figure 5-10), perform better by producing a smaller MSE
in al cases. Thisreflects that the NNs are more capable to predict the upcoming mean
values of the throughput, for a specific time window, than predicting the immediate
next one. In areal life scenario, this functionality could enhance a terminal device to
predict the expected throughput, for example, in the next few minutes, for each of the
available configurations, helping it determine which configuration best suites to the

specific service demand.

Focusing again on those figures, it is difficult to determine a specific network that best
suites to each sub-scenario. In general, all networks seem to perform well and close to
each other. Especially, when compared to cases 5 and 6, where the networks have
been trained with a mix of different data sets, all four networks produce an MSE close
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to each other. This is a general “expected” observation that can be verified by
comparing the different six cases on both figures.
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Figure 5-11: Best NN sructure— Scenario 3.

By comparing the MSE produced by all cases, the best available network design
pattern is the one corresponding to Net 1 on Table 5-3, when trained with the data set
presented on test case 6 of Table 5-4.
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Figure 5-12: Measured performance (M SE) of the selected NN in training
sequence — Scenario 3, Sub-scenario 1.
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This network design has been chosen, since it is the one that produces the smallest
MSE and also uses the smallest number of neurons. This case designates a focused
time-delay neural network with one hidden layers with 5 tansig neurons, and a purelin
neuron in the output layer (Figure 5-11).
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Figure 5-13: Measured performance (M SE) of the selected NN in validation
sequence 1 — Scenario 3, Sub-scenario 1.

The training session has lasted for 20 epochs and a learning rate of 0.001 has been
used. The set of the 700 data points which is extracted from the union of the sets 3, 5
and 7 has been used as the training data input. Finally, a tapped delay line of 10 slots
has been used. As long as training is finished, the performance of the trained NN has
been tested in both the “known” and the two “unknown” segquences comprising 700
data points for the “known” set and 200 and 250 data points for the “unknown” sets,
respectively.

Figure 5-12 and Figure 5-13, Figure 5-14 illustrate the performance of the NN, in
terms of measured MSE for sub-scenario 1, when applied in training and validation
sequences, respectively. In the case of the known sequence, the NN produces an
MSE=0.0156, while in the case of the validation sequence, the MSE=0.0389 and
MSE=0.0588 for the first and the second sequence, respectively. As can be observed,
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though that the output from the NN has disparities with the expected values, in
general it follows the slope of the target values.
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Figure 5-14: Measured performance (M SE) of the selected NN in validation
sequence 2 — Scenario 3, Sub-scenario 1.

Similarly, Figure 5-15 and Figure 5-16, Figure 5-17 illustrate the performance of the
same NN, in terms of measured M SE for sub-scenario 2, when applied in training and
validation sequences, respectively. In the case of the known sequence, the NN
produces an MSE=0.0092, while in the case of the validation sequence, the
MSE=0.0232 and MSE=0.0246 for the first and the second sequence, respectively.
The difference with the previous sub-scenario is huge. When the network is trained
with data sets that comprises the mean expected throughput in a specific period of
time, it is able to predict, with avery small error, the actual expected throughput.
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Figure 5-15: Measured performance (M SE) of the selected NN in training
sequence — Scenario 3, Sub-scenario 2.

What can be educed from this scenario is that the produced NN was able to learn and
perform well in the prediction of the actual expected throughput in a shorter time
manner compared to the previous scenarios. Here, the NN is capable to predict with a
very small error the expected throughput, based on two characteristics that influence
the performance of a link. The NN gained knowledge on how to associate the
maximum achievable transmission data rate and the RSSI level, with the actual
expected throughput. The teststhat have been conducted included cases that covered a
number of different environmental conditions. The results obtained from those test
cases show that the NN is able to perform well in fast changing conditions. This
scenario shows that a NN could help raise the confidence on the expected
performance of a link, giving more accurate and correct decisions on the selection of
the appropriate configuration.
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Figure 5-16: Measured performance (M SE) of the selected NN in validation

sequence 1 — Scenario 3, Sub-scenario 2.
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: Measured performance (M SE) of the selected NN in validation
sequence 2 — Scenario 3, Sub-scenario 2.
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5.4. Conclusions and Future work

This chapter proposed learning schemes which are based on artificial neural networks
(NNs) motivated by the fact that NNs are widely different from conventional
information processing as they have the ability to learn from given examples, thus
being also able to perform better in cognitive tasks. Scenarios and test cases used for
the derivation of the appropriate NN structures are analytically described, while
indicative results for this analysis are presented and discussed in order to showcase
that the proposed schemes can be used to efficiently associate a predictable,
achievable performance with a set of environmental factors and configuration
parameters of a cognitive radio.
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6. RTMSPOSITIONING INA MANAGEMENT

FRAMEWORK FOR B3G ENVIRONMENTS

Abstract:

This chapter presents an advanced management framework, as an enabling technology
for designing and developing, wireless systems in B3G environments. The chapter
focuses on the main components of the proposed framework, as well as on their
functionality and interactions. Additionally, indicative simulation results showcase the

efficiency of the proposed framework. Parts of this chapter have been published in
[1].
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RTMS POSITIONING IN A MANAGEMENT

FRAMEWORK FOR B3G ENVIRONMENTS

6.1. I ntroduction

This chapter presents an advanced management framework for heterogeneous
wireless network infrastructures, as an enabling technology for designing and
developing wireless systems in B3G environments. The need for studying and
building such a framework to be based on, is mainly due to the following reasons:
First, ubiquity is by definition inherent to the B3G concept where a multitude of
different RATS, offered by the same or different NOs, are offered towards serving
users requests. Second, information provision and awareness are captured by what is
referred throughout this chapter as context information acquisition and includes the
collection of critical information e.g. load, network date, signal strength etc, as
described in more detail in section 6.3. Third, intelligence lies in the overall
adaptation capabilities of the infrastructure, whereas it can also be proven to exist in
specialised algorithmic processes as part of the overall management functionality.
Last, smart interaction, albeit it is not explicitly covered by the proposed framework,
is partially covered (as will be described) by the fact that terminal operation and
services are properly adapted a) according to the user preferences and b)
independently of the terminal type used. Going one step further, this work places
gpecial focus on the integration of multi-standard enabled network elements and
terminals into the underlying infrastructure, which is assumed to be rather beneficial,
as it offers improved mobile experience and ubiquitous service provisioning, thus
increasing the level of intelligence.

In the light of the above, the contribution of this chapter (shown also on Figure 6-1) is
manifold: first, it describes contemporary problems that fall in the realm of the
management of heterogeneous infrastructures; second, it provides a solution to those
problems, through an intelligent framework for the operation and management of
network segments and terminals; third, it presents comprehensive simulation results
that showcase the effectiveness of the proposed mechanisms.
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Features of the B3G Wireless Reguirements Solutions — Contribution of

World Chapter
* Ceaseless increase of user o Ubiquitous QoS Provision o Thorough description of
requirements o Adequate information management problems in wireless
¢ Proliferation of provision and context infrastructures
heterogeneous RATs awareness b 4 o Solution through an intelligent
o Cooperation o Intelligence framework for network segments
o Reconfiguration through
sw .

o Smart interface / human and terminals
interaction Comprehensive simulation results

Figure 6-1: Chapter motivation and contribution.

Accordingly, the rest of this chapter is organized as follows: The next section
introduces the components and the functionality of the proposed management
framework. Section 6.3 focuses on the trigger for its operation, as well as the
reconfiguration capabilities of the infrastructure (context awareness). Then, Sections
6.4 and 6.5 describe the decision making mechanisms of the framework from the
viewpoint of the network and the terminal, respectively, showing also the way they
address intelligence (adaptation). Indicative simulation results are included in Section
6.6. Finally, Section 6.7 contains some concluding remarks and potential extensions

of thiswork.

6.2. Architecture and Functionality of

Management Framework

This section emphasizes that the design and development of an efficient management
architecture and functionality, acts as a necessity for leveraging the heterogeneous
B3G infrastructures to high performance environments,

6.2.1. High Level Description of Management

Architecture

A B3G oriented scenario naturally considers users, dispersed within the service area
of a network segment (operated by one or more NOs). The segment is covered by
numerous RATS provided either by legacy systems operating in a fixed-RAT fashion
or by SDR-based systems disposing base stations with reconfigurable transceivers.
The segment should cater for the ubiquitous provision of versatile services. At the

same time, user terminals should be able to access those services from anywhere and
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at anytime. To do 0, terminals need to be able to perform any suggested changes, in
order to better adapt to current conditions.

The scenario assumes that certain contextual circumstances impose some need of
network segment and associated terminals’ adaptation. In this respect, Figure 6-2
shows in a high level fashion the approach that will be followed in the chapter, in
order to solve such a problem, through the intelligent management of the
infrastructure. The proposed management framework comprises two main
components, namely the Network Manager (NM) that is responsible for (re-)
configuring its network elements so as to offer the NOs' services in the most efficient
manner to their users/terminals, as well as the Terminal Manager (RTMS) that can be
seen as the interface of the user to the service provisioning system. To this end, a
fundamental concept lies in that the overall management framework acts
independently of the specific network elements and terminals, thus supporting the

desired intelligence.

Recoafiguration
Polfcies

| B It -
= 2 :

wuu'— s

retwrk Comain -

Figure 6-2: Architecture of the proposed management framework.

In addition, the system exhibits context awareness as it is capable of identifying the
need for adaptation to environment requirements, e.g. whenever a degradation of
network operating parameters is detected through the monitoring of specified Key
Performance Indicators (KPIs). In general, this context information is related to traffic
load and QoS provision, and is also enriched with information on the adaptation
capabilities (for legacy and SDR-based network segments and terminals).
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Intelligence is also exhibited through the use of algorithms conducted during the
adaptation process. These algorithms lie within both network and terminal
management systems and collaborate with each other so as to continuously provide
the user with services at high QoS levels and in a ubiquitous manner. The next
subsection introduces this functionality.

6.2.2. M anagement Functionality

It is assumed that a sudden or recurrent change in context requirements imposes some
need of network segment and terminals' adaptation. The adaptation process begins
with the initial trigger through context information transferred towards the NM.

In the sequel the NM follows an algorithmic process (described in [2]), targeted at
deciding upon the most proper adaptation pattern, in terms of (i) allocation of RATY
spectrum to base station transceivers, (ii) allocation of users to base station

transceivers and (iii) allocation of user applications to QoS levels.

In general, the NM decisions depend on the infrastructure’'s capabilities. In this
respect, three potential solutions are identified.

A first possibility is the redistribution of the demand to the available RATs. This
seems as the most easily deployable solution that can exploit heterogeneity, but
requires cooperation among the RATS, in order to accommodate any overflow
demand.

A second potential solution would be provided by means of flexible spectrum
management, which envisages dynamic selection of operating spectrum band in
legacy RATSs. Thisimplies e.g. that a UMTS transceiver of a base station decides
on changing its operating frequency (from 1900 MHz to 900 MHz), to cope with
interference and thus increasing its serving capability.

Third, adaptation can be guaranteed by SDR-enabled network segments, which
are able to dynamically select their configuration (software activation for RAT
and frequency band, modulation type, power levels, etc.), so as to respond to

external stimuli.
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What can be easily observed is that the NM decisions are twofold, in the sense that
they affect not only the network i.e. by deriving reconfiguration decisions for the base
station transceivers, but also the users dispersed within the service area.

Specifically, regardless of the particular user terminals used, what the RTM S acquires
form the NM, is a set of reconfiguration policies that serve as directives that must be
taken into account during each individual terminal’s adaptation process. Eventually,
the RTMS, on behalf of the user-terminal, is in charge of making the final decision
regarding the (re-)configuration of its operating parameters (e.g. RAT, frequency,
modulation etc.). It does so by conducting an optimization process similar to the one
proposed for NM [3],[4] by taking also into account an additional constraint: any
decision must be fully compliant with the reconfiguration policies received from NM.

The proposed management framework is also related to the work conducted within
|EEE P1900.4 Working Group [5],[6] in the sense that it accomplishes the adaptation
to the conditions by distributing the decision making process among the collaborating
management entities in network (NM) and terminals (RTMS) sites.

The next sections analyze (i) the acquisition of context information by the NM
(Section 6.3), (ii) the NM selections and the transfer of reconfiguration policies to the
terminals (Section 6.4) and (iii) the associated reconfiguration decisions taken by the
RTMS (Section 6.5). Indicative simulation results that showcase the behaviour of the
proposed framework are included in Section 6.6.

6.3. Context Information Acquisition

This section presents a minimal set of parameters that serve as trigger for adaptation
to anew (given) context.

The acquisition of information related to the context in which the infrastructure
operates, assists the NM to detect when some kind of adaptation (reconfiguration) is
needed. In this respect, capacity and coverage aspects, as well as traffic demand
informetion should be mainly provided. Therefore, the necessary input to the network
resource optimization process incorporates information on the base station
transceivers, such as the current load and the maximum load capability and also,
information on the terminal, such as the serving and neighbouring base stations and
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the corresponding signal quality. It also contains more static information such as base
station transceivers’ and terminals' identifiers, as well as relevant NO policies and
profiles. As aresult, the NM is provided with information from both, the terminal and

network side.

Table 6-1 summarizes the KPIs collected in the case of EDGE, WIFI, HSDPA and
WIMAX RATSs. Through these measurements, the RAT-integrated Radio Resource
Management (RRM) modules are able to support the proper QoS levels by supplying
the NM with all necessary information. As observed in the table, the RTMS is aware
of the quality of its connection to the currently serving network element (cell), while it
is also aware of neighbouring base station transceivers by sensing the strength of their
signal. This information is shared with the NM, allowing it to take efficient decisions.
On the other hand, the NM is able to compute the uplink and downlink traffic for each
terminal and consequently estimate the overall traffic load at the base station

transceiver.

Table 6-1: Context information per RAT and per producer.

Parameters per RAT
Producer Contm
Information
EDGE WIFI HSDPA WIMAX
Identification IMEI, PLMN MAC
. . SIGNAL Pathloss,
Terminal Serving cdll qudity RXQUAL QUALITY BLER CINR
Nei ghbori_ng cdls RXLEV RSS CPICH RSCP, RSS
scanning Ec/NO
| dentification BSIC MAC, ssip | Scrambling
code
Access Uplink/Downlink N N N
Point traffic load per MT
Overal APraffic Estimated | Estimated | Estimated
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6.4. Network Manager (NM) - Selection of

Optimum Configurations

6.4.1. Overview of NM

Following the identification of the need for adaptation to a given context, this section
focuses on the Network Manager of the proposed management system. In particular,
through the utilization of the framework presented below, the NM component is able
to decide on the most efficient sets of (re)configurations and issues commands to the
network elements of the segment in question. Accordingly, network elements are able
to adapt to any new contextual situation providing at the same time solutions that
optimize network resource usage and QoS. Likewise, the NM component issues
commands (reconfiguration policies), that are targeted to the RTMS(s) and aim to

assist the operating terminals to adapt to the new conditions.

The next subsections are dedicated to the description of the input, output and decision
making method, for the management functionality in the network side.

6.4.2. Description of Components

6.4.2.1 Input

Monitoring and discovery. This part of the input requires interactions between the NM
component and the environment. As an outcome of the monitoring process, context
information is sensed for each element of the network segment and for its
environment and helps the NM to extract the primary reasons for “acting”. It reveals
the status of the elements in the network segment and of their environment (therefore
performance, fault, etc. notifications will be covered). Additionally, through this
procedure, the capabilities of the candidate configurations of the transceivers of the
base stations (bit rate and coverage), are identified.

Profiles. This part acquires and maintains information (data and knowledge) on the
elements of the segment, such as the set of transceivers of each base station, the set of
operating RATSs, as well as the spectrum assigned for operation to the network
segment. Moreover, this part also describes the profiles (e.g., preferences,
requirements, constraints) of user classes, applications and terminals, etc.
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NO Policies. NO policies designate high level rulesthat should be followed in context
handling. Usually they are imposed by NOs/ regulators and refer to reconfiguration
strategies, such as e.g. NO preferences and priorities on goals to be achieved. These
are related to the maximization of the QoS levels, and the minimization of cost factors
(e.g. resource consumption). Furthermore, this part provides information on NO
agreements with cooperative NOs. It is noted here that NO policies should not be
confused with ‘reconfiguration policies that form part of the output of the process

towards terminals and are described in the following.

6.4.2.2 Output

As aready stated in the introductory section, the adaptation algorithm of the NM is
based on the work in [2] and is targeted at deciding upon the most proper alocations
of RATS/spectrum to base station transceivers, of users to base station transceivers
and of user applications to QoS levels. Accordingly, the output provides actions that
will enforce such reconfiguration decisions to both the network elements and
terminals. Especially regarding the latter case, the output reconfiguration decisions are
first mapped into specially formatted reconfiguration policies and in the sequel, they
are conveyed to the respective RTMS(s). The reconfiguration policies will be taken
into account as directives during individual terminals reconfiguration decision
making and might contain, for example, suggestions for selecting specific sets of
RAT¢d/frequencies etc.

6.4.2.3 NM operation: decision making method

The overall solution approach aims (as mentioned above) at deciding for the optimum
selection of RAT/spectrum, distribution of demand and assignment of QoS levels, to
be applied in each of the transceivers of the base stations within the segment in
guestion and to be properly propagated to the affected terminals. Those allocations
should optimize an objective function (OF) associated with the following: (i) user
classes should be allocated to their most preferred QoS levels, i.e., those that
maximise the aggregate utility volume [9]; (ii) the cost of reconfiguring the network
should be minimized. The last factor can be associated with the number of
transceivers that change RATS or spectrum. If several solutions lead to the same
aggregate utility volume the one requiring the minimum number of changes should be
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retained. This method is thoroughly analyzed in [2]. Additionally, given the
RAT/spectrum allocation, the QoS levels assignment and the way that the demand is
distributed among the various technologies, what follows is a well established
problem , targeted a the assessment of a configuration scheme in a single RAT
situation e.g. CDMA-based [ 7], OFDM-based [8] etc.

6.5. Terminal Manager (RTMYS)

6.5.1. Overview of RTMS

The focus of the RTMS is on the user plane. More specifically, it comprises
mechanisms that will allow a user to access services provided by the NO, at any place,
any time, through any device. In other words, the RTMS addresses the issue of
adapting the operation of the terminal that the user is currently interacting with,
considering what best suits the user's needs at a specific moment. Thus, this
adaptation should be made in accordance with the user preferences, the device
capabilities, the available communication infrastructure a the present location of the
user and the policies imposed by the network management side. Regarding the latter,
as previously mentioned, some NM decisions may result in several reconfiguration
policies, which are transferred to the terminals, operating within the same

administrative domain.

In order to meet this objective of ubiquitous connectivity and service provision
adaptation in a heterogeneous, B3G environment, the RTMS should be capable of:

Acquiring context information. This requirement derives from the need to consider the
state of the served user, terminal and environment. The basic contextual information
consists of the location of the user, the time zone, the capabilities of the currently used

terminal and the corresponding available network configurations.

Maintaining and managing information on user preferences, terminal capabilities and
configuration policies. The RTMS should be capable of storing accurate descriptions
and representations of the aforementioned information as well as configuring and

updating the respective profiles and policies.
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Negotiating with the available networks and selecting the most appropriate (re-)
configuration action for the terminal. The selection procedure may result into a switch
from one RAT to another. This selection should be consistent with user preferences,
terminal capabilities and configuration policies. The selection should also take into
account the specific service area conditions and the time zone of the day. This
selection is not redtricted to pre-installed technologies. On the contrary, the notion of
full reconfiguration supports the dynamic downloading, installation and validation of
software components, required for the reconfiguration process thus enabling the
operation of aRAT that was not initially included in the capabilities of the terminal.

6.5.2. Description

In order to meet the aforementioned requirements, it can be considered that the RTM S
consists of the following main components. Profiles, Policies, Monitoring and
Discovery and Reconfiguration Negotiation and Selection. This sub-section discusses

on the functionality of these components.

6.5.2.1 Profiles

This component acquires, maintains and provides information on terminal capabilities
and user preferences. Indicative information includes (i) the set of potential terminal
configurations (the RATs that the terminal is capable of operating with, the associated
spectrum and transmission power levels), (ii) the set of applications that can be used
and the sets of QoS levels associated with the use of an application, (iii) the utility
volume [9] that is associated with the use of an application at a certain quality level,
and (iv) the maximum price that the user is willing to pay in order to use certain
applications at specific QoS levels.

6.5.2.2 Policies

This component manages information related to policies. Policies reflect the NM
decisions on the administrative domain in which the user is currently located. Policies
define constraints related to permissible options for device configuration and service
adaptation. The rules implicitly or explicitly imposed by the policies are taken into
account during the RTMS decision for selecting the most appropriate configurations.
Policies refine and complement the input designated by the profiles and the context.
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More specifically, policies constrain the set of permissible services and corresponding
QoS levels, RATs that may be used, allowed frequency bands and power transmission
levels.

6.5.2.3 Monitoring and Discovery

The role of this component is to obtain context information related to the location of
the user, the present time zone, the capabilities of the device used, the available
configurations in the environment, and the status of the current configuration. In more
detail, the monitoring procedure, performed at regular time intervals, deals with the
collection of information on the current connection and the applications used. The
collected values of the monitored parameters are compared with a set of predefined
thresholds. In case violations are noted and if a reconfiguration is considered
appropriate, the discovery process is initiated so as to identify potential alternate
configurations, e.g. RATs offering better operating conditions. It should be noted that
the discovery process may not only be triggered by the monitoring procedure, but can
also be performed in regular time intervals. In case the alternate RAT(S) can be
deployed (considering terminal/user profiles and rules imposed by policies), the
Reconfiguration Negotiation and Selection module is triggered to re-evaluate the
selected RATS.

6.5.2.4 Reconfiguration Negotiation and Selection

This component decides on the most appropriate (re-) configuration for the terminal in
terms of the obtained QoS levels, taking into account the current context, the user and
terminal profiles, and the policies. In principle, the above factors are embedded, either
through relevant decision variables or through appropriate congtraints, into an
objective function that has to be optimized. The OF is extracted in a similar manner to
the one adopted by the NM, reflecting a maximization of the aggregate user utility
volume for all services accompanied by a minimization of the related monetary cost
and the reconfiguration cost. The reconfiguration cost is used to express the time and
the device resources (e.g. battery, memory space) that may be required to realize a
certain configuration decision. Information on the cost associated with the usage of
certain services can be obtained through negotiations with networks complying with
policies. In the case of the terminal participating in negotiations, three negotiation
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schemes have been considered, namely first-price sealed bid, reversed English
(Procurement) and reversed Dutch auction models [9], [10] [11]. In general, the
approach is flexible. The terminal can be configured to finish the negotiation in one
step, eg., in a manner similar to the first price sealed bid strategy, or to conduct
multiple steps, e.g., similar to the reversed English or Dutch auction models. The most
simple negotiation scheme follows the first-price sealed bid auction. All networks
make their offers (bids) simultaneously, the best offer (in terms of QoS and cost) is
selected and the offered cost is taken as the agreed price. Other negotiation models
investigated are a “reversed Dutch” auction model, where the Reconfiguration
Negotiation and Selection continuously raises the price, until a network accepts the
price and the negotiation terminates and a “reversed English” (Procurement) auction
model, where the prices offered by the networks are continuously lowered until the
Reconfiguration Negotiation and Selection accepts one.

6.5.25 RTMS Operation

A typical scenario exhibiting the RTMS's operation and the interactions among its
components is the following:

The scenario starts from a trigger that derives either from the Monitoring and
Discovery (new context e.g. the user location changed), the Profiles (the user profile
has been modified) or the Policies component (new policies). The trigger is then
forwarded to the Reconfiguration Negotiation and Selection, which cooperates with
the Profiles, Policies and Monitoring and Discovery components for acquiring
information on the user and terminal profiles, the configuration policies, as well as
current contextual conditions. The next step is the decision on the optimal (re-)
configurations, which should lead to the best possible handling of the new context.
Finally, the Reconfiguration Negotiation and Selection decisions are made known,
accepted and applied.

6.6. Simulation Results

This section includes indicative evidence on the efficiency of the RTMS.

In general, a typical heterogeneous B3G infrastructure is considered that comprises a
specific NO, operating three different RATs namely UMTS, WLAN and WiMAX.
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The OF used during the selection process will be used as a performance measure,
since (implicitly or explicitly) it encompasses the QoS levels offered by the composite
radio infrastructure, policies and reconfiguration cost-related aspects. It is assumed
that the terminal device is capable of operating with all the configurations available in
the service area.

The focus is on three services, namely audio-call, video-streaming (including
applications such as IPTV and mobile TV) and web-browsing, although the analysis
and the results are similar in the case of other services as well. Each QoS level
corresponds to a set of four reference parameters, namely blocking probability, bit-
rate, bit-error-rate and dropping probability. For the audio call service only one (high)
reference quality level has been defined corresponding to the following values for the
above mentioned parameters { (1%, 64K bps, 250 msec, 10°®) (high)}. For the video-
streaming and web-browsing services, three reference quality levels (low, medium,
high) have been defined, corresponding to the following associated parameters:
{(1%, 128 Kbps, 500 msec, 10™¥) (low), (1%, 256 Kbps, 500 msec, 10°%) (medium),
(1%, 512 Kbps, 500 msec, 10¥) (high)}. Regarding service provisioning through
specific RATSs it is assumed that there is a specific policy defining that the audio call
service cannot be obtained through the WiMAX RAT.

Service area of the B3G Wireless Infrasbructure
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Figure 6-3: (a) Service area considered in the scenario and respective coverage
(configurations available). (b) Utility volume values. (c) Maximum price values.

(d) Cost of reconfiguring transceiver. (€) Priorities allocated to various
transceiver configurations by the policies.

Figure 6-3(a) depicts the service area considered and the coverage provided by the

B3G infrastructure. Based on the coverage provided by the RATSs, four main locations

can be identified, as shown on the figure.

Regarding the user profile information, Figure 6-3(b) and Figure 6-3(c) depict the

utility volume values and the maximum acceptable prices that are relevant to each

service and quality level, respectively. Figure 6-3(d) presents the cost value assumed
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for reconfiguring the device from one RAT to another. Different cases have been
considered. The logic that has been followed is that the configurations of the WLAN
and WIMAX RATs may have several common components (functions), therefore, the
reconfiguration cost may be smaller, compared to that of changing between the
UMTS and WiMAX/WLAN configurations, since the component similarities may be
fewer. It should also be noted that the reconfiguration cost for each case depends on
the RAT that has been selected in the previous case. Finally, regarding policies,
Figure 6-3(e) presents a set of priority values which are part of the policies imposed
by the NM for the use of the different RATSs (respective configurations). In the test
scenario, it is assumed that the terminal device is initially connected to UMTS 2. It is
also assumed that the user is moving from the first location, as shown on Figure
6-3(a), towards location 4, passing from all the intermediate locations, requesting an
audio call service at the first one, a video-streaming at the second and third locations
and a web-browsing service at the last location.

Figure 6-4 presents the OF values for the various options investigated by the RTMS
and implicitly provides insight on the efficiency of the solutions proposed for the
different cases of utility volumes, prices, policies and reconfiguration cost values. At
location 1, the audio call service can be obtained only through UMTS, since (as was
mentioned in the assumptions outlined at the beginning of this section) policy rules set
by the NM prevent the use of the WiMAX RAT for the given service. As shown in
Figure 6-4(a), the optimal configuration at the given location is to acquire the service
through UMTS 1 which corresponds to the maximum OF value. This is due to the fact
that in the policies, a higher priority value has been set for UMTS 1 with respect to
UMTS 2 (Figure 6-3(¢)). The results show a 10% improvement with respect to what
would happen in the absence of the RTMS in which case the terminal would remain
connected to the initial RAT (UMTS 2). At location 2, the video-streaming service
can be obtained through all available RATSs. In this case, the solution proposed by the
RTMS isto switch to the WiIMAX RAT and obtain the service at the High QoS level.
This is the optimal configuration as it corresponds to the highest OF value (Figure
6-4(b)). The high OF value in this case derives from the strong preference of the user
for High QoS (high utility value for this level) and the fact that, in the policies, a high
priority value has been set for the WiMAX network encouraging its use, even though
the reconfiguration cost taken into account for switching to the WiIMAX network is
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also high. The results show a 60% improvement with respect to the existing situation,
which would be to remain connected to the UMTS 2 RAT, without exploiting the
B3G infrastructure. At location 3, the video-streaming service can be obtained
through the available UMTS RATs (UMTS 1-4). Again, the reconfiguration cost and
the priorities set by the NM have a major impact in the reconfiguration decision. The
optimal configuration proposed by the RTMS for the given case is to switch to the
UMTS 3 RAT. The improvement in this case is 38% with respect to the alternative
option (i.e. the lack of the RTMS), which would be to use the UMTS 2 RAT (Figure
6-4(c)). Finally, a Location 4, the user terminates the video-streaming service and
initiates a web-browsing service. In the given location a WLAN RAT is available,
offering the service at a high quality level. In this case, the solution proposed by the
RTMS is to switch to the WLAN RAT, since it is the optimal configuration as it
corresponds to the highest OF value (Figure 6-4(d)). Considering that without the
RTMS the device would be connected to either UMTS 3 or UMTS 4 (i.e. it would not
be able to exploit the option of the WLAN RAT) the improvement achieved is
between 14% and 67%, respectively.
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Figure 6-4: OF values of available solutions (a) at location 1, (b) at location 2, (¢)
at location 3 and (d) at location 4.

In general, the improvement from the exploitation of the B3G infrastructure, through
the RTMS, compared to the performance obtained from an infrastructure in which
only 3G technologies exist, ranges from a 10% to 60%. The improved behaviour is
due to the fact that the RTMS is capable of efficiently exploiting a B3G infrastructure.
More specifically, the RTMS continuously seeks opportunities for improving the
performance of the currently used device, based on user profile information, context

and policies.

6.7. Conclusions

B3G wireless infrastructures have the potential to offer people an unprecedented level
of convenience and flexibility for living and working. Such technologies need to be
closely integrated with human interactions. To do so, the complementary use and
exploitation of the numerous RATs available in the B3G world, stands as a
fundamental requirement. However, this poses several issues in the management
domain, regarding the intelligent management of network segments and terminals
operating within heterogeneous infrastructures. The goal of this chapter, accordingly,
was to present such an advanced management framework, as an enabling technology
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for designing and developing, wireless systems in B3G environments. Results from its
application to a smulated communication infrastructure exposed its efficiency.

A natura deduction from the simulations presented is that the proposed management
framework can contribute towards the realization of the concept of intelligent
terminals. Nevertheless, there is still a long way to go towards ubiquitous and
trustworthy service provisioning. In particular, what needs to be considered is
attributing the proposed framework with learning capabilities. This will enable the
recording of previous decisions, and therefore, acquisition of knowledge and
experience in planning future actions fast and appropriately.
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7. CONCLUSIONS—FUTURE CHALLENGES

The future of wireless communications will be characterized by highly varying
environments with multiple available radio access technologies exhibiting diverse
features, as well as by the over-discussed utilization of radio spectrum. In such an
unfamiliar landscape, cognitive radio systems are expected to play an exceptional role
by juxtaposing an inherent ability to perceive, think, decide, learn and adapt to the
changing environmental conditions. The investigation upon and implementation of
learning schemes that will assist the cognitive radios in the derivation and
enforcement of decisions regarding the selection of the best radio configuration was

the subject of thisthesis.

The benchmarking work conducted attests that the improvement from the exploitation
of the B3G infrastructure, through the use of mechanisms presented in this thesis, is
significant.

Particularly, the RTMS exploits the profiles, the context and the policies, for selecting
the best configurations, and therefore, yielding ubiquitous, personalised, context-
aware always-best connectivity, in a seamless to the user manner. By exploiting the
B3G infrastructure, RTMS offers higher QoS levels, compared to the legacy situation,
in terms of reliability and dependability levels. This happens because there are various
options (configurations and RATS) through which context handling can be done, and
the best QoS levels can be obtained.

For the channel estimation phase, with the use of Bayesian networks, the proposed
method can exploit any legacy, robust channel estimation mechanism. Assuming a
mechanism is available for that purpose, it has been shown that the method can
exploit the provided CSl in order to increase the level of certainty that a configuration
will achieve a specific bit rate. The results of the method can be exploited to drive the
selection of one of the alternative configurations and thus, ensuring that a cognitive

transmitter will always optimize its operation.

The same applies for the NN-based learning schemes presented in this thesis. Relying
on the indisputable fact that cognitive radio systems have gained extremely high
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attention from the wireless research world in the recent years, as well as they will do
in the upcoming years, the main idea was to implement learning mechanisms, so asto
assist cognitive radios in deciding for their operating radio configuration. The results
obtained from the benchmarking work indicate that NNs could help raise the
confidence on the expected performance of a link, giving more accurate and correct
decisions on the selection of the appropriate configuration.

Subject for future research is to exploit the management schemes presented for
enabling NOs to personalize their service offerings, instead of limiting subscribers to
a fixed set of inflexible choices. Seamless mobility applications can build on
frameworks like the RTMS, so asto intelligently change the services that they provide
based on business policies and context.

The main directions for future work, and the respective challenges, include the

following main points,

8 The realization of design analysis studies for properly deploying the RTMS
support functionality in legacy and emerging wireless B3G infrastructures.

§ The enhancement of the RTMS with machine learning techniques, in order to
obtain the management functionality necessary for cognitive terminals,

8 The standardization, where necessary, of parts of the information flow required
for supporting the RTMS.

§ The pursuit of regulation activities, in order to ensure that the cooperation
between NOs will result to direct benefits (i.e., immediate discounts) for the

users.

The first point stems from the fact that the RTMS relies on support functionality, for
instance on policies. This functionality has to be properly deployed in order to
guarantee efficient operation. The second point stems from the fact that machine-
learning techniques can offer cognition, which in turn can increase the speed with
which decisions are taken, and the degree of certainty on the appropriateness of the
decisions. Standardisation activities will ensure interoperability in heterogeneous
infrastructures, with equipment from various manufacturers. Nevertheless, the extent
of standardisation can be limited, as interoperability can rely on application layer
interactions that use semantic technologies. Regulation is important for guaranteeing
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that the benefits of inter-NO negotiations will result to benefits for the end-user. The
challenges addressed above can be addressed, more or less, in parallel. The current
status of the RTMS work can trigger the deployment studies, standardisation and
regulation. Cognitive techniques will rely on the information specified in thiswork. In
general, the research challenges identified are relevant to the overall field of

management systems for terminals in B3G networks.

The intention for future research on the NN topic is manifold. First, the exploration
upon other crucial, context information that can be used to feed the NN input layer
e.g. location, user preferences or even weather conditions, etc. will be continued in
order to achieve even better results. Furthermore, new types and enhanced structures
of NNs that have been found to improve both short-term and long-term time series
prediction capabilities could be investigated for application to the proposed schemes.
Last but not least, as long as evidence on the performance capabilities of each
candidate radio configuration of the cognitive terminal can be drawn, the optimization
process/algorithm for selecting the optimum one also needs to be thoroughly studied

as part of future work.

All in all, the major scope of any academic endeavour is to contribute, even at a
minimal stage, to the ceaseless gain of knowledge. When it comes to the evolution of
science and technology, the quest for supporting and directing its multi-dimensional
aspects stands as a prerequisite for any further step forward. Furthermore, focusing on
wireless communications, the unstoppable user desire for ubiquitous connectivity is
still burning inside each and every scientific research effort, not excluding this thesis.
In this respect, the goal of this thesis was to present some innovative manners to
utilize some recent findings in designing and developing new ones. Its author would
thus wish that this thesis has been capable of standing among numerous note-worthy
relevant research efforts and that it will provide even a small hint to prospective new

attempts to accompany wireless communications along the way of knowledge.
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