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Introduction - MeptAnyn

Ta teAeutala Xpovia €xel avamtuyxBel TANBWPA CUCTNUATWV CUCTACEWV yld va
KaAudpBoUV ol ETILYEIPNOLOKEC avaykeg. OU ETILXELPAOELC TELVOUV va XPNOLLOTIOLOUV
TIOAUTIMA OEGOUEVA OTIWE TL.Y. TIC TIPOTIMACELG TWV XPNOTWYV KAl TIG OMOLOTNTEG HETAEY
AVTIKEIMEVWY ME OKOTIO VO OUGTACOUV GTOUG XPNOTEC TIPOIOVTA avTIOTOL(O HE TIG
TIPOTIMNOELG AUTEC. AuTh n dladikaola £lval EUPEWC YVWOTA KAl XPNOLMOTIOLEITAL OF

S1apopPEC TTEPITITWOELC.

H avaluon ocuvaioBnuatog (yvwotn kat w¢ €E0puEn yvwung) sivat €va medio TG
gTOTAMNG TNG Avaluong Puoikng Mwooag Tou OlKOJOUEL CUOTAMATA TA OTola
ETIOLWIKOUYV VA AVayVWPLOOUV Kal va eEAYOUV YVWLEG HECA ATIO KELEVA. ZUVNBWCE, TTEpa
amo TNV avayvwplon TG YVWHNG T CUCTAMATA auTd avayvwpilouv LOTNTEC TNG
EkPPAonNC OTWE TL.X. TNV TMOAWoN pag aroyng (av o ekppacTng TNG sival BETIKA N
apVvNTIKA SLaKEIMEVOC), TO BEpa (BEpa piag ouZATNONG) Kal TV avayvwplon EKGpacng
uag aroyng (tnv umtapEn EekaBapa UTIOKELMEVIKNG KOl OXL QVTLKELMEVIKNG YVWHNG).
SNUEPQA, N AVAAUOH OUVALOBNUATOC XPNOLLOTIOLELTAL CTAV AUTOUATOTIONCN avBpwTIVWYV
dladlkaolwy OMWC aUTEG Tou Tpoavadepaps. AKOMO Mla XPAOH TNG AVAAUONG
ouvaleBnuartog sivat n aglomoinon TNG AUTOMATOTIOINCNG 0 TNV TipooTabsia Eaywyng
TWV ATIOYEWYV AUTWYV aTI0 SLAPOPEC LOTOTEAIDEG, forums Kat HEoA KOLVWVIKNG SIKTUWONG.
Me tn BonBeta tng avaiuong ouvaloBnuatog, autn n adountn mAnpodopia UTOpPEL va
METATPATIEL AUTOUATA OE XPNOLULA SEGOMEVA YL EUTIOPLKA XPAON, KPLTIKEG TIPOIOVTWY,
avatpo$odoTNon TWV KATAVOAWTWYV OXETIKA ME QUTA Ta TPOIOVTa Kal EEUTINPETNON

TIEAATWV.

Ma TNV €KTOVNON AQUTAG TNG SIMAWUATIKAG £pyaciag, dnuloupyndnke €va cuoThua
OUCTACEWYV EVIOXUMEVO IE AVAAUOT OUVALEBANATOG. AVOAUTIKOTEPQ, OXESLATTNKE ApYLIKA
£vVO LOVTENO AVAAUONC OUVALOBANATOG E OKOTIO VA UTIOPEL VA AVTIOTOLXNOEL KPLTIKEC
KIVNLATOYPAPIKOV TALVIOV HE Eva cUoTNMA BaBUoAdYNoNnG HE AOTEPLA, ATIO EVA £WC
TEVTE. TN OUVEXELD, ONUIOUPYNBNKE €va OUCTNUO OUCTACEWV HME OUVEPYATLKO
dIATpaplopa pe Baon TO AVTIKEILEVO. TEAOC, EYLVE CUVOUAOMOC AUTWV TWV OU0 ETOL WOTE

va HEAETNBEl av n UEAETN OUVALGBAMATOC MTIOPOUCE va BEATIWOEL [ AKOMA KAl va
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AVTIKATACTAOEL TNV KAAGGIKN BaBuoAoyia Tou XpAOTN 0TA CUCTAMATA CUCTACEWV. ITNV
SIMAWUATIKA £pyacia QuTA €TONC MEAETWVTOL TIOAAG CUCTAMATA CUCTACEWV Kal
kaBopldovTal Ta TTAEOVEKTAMATA Kal HELOVEKTAMATA Tou KaBevag. ETumAgoy, yivovTat
METPAOEL TOOO TIAVW OTO MOVTEAO AVAAUOGNG ouUvVaAloBAMATOG 000 Kal 6TO GUCThUA

OUCTACEWYV, TA ATIOTEAECLATA TWV OTIOLWV AVAAUOVTAL.

To QVTIKEIMEVO TNG SIMAWUATIKNC EPYACLA AUTAG ELVAL VA EPEUVAOELTOV BaBuo oTov oTtolo
n availuon ouvaloBnuatoc UTopel va BEATIOEL TA CUCTAKATA TTPOTAOEWY. H uhoTtoinon
OUOTNUATWY CUCTAOEWYV EVIOXUMEVWV HE QVAAUONH OUVALOBNUATOC QTIOOKOTIEL OTNV
g€epeuvnon tNG oUMBOANG KAl TNE onuaciag tng €50puEng amoYswyv oTa cuoTALATA
OUOTAOEWYV UE METPAOELC Kal Ttapadetypata. TEAOC, N epyacia autn EeTalel KATA TTOOOV
n €e£0puEn amoPewy amo Toug XPNOTEG TOUC KaBodnyel v TEAEL va AapBAvouV XpNOLUEG

TIANPODOPLEC YA LEANOVTIKEG CUCTAOELG.

4|34



Summary

In recent years, a variety of recommender systems have been developed in order to meet
business needs. Businesses aim in using valuable information such as user preferences
anditem similaritiestorecommend clients more and more relevant products. This process

is well-known by now anditis usedin arange of occasions.

Sentiment analysis (known as opinion mining) is a field within Natural Language
Processing that builds systems that try to identify and extract opinions within text. Usually,
besides identifying the opinion, these systems extract attributes of the expression e.g.:
Polarity (if the speaker expresses a positive/negative opinion), Subject (the subject of a
conversation) and Opinion holder (the person or entity that expresses the opinion).
Currently, sentiment analysis is used in order to automate some human procedures like
the above. Another use is taking advantage of this automation, and try to educe the
expressing opinions that exist in many sites, forums and social media. With the help of
sentiment analysis, thisunstructured information could be automatically transformedinto
useful information for commercial application, product reviews, product feedback, and

customer service.

For the purposes of this thesis, a recommendation system enhanced with sentiment
analysis is built. Firstly, a sentiment analysis model was designed in order to be able to
assigntoamoviereview astarratedfromoneto five. Secondly, anitem-item collaborative
filtering recommendation system was developed. Then the two of them were combined in
order to study if the sentiment analysis could enhance or even replace the rating of the
user in recommender systems. This thesis also investigates many types of
recommendation systems and states the pros and cons of each one. Also, the sentiment
analysis model as well as the recommendation system are measured and the

measurements are analyzed.

The objective of this thesis is to investigate the degree of the enhancement that sentiment
analysis offers to recommendation systems. This implementation of recommender

systems boosted with sentiment analysis tries to explore the meaning and contribution
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with measurements and examples of opinion mining to recommendation systems. It also
investigates whether extracting opinions fromusers steersthe same usersto get valuable

information about future recommendations.
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Chapter 1. Introduction to recommender systems

Recommender systems or recommendation systems are information systems thataim to
predict the user’s preferences, given their ratings about items, and suggest to them other
items such as whatitems to buy, or what musicto listento, or what online news toread. The
suggestions could be personalized or not, depending the recommendation system
implemented. The recommender systems are divided on three categories, collaborative

filtering, content-based filtering and hybrid systems that combine the first two.

1.1. Content-based filtering

Content-based filtering systems recommend items that are similar to the ones that the
user liked in the past. The similarity is calculated on the characteristics of the items that
the user rated higher using tf-idf calculation or other means like word embeddings

(analyzed further in chapter 3.2).

tfidf(t,d,D) = tf(t,d) *idf(t,D)

Equation 1: Term Frequency and Inverse Document Frequency equation

Term Frequency (TF) and Inverse Document Frequency (IDF) (as shown in equation 1) are
used to determine the relative importance of an item (that could be a document, an article,

amovie etc.) [9].

Term Frequency - tf(t,d) - is the frequency of aword t in a document d. Inverse Document
Frequency - idf(t,D) - calculates the weight of the more meaningful terms in a document,
giving less weight to the words commonly used. Idf is calculated by the logarithmic scale
of the total numbers of documents in the corpus divided by the number of documents

where the term appears.

Content-based filtering has a number of advantages: Results are more relevant as users
in general tend to choose items from the category of their preference. Users can start
using the system more quickly after just a few ratings. New items can be recommended
immediately as well, given that they already have tags before they are inserted in the

system.
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Disadvantages of this method are: lack of diversity, because it's important for a
recommendation system to suggest items with diversity, and items that the user wasn't
expecting. Other disadvantages are scalability and that attributes may be incorrectly
applied. This is an aftereffect of the fact that experts should be hired to ensure the correct

tagging of the items.

In content-based recommendation systems, in order to recommend items to a user, the
system tries to group the common categories of the items that the user has already rated.
With this procedure, the taste of the user is defined by categories or groups of categories.
This technique is limited by the features that are explicitly associated with the objects that
these systems recommend. So, in order to have a sufficient set of categories, the content
should be in a form that can be parsed automatically by a computer or they should be
assigned manually. The latter is almost impossible due to the limitation there is of
resources. On the other hand, the forms that can be assigned (e.g. text) can work well with

this system. [19]

1.2. Collaborative filtering

Collaborative filtering uses the preferences of other users with similar taste of the target
user, in order to suggest items that the target user hasn’t rated. Collaborative filtering is
divided ontwo categories as well, memory-based collaborative filtering and model-based
[14].

Memory-based recommendation systems

Memory-based recommendation systems are the systems that load all the data to the
memory and make predictions based on such in-line memory database. It is quite simple,
but there is a problem with huge data [28]. Memory based recommendation systems can

be implemented with two ways: user-based and item-based.

User-based collaborative filtering (memory-based) is recommending items by finding
similar users to the current user (K-nearest neighbors) (Figure 1). The neighborhood-
based algorithm calculates the similarity between two users or items (user-user or item-
item collaborative filtering) and produces a prediction for the user by taking the weighted
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average of all the ratings. Similarity can be calculated with Pearson correlation or cosine

similarity.

Item-based collaborativefiltering, onthe other hand, isrecommending items by finding the
most similar items based on all the ratings of the users between those items. This
technique was developed to offset the problems created by the user-based collaborative
filtering. Collaborative filtering has problems like data sparsity, known as the cold start
problem:anew userwould havetoreview anumber ofitemsinorderforthe systemto give
a proper recommendation to this user. Another problem is scalability that is caused by
large numbers of users and items. Those are some of the problems of collaborative

filteringamong others.

Collaborative filtering systems try to predict the utility of items for a user based on the
items previously rated by other users that are near the user (KNN algorithm) or by other
items that the user has liked in the past. The limitations of this technique are the new user
problem, the new item problem and sparsity. The new user problem is a problem when
anew user enters the system and the system doesn't know his reaction to any item, so it's
not reliable to make any recommendation. The new item problem is when a new item
enters the system, so until the new item is rated by a substantial number of users, the
recommender system would not be able to recommend it. Sparsity is a problem when the
number of ratings for an item is very small compared to the number of ratings that need to

be predicted [19].

Advantages are the ease of the implementation and that compared to content-based, is
more accurate. This technique has a problem with sparsity, because the percentage of
people rating items or rating enough items is really low, and scalability because more
users in the system may considered better for finding better results, but there is a high
cost. Another problem is the known cold-start problem: new users will find it hard to have
accurate recommendations. Last but not least of the problems is the new item problem,

which will lack ratings to actually make a solid recommendation about this item.
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Pearson Correlation

The Pearson (Product-Moment) correlation ris a metricin order to decide how similar is x
andyitems.[10] Pearson correlationis ameasure betweentwo variables x and y (as shown
in equation 2).

Zielxy(rx,i - fx)(ry,i - Fy)

\/Zielxy(rx,i — 1) \/Zielxy(ry,i —17,)?

simil(x,y) =

Equation 2: Pearson correlation equation

The value of this correlation is between -1 and 1 where 1 describes an absolute positive
linear correlation, 0 is no linear correlation and -1 is an absolute negative linear
correlation. Therefore, calculating the correlation between two ratings of two movies, we
canassume therelationship of those two movies, and sowe recommendthe first 10 movies

with the highest correlation score.

10 | 34



Cosine Similarity

Cosine similarity is a measure of similarity between vectors x and y, that measures the
cosine of the angle between them [11]. The formula of the similarity calculated between x
andyisshowninequation 3. Like Pearson correlation this similarityranges between -1and
Tand the semantics of thisrangeis exactly the same. For the purposes of this paper, cosine

similarity was used.

- N

X'y Yielyy TxiTy,i

HE
Yier, i \/Ziay i

simil(x,y) = cos(x,y) =

Equation 3: cosine similarity equation
Model-based recommendation systems

Model-based recommendation systemstries to fit the data into a model, using data mining
and machine learning algorithms, and recommends by applying reference mechanisminto
this model. They respond to the user’s request instantly [28]. There are many model-based
collaborative filtering algorithms, like Bayesian Networks, clustering models etc not
analyzed further here. An honorable mentionis a collaborative based filtering method that

belongs to this category, which is matrix factorization.

Matrix factorization is the collaborative based filtering method used in recommender
systems. Matrix factorization algorithms work to represent users and items in a lower
dimensional space (two lower dimensionality rectangular matrices). It is a group of
filtering algorithms became widely known when the Netflix prize challenge ended in 2009.
This method is where the matrix m*n is decomposed into m*d and d*n (as shown in figure

2).ltis used for calculation of complex matrix operation.
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Matrix decomposition can be classified into three types

o LU decomposition: Decomposition of matrix into L and U matrix where L is lower
triangular matrix and U is upper triangular matrix, generally used for finding the
coefficient of linear regression. This decomposition failed if matrix can’'t have
decomposed easily

o QR matrix decomposition: Decomposition of matrix into Q@ and R where Qis square
matrix and R is upper triangular matrix (not necessary square). Used for eigen
system analysis

o Cholesky Decomposition: This is the mostly used decomposition in machine

learning. Used for calculating linear least square for linear regression

1.3. Hybrid recommendation systems
Hybrid methods combine collaborative and content-based which helps to avoid certain
limitations of content-based and collaborative filtering. The ways of this combination are

as follows:

l.implementing collaborative and content-based methods separately and combining their
predictions.
This implementation assumes that two different systems are already implemented. The
two answers of the two systems are combined into one final recommendation using
either a linear combination of ratings or a voting scheme.

2. incorporating some content-based characteristicsinto a collaborative approach, in this
implementation, the content-based profiles are kept for each user and enhance the

collaborative-filtering technique.
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3. incorporating some collaborative characteristics into a content-based approach, and
the most popular approach when implementing such system, is to use some
dimensionality reduction technique on content-based profiles.

4. constructing a general unifying model that incorporates both content-based and
collaborative characteristics.

In [20] proposes using content-based and collaborative filtering features in a single rule-

based classifier. Others [21][22] propose aunified probabilistic method for mixing

collaborative and content-based recommendations.

In [18] they are trying to combine collaborative filtering systems with content-based
filtering systems in an attempt to eliminate the weaknesses found in each approach. In
content-based recommendation one tries to recommend items similar to those a given
user has liked in the past, whereas in collaborative recommendation one identifies users
whose tastes are similar to those of the given user and recommends items they have liked.
In the system introduced, there are found two more advantages: First, two scaling
problems commonto all Web services are addressed - anincreasing number of users and
an increasing number of documents. Second, the system automatically identifies
emergent communities of interest in the user population, enabling enhanced group
awareness and communications. So, rather than recommend items because they are
similar to items a user has liked in the past, they recommend items other similar users

have liked, and rather than computing the item similarity, they compute the user similarity.
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Chapter 2. Sentiment analysis approach

Sentiment analysis or else opinion mining, is a computational and mathematical study of
people’s opinions, trends, emotions and attitudes towards an item. This item can be an
article, anitemto purchase, music, movies or any other type of preference and theyinvolve
a review. In this chapter we analyze the sentiment analysis algorithms and how we use
them in this implementation and approach. There are many algorithms used to get
sentiment analysis, some of which are linear regression, SVM (Support Vector Machines)
and Naive Bayes classifiers. Below in figure 3 there is a complete diagram of all the

sentiment analysis algorithms and how are they categorized.

> Decision Tree
Classifiers
-b* Supervised Learning
V Machi
" ¥ | Support Vector Machines

Clagsifiers
Neural Network

N Machine Leaming a N Rule-based

Approach Classifiers Naive Bayes

Probabilistic
- C ifiers Bayeslan Network
Maximum Entropy

Serd and BN -b{tmsupervlsed Learning
Dictionary-based
Approach
N Lexicon-based
Approach
Siatistical
Corpus-based
Approach
Semantic

Figure 3: Sentiment analysis algorithm categorization

Firstly, there is a classification between machine learning approaches and lexicon-based.
The first need training of algorithms and deliver pretty good results, while the second

require alexicon. Lexicon-based approachesinvolve dictionaries of words annotated with
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semantic polarity and sentiment strength. They deliver good results with high precision but

low recall but require alarge dictionary whichis not always possible for all languages [24].

Machine learning approachis categorizedin supervised and unsupervised algorithms. The
difference between the two is that supervised algorithms have at their disposal the output
values of the samples, while on the other hand, unsupervised algorithms don't.
Unsupervised algorithms try to infer to the natural structure present within a set of data

points. For the purposes of this thesis, we are going to try to cover only the basics [25].

There are many implementations and experiments throughout the research field. In[12], a
system is presented for scalable and real-time sentiment analysis for Twitter data which
is designed to extract raw text from tweets and process it through a supervised learning
method in real time. The importance of this system in terms of classification accuracy,
scalability and performance is researched. This research paper concluded that part-of-
speech tags, emoticons and prior polarity are of the most significance int the sentiment
analysis of Twitter data, and also that in the online process the feedback may play some

part to the classification accuracy.

In [13], two deep learning systems are presented that competed at SemEval-2017 Task 4
“Sentiment Analysis in Twitter”. Long Short-Term Memory (LSTM) networks enhanced
with two kinds of attention mechanisms are introduced. Text postprocessing step is added
performing spell correction, word normalization and segmentation. These models
achieved excellent results in the classification tasks, but mixed results in the
quantification tasks of the competition. This paper concludes that they would like to
explore more quantification techniques in the future and that they would be interested in

designing models operating on the character-level.

In [15] combines recommendation system and sentiment analysis in order to generate the
most accurate recommendations for users, working with the Algerian language. The
experimental results suggested very high precision and recall. The results analysis
evaluation provides interesting findings on the impact of integrating sentiment analysis

into a recommendation technique based on collaborative filtering. The findings are so
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encouraging that a future work in this direction is promised. In [14] in chapter 5.1
(Considering feature opinions) there are sub-categories of studies that aim to determine a
product’s quality using the feature opinions extracted from reviews. In [16] they develop a
product transforming the review text into a two-component form: product quality, which
referstothereviewer’'s evaluation of product features; and opinion quality, which indicated
the reviewer’s expertise with the reviewed product. They classify the reviews into three
categories: good, bad and quality. Then they label each review with the features of the
product reviewed. Finally, the overall assessment of the product is obtained by summing
up all of its features’ overall quality scores. In [17] they build a product profile with the help
of feature opinions extracted from product reviews combined with a product’s technical
specifications. This model indicated the value of a product for the average user, which

during the recommendation processitis unique for every user.

2.1.Linearregression

Linear regression is the most commonly used type of 4
predictive analysis and we also use it in this
implementation. It can be definedasY = A + B*X (Figure 4 10
is an example). In this example Y is the predicted value

(criterion variable), A is the intercept (estimated by / S

regression), Bis the coefficient (estimated by regression) zz—=; T T
and X is the predictor (present in the data) [8]. Thus, Figure 4: Linear regression example
defining the function a line/hyperplane described by the

given data, explains the relationship between the variables and can predict with accuracy

the independent variant.
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2.2.Support Vector Machines (SVM)

When we need to classify some points in multi-dimensional space, then SVM algorithm
could be appropriate. The objective of SVM algorithm is to find a hyperplane that distinctly
classifies the data points in multi-dimensional space. The dimension of the hyperplane

depends upon the number of features.

)(2“ 0O R O
o O h

]

-
>

X4

Figure 5: Finding the optimal hyperplane through all the possible hyperplanes

There can be found many hyperplanes correctly classifying the two groups. After many
repetitions of the algorithm, the algorithm stops when it finds the one with the maximum
margin from the nearest points of each class [26]. As shown in figure 5, there are many
possible hyperplanes but only the one with the maximum margin (that is the maximum

distance between the data points of the two classes) is chosen.

2.3.Naive Bayes Classifier

Naive Bayes is a subset of Bayesian decision theory. It's called naive because the
formulation makes some naive assumptions. All naive Bayes classifiers assume that the
value of a specific feature isindependent of the value of any other feature, given the class
variable.

P(B|A) x P(A)

P(A|B) = 20

Equation 4: Bayes theorem
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Naive Bayes delivers better results when it comes to classifying texts. P(AIB) is
“Probability of A given B” (the probability of A given that B happens), P(A) is Probability of A,
P(BIA) is “Probability of B given A” (the probability of B given that A happens) and finally
P(B) is Probability of B happening [27] (equation 4).

Fortwo events, Aand B, Bayes' theorem allows you to figure out p(AlB) (the probability that
event A happened, given that test B was positive) from p(B|A) (the probability that test B
happened, given that event A happened). Types of Naive Bayes Classifier:

e Multinomial Naive Bayes
e Bernoulli Naive Bayes

e Gaussian Naive Bayes

All three algorithms (SVM, Naive Bayes Classifier and Linear regression) were tried for
this implementation, but with the dataset provided, the linear regression had better

results.
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Chapter 3. Recommendation system using sentiment analysis: Our

approach

The system is quite simple (figure 6) and is designed with and offline sentiment analysis system

that feeds the recommender system as follows:

Final
recommendation
about a movie

Offline senfiment Recommender
analysis algorithm System

Figure 6: System overview

The sentiment analysis system runs the algorithm offline, which means the results are already in
the dataset when the recommender system runs. The input is a review of the system processed
through the algorithm analyzed further in chapter 3.2. The recommender system then chooses
between the average rating between the user rating and sentiment analysis rating, the actual
rating of the user or the sentiment analysis rating alone. This system, outputs the possible rating
which the user would have given the movie, and a set of movies throughout the system, that the

user would like.

3.1.Recommendation system
The recommendation system (figure 7) has as input the actual rating of the user or the result from
sentiment analysis or the combination (or average) between the user and the result from

sentiment.

Average user review/sentiment

h 4

Uzer Review Recommendation
Recommendation Algorithm

L

¥

Sentiment analysis

h 4

Figure 7: Recommendation system
Firstly, in order to test the system, the dataset was separated into training and test set by

70% and 30% respectively. Before calculating the similarity matrix, a normalization for
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ratings was implemented due to different average rating of each user. For example, the
averageratingof one userlies atascale of 2;anotherone’s lies at ascale of 4. Which means
that the first user’'s rating is similar as the second user’s rating of 4. The normalization
method is to calculate the average rating of each user and subtract the average value from
the actual ratings as adjusted ratings. The ratings that are fed to the computation, are the
firsttime of the measurements the actual ratings of the users, the second time the average
between the sentiment analysis prediction and the actual rating of the user, and the third

time solely the sentiment analysis prediction.

The item-item similarity matrix (matrix factorization), was constructed with the help of
cosine similarity which helps calculate the similarity value between two items (see cosine
similarity formula in equation 3). Two distinct movies are selected, then the ratings from
the users that rated one of the two movies, are eliminated, then for each of the two movies,
alltheratings of the specific movies from all the remaining users are putinto a vector, each
user representing a dimension of the vector, then the similarity is calculated and stored in
the matrix. Finally, in order to fill out the whole matrix, the Amazon algorithm (figure 8) [23]
is implemented to iterate each pair of two distinct movies. To find the most similar match
for an item, the Amazon algorithm builds an item-item similarity matrix by finding items
that customers tend to purchase together. Instead of building an item-item matrix by
iterating through all item pairs, this algorithm calculates the similarity between an item
and all the related itemsif the products have common customers.
For each item in product catalog, I
For each customer € who purchased I
For each item I, purchased by

cuatomer O

Record that a customer purchased I

and T,

For each item I,

Compute the similarity between I, and I,

Figure 8: The Amazon algorithm
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In order to predict ratings for unrated movies for a given user (or specifically for one
movie), the prediction function (equation 5) need to be iteratively applied on all of the
unrated movies for the given user.

Yjer,(uj — wj)wi;

Yienwij

r(i;u) = +

Equation 5: Prediction equation

r(i;u) means the predicted rating of movie | for user u, W and y; represent the average
ratings for movieiand movie jacross all users, respectively, l,is the set of movies rated by

user u, and wj;indicates the similarity value between movie | and movie j.

After the last step, the similarity matrix is completed with all the ratings of unrated movies
bythe givenuser. Lastly, we getthe top-ranked movies which constitute the recommended

movies that are likely to attract the user.

3.2.Sentiment analysis

The sentiment analysis system is an offline system (figure 9). It is trained with linear
regression (chapter 2.1). For the training of the sentiment analysis model scikit-learn
libraryis used, which is animplementation of linear regression and other

supervised/unsupervised algorithms.

User Review . i
Offline Sentiment Analysis System 5-star Rating

h

Figure 9: Offline sentiment analysis system

Scikit-learnis an open source machine learning library for Python used to implement
various functions in this thesis. It provides many unsupervised and supervised learning

algorithms. The functionality that this library provides include regression (Linear and
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Logistic), Classification (KNN), Clustering (K-means and K-means++), model selection

and preprocessing (Min-Max normalization).

For this approach train/test data were separated in 70% train data and 30% test data which
is the optimum as tested. For the training of the model the data to 5 classes are separated
according to the five-star rating according to the reviews given by users, and used the

doc2vec model to transform the reviews into multi-dimensional space depictions.
Word embeddings

In this approach of sentiment analysis, word embeddings and specifically the

implementation of doc2vec model is used.

Word embeddings are implementations of neural networks in the field of natural language
processing (NLP) where words or phrases from the vocabulary are represented as a

vector(s) into a low dimensional continuous space [7].

word2vec [3] (used for this implementation) is a two-layer neural net, the input is a word
and the output are a multidimensional vector that represents the inputted word into space.
word2vecrepresentationis created using either Continuous Bag-of-Words model (CBOW)
or the Skip-Gram model. The CBOW model is used on a context to predict one word, in
contrary the skip gram model does the opposite: it uses one word to predict the context.

doc2vec [4] is the equivalent but for documents, regardless their length.

For the implementation of the word embeddings gensim library for Python to train the
model is used. During the reading of all the data there was a mild preprocessing. Finally,
the model was trained utilizing Continuous Bag of Words (CBOW) architecture model and

saved for further usage.
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Chapter 4. Experimental evaluation

4.1.Dataset

For this analysis a dataset found on the Internet is used. It is provided from assistant
professor in UC San Diego Julian McAuley crawled from Amazon and distributed online.
This dataset includes reviews (ratings, text, helpfulness votes), product metadata
(descriptions, category information, price, brand, and image features), and links (also
viewed/also bought graphs) about movies and TV series. [1][2] A subset of this massive

dataset was usedin order to be more maintainable.

Below are presented the evaluation metrics that are used to determine the precision of the

system implemented.
The coefficient of determination

R? metric, otherwise as known the coefficient of determination, measures the proportion
of total variation about the mean Y explained by the regression. The coefficient of
determination, R? is similar to the correlation coefficient R. The correlation coefficient
formula (equation 6) will tell how strong a linear relationship is between two variables. R?
is the square of the correlation coefficient. Coefficient of determination (R?) can take

values as high as 1(100%) or when all the values are differenti.e. 0 <R2<1[5].

n(2xy) — (Zx)(Zy)
V[nZx? — Zx)?][nEy? - (Zy)?]

r =

Equation 6: correlation coefficient equation

r’metricwasfound 0.55 whichisaverygoodscore considering that we are trying to predict

human interactions.

The Mean Absolute Error (MAE)
Mean absolute erroris the average sum of the difference between the predicted value and

the actual value where all differences have equal weight (equation 7).
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N
1
MAE = Nzl:b’i 1
1=

Equation 7: Mean absolute error equation

This metric was found 0.78 which means that the built system predicts 0.78 more or less

than the actual value on average.

Root mean squared error

Root mean squared error is a quadratic score that also measures the average difference
between predicted and actual value (equation 8). The difference between root mean
squared error and mean absolute error is the square root of the average of calculated

differences which actually gives a relatively high weight to large errors.

RMSE — \/Z?’:l(PredicteI\clii — Actual;)?

Equation 8: root mean squared error equation

This metric was found 0.90 which is close to mean square error. The root mean squared
error being close to mean square error means that in this model not many large errors

were made.

For the testing of the recommendation system results we used precision and recall

metrics.
Precision
Precision (otherwise positive predictive value) is the :
= Correctly Classified
percentage of the results that are relevant (true oo - Misclassified

positive). Classified ® Classified

se g .
positive = negative

Recall * Precision - . /( - +m )
Recall (otherwise sensitivity) is the percentage of
Recall = ./(.+ k)

Figure 10: Precision recall explained

total relevant results correctly classified.
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The precision and recall were measured in smaller datasets of 5000, 20000, 60000 and
100000 reviews and only for users with ratings. In order to calculate the precision and
recall, the similarity matrix was calculated. For every two movies the similarity was
calculated and the missing values were filled out by the prediction model analyzed in

chapter3.1.

The experiments were taken for a movie with many reviews 0767803434 (Air Force One),
and auser ANCOMAIOI7LVG (Andrew Ellington) thatis a user with many submitted reviews

in his history.

4.2.Results

The following chart is the experiment results (precision and recall) matrix for every

dataset:
Experimentresults Actualratings Average Sentiment
ratings/sentiment
Precision Recall Precision Recall Precision Recall

5000reviews 0.85 0.99 0.85 0.99 0.90 0.99
20000 reviews 0.88 0.99 0.88 0.99 0.88 0.99
60000 reviews 0.89 0.99 0.89 0.99 0.89 0.99
100000 reviews | 0.90 0.99 0.91 0.99 0.89 0.99

Figure 11:Precision and recall measurements for every dataset

In figure 11 we observe that the precision with more reviews is better but the recall is the
same. Precision is the amount of “noise” that the algorithm generates, so that means that
the not related data are the same, as the reviews increase. Recall is how precise are the
results, and this is a logical conclusion as the data increase. There is no difference when
the actual ratings or the combination between ratings and sentiment (column average

ratings/sentiment) or sentiment solely are used.

In figure 12 is presented the execution time of the program for every dataset (in seconds):
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Experiment time

5000 reviews
20000 reviews
60000 reviews

100000 reviews

Actual ratings

12.09s

46.15s

242.57s (~4 minutes)
647 s (~10 minutes)

Figure 12: execution time for every dataset

Average
ratings/sentiment
13.13s

39.9s

250.09s (~4 minutes)
637 s (~10 minutes)

Sentiment

12.63s

37s

249.7s (~4 minutes)
641s (~10 minutes)

Inthe above figure (12) we observe that the execution time of the program increases as the

reviews increase. It is very reasonable, because in the algorithm implemented there are

many iterations of the items and that increases the time.

The figure 13 is the mean absolute error the program run for every dataset:

Mean absolute
error
5000 reviews
20000 reviews
60000 reviews

100000 reviews

Actualratings

0.84
0.83
0.82
0.80

Figure 13: mean absolute error for every dataset

Average
ratings/sentiment
0.86

0.84

0.82

0.81

Sentiment

0.85
0.84
0.82
0.80

In figure 13 we see that the mean absolute error is better as the results increase. Thatis a

logicalassumption asin generalthat happens when the algorithm has more known points.

The figure 14 is the root mean squared error the program run for every dataset:
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Root mean squared Actualratings Average Sentiment

error ratings/sentiment
5000 reviews | 1.45 1.02 1.47
20000 reviews 1.32 1.03 1.30
60000 reviews 1.24 0.96 1.25
100000 reviews | 1.22 0.90 1.22

Figure 14: mean squared error for every dataset

In figure 14 we observe that the root mean squared error is better for average
rating/sentiment versus the actualrating used. Although the mean absolute errorinfigure
14 is the same, +/-0.01 or +/-0.02 is not measurable in mean absolute error, root mean
squarederrorinthe contraryshowsthatthe averageisbetter. Sentiment score used alone

is the same as the actual rating.

4.3. Discussion

The precision and recall in all three experiments are exactly the same (figure 11). This
means that the model is very accurate, with the outcome being above 90%, and that the
sentiment model can replace entirely the ratings of the users. The sentiment results
combined with actual ratings do not enhance the system as the results are the same in all
three categories.

The higherrecall compared to precision is not peculiar, actually precision is the amount of
“noise” that the algorithm generates while recall is the exactness of the result. So, this
essentially means that the algorithms generate similar amount of noise to the amount of
correctly generated data labels.

The extra time spent for more reviews added is exponential and adds little value to
precision and recall. Although, the actual prediction of the movie was better when more
reviews were added, as shown from mean absolute error. The mean squared error in the
contrary, showed that the average is indeed better than the actual rating, and than the
sentiment score alone in figure 14. This is because, as mentioned above, mean squared

error is not so tolerant about errors. The predictions about the actual rating and the
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sentiment score are the same, so this reinforces the hypothesis we made earlier that the

actualrating can be replaced totally from the sentiment analysis prediction score.

4.4.The interface of the implementation

Below we can see some use-cases and examples of the application. The basic interface is

consisted by an options section and a result section.

Data size ating Type: Use: Movie

Recommender system with sentiment analysis

Results

Time  Data size Rating type Time executed Precision Recall Mean absolute error Mean squared error Proposed rating

Proposed movies

Movie

Figure 15: Overview of the interface

Data size refers to the size of our dataset. The more data we have, the more precise the

modelis.

Rating type gives us the ability to chose if we want to use the rating of the user, the rating of

the sentiment analysis, or a combination of both of them.

Users are the system users.
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Movies are some indicative examples of movies that vary in the number of user-ratings

they have received.

In the next picture, we can see the result after a new search.

Recommender system with sentiment analysis

New search
Results
Time Datasize Ratingtype Timeexecuted Precision Recall Mean absolute error Mean squared error Proposed rating
22-07-2019 5000 average 15.57 091 1.0 0.74

22-07-2019 DU average 320 vz U ./ Z A D

Proposed movies

Movie

God Heard Their Cry: 5 Faith Lessons, Vol. 8

Walk Where Jesus Walked: A Life-Changing Visit to Israel - A Video Seminar Featuring Jack Hayford (Special TBN Edition) [VHS
Fea = [VHS

Steve Green: Hide &#3%em our Hea! olume ple Menr u deos f dre: H

Come Fly with the McGruders [VHS

Wilderness D eries, Volume 1: Sand, Snakes, and Scree Bird

Wilderness Discoveries, Volume 2: Fore gs. and Feisty Critte

Figure 16: Interface with results

Inthe results section we can see data concerning the search.
Data size is the size of the data set chosen for the search.
Rating type is the type of rating chosen for the search.

Time executed is the execution duration of the script.

Precision, Recall, Mean absolute error and Mean squared error are system metrics about

the accuracy of the process.
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Proposed rating is the rating that indicates how much the user would like the chosen

movie.

Finally, the system, based on the user rating about this movie, recommends the top ten

movies that probably the user would appreciate the most (shown in figure 16).
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Chapter 3. Conclusion - Further work

In this thesis we aim to investigate whether a sentiment analysis model could enhance or
evenreplace the recommender algorithm. This could provide better results for the users.
First an implementation of the sentiment analysis was built (chapter 2.1), with the help of
linear regression. Then, a recommender system was built (chapter 3.1), this

implementation was then integrated to the recommender system.

The precision of the built model is very accurate, as shown from the above measurements
(chapter 4.2). The sentiment analysis modelis so accurate that it can replace the ratings of
the users. The sentiment prediction for this data and experiment, cannot enhance the

user’sratings further as shown in figure 11, so it is pointless to use it in that form.

It would be meaningful and a great use to the research community, on the other hand to
replace theratings with the predictions of the sentiment analysis model. This finding would
be interesting if it was applied to social media, and other applications with opinion mining

with a vast use.

Another interesting approach and investigation would be to try understanding through
sentiment analysis if an opinion (a review) is objective or subjective. If areview expresses
objective criteriathenit could be used to identify an item or further analyze it. A subjective

opinion could also be at use, to identify the sentiment of the user review.

A complete user interface system to display this work is left for future work. Also, it would
be interesting if the reviews could be categorized or enhanced by using the location of the

item or even the userto see the results.
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