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Prologue

There are many concerns about how we should make use of the new technologies
in terms of Telecommunications. The purpose of this Project is to pore over the
Network Function Virtualization and to find solutions as far as the Resource Allo-
cation is concerned. A specific metaheuristic algorithm, Ant Colony Optimization,
has been deployed to give almost the optimize solution fora part of this problem.
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Table 1: Catalog of terminology, symblos and acronyms

Abbreviation/Term Description

NFV Network Function Virtualization
NFVI Network Function Virtualization Infrastructure

NFV-RA Network Function Virtualization Resource Allocation
NFV-MANO Network Function Virtualization Management and Orchestration
NFVI-PoPs NFV infrastructure points-of-presence

VNF Virtual Network Function
VNFs-CC VNFs Chain composition
VNF-FGE VNF Forwarding Graph Embedding
VNFs-CH VNFs Scheduling

VNFR Virtual Network Functions Request
VIMs Virtual Infrastructure Managers
HVSs High Volume Servers
SFCs Service Function Chains
EMS Element Management System
OSS Operations Support System
TSP Travel Salesman Problem
NS Network Service
NF Network Function
SN Subtracted Network

CAPEX Capital Expenditures
OPEX Operational Expenditures
NAT Network Address Translation
IDSs Intrusion Detection Systems
FW Fire Wall

DHCP Dynamic Host Configuration Protocol
MWD Malware Detection

LI Lawful Interception
ETSI European Telecommunications Standards

ETSI ISGNFV European Telecommunications Standards Institute Industry Specification Group
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1 Abstract

This project has been proposed from my teacher in order to provide a really state
of the art solution in the fields of Telecommunications. We studied about Network
Function Virtualization and we found that a part of the Resource Allocation (many
have involved in this subject) can be tackled with an algorithm that was first invented
to solve graphical problems (such as the Travel Salesman Problem [TSP]) the Ant
Colony Optimization. We have analyzed one of the three phases of the Resource
Allocation, and we have decided to tackle the second one. To be more precise, this
part takes for granted the other two phases, and it tries to find which combination
between links and nodes is the best according to the cost function that someone
defines. Our scope was to set as cost functions theminimizationofthe delay. The
results of this project are more than desirable. This is because we have used a
metaheuristic algorithm that can find about 90% of the optimal solution without
searching the hole environment.

KEY WORDS: Network Function Virtualization, Resource Allocation, Ant Colony
Optimization, algorithm, metaheuristic, optimal, delay
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2 Chapter 1: Scope and Structure of the Project

In this Chapter we will give definition of very important meanings so as to make
clear about what this subject is about and what exactly we will counter. Every
Chapter has intro and conclusions so as to describe how it is needed and how it is
linked with the other chapters

2.1 Definition of meanings

2.1.1 Network

Network is any and all connections between computing devices. If we think of hu-
man anatomy, the network is like the intricate nervous system that takes messages
from the brain to the rest of the body and takes feedback from the body back to
the brain. It is made up of a series of interconnected nodes that are communicating
with one other via predetermined protocols, such as Transmission Control protocol
(TCP) / Internet Protocol (IP), that dictate how information will be transported
and handled by the devices (switches, routers, security gateways) that forward the
traffic from one node to another. Networks can be characterized based on the
proximity of all the nodes they connect, for example, local area network (LAN)
or wide area networks (WANs), or whether they are public or private. They can
also be characterized based on the type of traffic they transport, such as voice or
data, e.g. wireless local area network (wLANs), or whether they are made up of
physical or virtual devices, such as virtual local area networks (vLANs). They can
also be described based on the way in which they transport communications; for
example, packet-switched versus circuit switched networks. An operator’s network
consists of many intermediate Network Functions (NFs). Network address Trans-
lators (NATs), load balancers, firewalls, and Intrusion Detection Systems (IDSs)
are examples of such functions. Traditionally, these functions are implemented on
physical middle-boxes, which are network appliances that perform functions other
than standard path discovery or routing decisions for forwarding packets. With the
fast development of Internet and network services, more and more middleboxes are
deployed in networks for technical reasons, value-add reasons, etc. However, mid-
dleboxes means high Capital Expenditures (CAPEX) and Operational Expenditures
(OPEX), moreover, deployment or re-deployment of middleboxes needs expertise
which increases OPEX and decreases flexibility. Generally, middleboxes are referred
as service functions, network functions, or functions. Middle-boxes are based on
special-purpose hardware platforms that are expensive and difficult to maintain and
upgrade.

2.1.2 Node

Node is anything connected to a network. It may be equipment that is part of the
network infrastructure, such as a hub, bridge, or switch, or it may be a host providing
information, applications or services to other hosts or nodes on the network
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2.1.3 Network Functions

Network Function (NF) – a functional building block within a network infrastructure,
which has well-defined external interfaces and a well-defined functional behavior. In
practical terms, a Network Function is today often a network node or physical
appliance.

2.1.4 Network Function Virtualization

Network Functions Virtualization is an approach to telecommunications networking
where the network entities that traditionally used dedicated hardware items which
are now replaced with computers on which software runs to provide the same func-
tionality. By running a network based around NFV, it is easier to expand and
modify the network, and it is able to provide considerably more flexibility as well
as being able to standardize on much of the hardware as it consists of additional
computing power. Traditional physical network hardware has always been difficult
to change and upgrade. Introducing a software patch or rolling out a new service
on a physical network can take months to complete. This is both time consuming
and costly. NFV, network functions virtualization started in with mobile telecom-
munications networks with the promise of making networks more flexible and far
easier to upgrade and change. The NFV architecture comprises major components
– including virtualized network functions (VNFs), NFV management and orchestra-
tion (MANO), and NFV Infrastructure (NFVI) – that work with traditional network
components like OSS/BSS. Furthermore, NFV promotes virtualizing network func-
tions, which are responsible for a specific treatment of data flows, which were carried
out by specialized hardware devices, and migrating them to software-based appli-
ances. By migrating NFs from dedicated hardware to virtualization platform, NFV
can effectively improve the flexibility to deploy and manage service function chains
(SFCs). SFC is defined as a sequence of (NF) that should be traversed by a given
service flow in a predefined order.

2.1.5 Virtual Network Function

The internet base version of network functions is the Virtual Network Functions.
The network functions that were developed as middleboxes can be taken the place of
VNFs.With this virtualization trend, many and different technical network elements
such as DHCP, NAT, FW etc., have the ability to be deployed as VMs. A network
has many different VNFs which need different kind and quantity of resources. Due
to the fact that software and hardware are separated in the virtual environment, is
given the opportunity to make changes to the software and be aware of not alike
service functions. A VNF can take action at many network layers and one or more
VNFs can incorporated in the same physical network element.

2.1.6 Services

Service is a set of VNFs that can be implemented in one or multiple virtual machines.
In some situations, VNFs can run in virtual machines installed in operating systems
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or on the hardware directly; they are managed by native hypervisors or virtual
machine monitors. A VNF is usually administered by an Element Management
System (EMS), responsible of its creation, configuration, monitoring, performance
and security. An EMS provides the essential information required by the Operations
Support System (OSS) in a TSP’s environment.

2.1.7 Network Function Virtualization Infrastructure

Network Functions Virtualization Infrastructure encompasses all of the networking
hardware and software needed to support and connect virtual network functions
in carrier networks. NFV defines standards for compute, storage, and networking
resources that can be used to build virtualized network functions. NFVI is a key
component of the NFV architecture that describes the hardware and software com-
ponents on which virtual networks are built. NFV leverages the economies of scale of
the IT industry. NVFI is based on widely available and low-cost, standardized com-
puting components. Also, it works with servers – virtual, bare metal, or other – and
the software, hypervisors, virtual machines, and virtual infrastructure managers to
enable the physical and virtual layer of the network. Furthermore, it standards help
increase the interoperability of the components of the virtual network functions and
aim to enable multivendor environments. NFVI is composed of NFVI-PoPs which
are where the VNFs, including resources for computation, storage, and networking,
are deployed by a network operator. NFVI networks interconnect the computing and
storage resources contained in an NFVI-PoP. This may include specific switching
and routing devices to allow external connectivity. NFVI works directly with VNFs
and VIMs and in concert with the NFV orchestrator. NFV services are instantiated
at the directive of the NFV orchestrator, which calls on VIMs that manage the
resources from the underlying infrastructure (NVFI). NFVI is as critical to realiz-
ing the business benefits outlined by the NFV architecture as any other functional
block. It delivers the actual physical resources and corresponding software on which
VNFs can be deployed. NFVI creates a virtualization layer that sits right above the
hardware and abstracts the HW resources, so they can be logically partitioned and
provided to the VNF to perform their functions.

2.1.8 Network Function Virtualization Management and Orchestration

Network Function Virtualization Management and Orchestration is the manager of
the NFV so as to work properly from its early stages. NFV-MANO, management of
NFV is now addressed by the MANO stream. NFV MANO is a working group (WG)
of the ETSI ISG NFV. It is the ETSI-defined framework for the management and
orchestration of all resources in the cloud data center. This includes computing,
networking, storage, and virtual machine (VM) resources. The main focus of NFV
MANO is to allow flexible on-boarding and sidestep the chaos that can be associated
with rapid spin up of network components. NFV MANO is broken up into three
functional blocks:

NFV Orchestrator(NFVO): provides management of the NFV services, which
is responsible for on-boarding of new NS and VNF packages; NS lifecycle manage-
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ment; global resource management; validation and authorization of NFVI resource
requests. Some of the functions that are typically required by NFV orchestration
include the following:

• Service coordination and instantiation: The orchestration software must com-
municate with the underlying NFV platform to instantiate a service, which
means it creates the virtual instance of a service on the platform.

• Service chaining: Enables a service to be cloned and multiplied to scale for
either a single customer or many customers.

• Scaling services: When more services are added, finding and managing suffi-
cient resources to deliver the service.

• Service monitoring: Tracks the performance of the platform and resources to
make sure they are adequate to provide for good service.

VNF Manager(VNFM): The VNFM is a key component of the NFV-MANO
that helps standardize the functions of virtual networking and increases interoper-
ability of software-defined networking elements. The VNFM is responsible for the
lifecycle management of VNFs under the control of the NFVO, which it achieves by
instructing the VIM. VNFM operations include:

• Instantiation of VNFs

• Scaling of VNFs

• Updating and/or upgrading VNFs

• Termination of VNFs

All VNF instances are assumed to have an associated VNF manager. A VNFM may
be assigned the management of a single VNF instance or multiple VNF instances.
The managed VNFs can be of the same or different types. VNF manager functions
are assumed to be generic and can be applied to any VNF.

Virtualized Infrastructure Manager (VIM): Controls and manages the NFVI
compute, storage, and network resources usually within one operator’s infrastructure
domain. These functional blocks help standardize the functions of virtual networking
to increase interoperability of software -defined networking elements. VIMs can
also handle hardware in a multidomain environment or may be optimized for a
specific NFVI environment. The VIM is responsible for managing the virtualized
infrastructure of an NFV-based solution. VIM operations include:

• It keeps an inventory of the allocation of virtual resources to physical re-
sources. This allows the VIM to orchestrate the allocation, upgrade, release,
and reclamation of NFVI resources and optimize their use.

• It supports the management of VNF forwarding graphs by organizing virtual
links, networks, subnets, and ports. The VIM also manages security group
policies to ensure access control.
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• It manages a repository of NFVI hardware resources (compute, storage, net-
working) and software resources (hypervisors), along with the discovery of the
capabilities and features to optimize the use of such resources.

The VIM performs other functions as well – such as collecting performance and
fault information via notifications; managing software images (add, delete, update,
query, copy) as requested by other NFV-MANO functional blocks; and managing
catalogues of virtualized resources that can be consumed from the NFVI. In sum-
mary, the VIM is the management glue between hardware and software in the NFV
world.

2.1.9 Software Defined Networking

Software Defined Networking encompasses multiple kinds of network technologies
designed to make the network more flexible and agile to support the virtualized
server and storage infrastructure of the modern data center. The goal of SDN is
to enable cloud computing and network engineers and administrators to respond
quickly to changing business requirements via a centralized control console. SDN
originally defined an approach to designing, building, and managing networks that
separates the network’s control or SDN network policy (brains) and forwarding
(muscle) planes thus enabling the network control to become directly programmable
and the underlying infrastructure to be abstracted for applications and network
services for applications as SDN cloud computing or mobile networks.

2.1.10 Network Service

Network Service is distributed with one or more network functions and is a full
completed functionality. It is also a set of chained VNFs in which the packets must
get though is so as to become part of the network service. The NFV deploys a
network service when it defines the: 1) numbers of the VNFs, 2) the order of the
VNFs and 3) how the VNFs are distributed in the Network Functions Virtualization
Infrastructure (NFVI) or Substrate Network (SN).

2.2 Define the Problem

2.2.1 VNE Problem

Embedding virtual networks in a Substrate Network (SN) is the main resource al-
location challenge in network virtualization and is usually referred to as the VNE
problem[1][2]. VNE deals with the allocation of virtual resources both in nodes
(mapped to substrate nodes) and links (mapped to substrate paths)[3]. It is mainly
concerned with the efficient mapping Virtual Network Requests onto a shared sub-
strate network. The VNE problem can be either offline or online. In offline problems,
all the virtual network requests are known and scheduled in advance while for the
online problem, such requests arrive dynamically and can stay in the network for
an arbitrary duration[4][5][6]. VNE is known to be NP-hard[7] ; therefore, most of
the work done in this area has focused on the design of heuristic or metaheuristic

5



algorithms and the use of networks with minimal complexity when solving mixed In-
teger Linear Programming (ILP) models. Embeddings can be optimized with regard
to several parameters, such as: embedding cost, link bandwidth, QoS, economical
profit, network survivability, energy efficiency[8][9], security[10][11], etc.

2.2.2 Resource Allocation Thee Phases

It is believed that the NFV framework will settle many of the network difficulties that
exist nowadays because of the wide use of specific hardware equipments. Further-
more, network optimization as well as cost reduction are likelihood to be achieved.
Also, it gives the chance to set up hybrid scenarios such as the co-existence of
functions being executed on virtualized and on physical resources[12]. Such hybrid
scenarios may be important in the transition towards NFV. In order to deploy a
NS the data traffic needs to cross a set of middleboxes with specific order so as
to create a processing in accordance with the function they perform. Middleboxes
orchestration is the task which decides which middleboxes are needed and guides
the traffic in between them.[13]. This procedure is being performed by hand until
now, and is set at the forwarding table entries of routers; the above is a cumbersome
and error prone process[14]. But the procedure of placing the physical middleboxes
tends to be inefficient due to the fact that it is inconvenient and costly to change
the location of the middleboxes with respect to the network conditions. In the NFV
ecosystem, an NS is a set of chained VNFs as shown in Fig. 1. The resource
allocation of demanded network services is one of the basic challenges in NFV-
based infrastructure. The name of this challenge has been named NFV Resource
Allocation (NFV-RA) problem. Productive algorithms are required for the resource
allocation in NFV so as to decide on which HVSs the VNFs will be placed and to
have the ability to migrate functions from one server to another in order to achieve
load balancing, decrease of CAPEX and OPEX, energy saving , etc. [15].This, give
us the opportunity to allocate dynamically the virtualized resources such as CPU,
memory, storage, to each VNF in accordance with the required service traffic and
also to deploy the targeted service function chains according to geography or cus-
tomer sets. Standardization organizations have already been working on introducing
NFV into 5G networks.

The component that is responsible for the resource allocation in the NFV ar-
chitecture framework is the orchestrator. Fig. 3 shows a scenario where VNFs are
managed by the orchestrator through the VNF as well as the virtualized infrastruc-
ture manager. (see Fig. 2). All the conditions are evaluated by the orchestrator so
as to execute the task of VNFs chains on the physical resources which it leans on
the VNF and the virtualized infrastructe managers. There are three stages in which
the resource allocation is performed: 1) VNFs Chain composition (VNFs-CC) which
handles problems that have to do with how many of each VNF to deploy and what’s
their order. 2) VNF Forwarding Graph Embedding(VNF-FGE) which handles prob-
lems that have to do with where to place the VNFs in the network infrastructure in
a appropriate way so as to streamline the network cost and assert the services’ re-
quirements and 3) VNFs Scheduling (VNFs-CH) which handles problems that have
to do with scheduling of VNFs’ execution time so as to minimize the total execution
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time of services.

Figure 1: Service Chain

Figure 2: NFV Architecture

2.2.3 VNFs – Chain composition (VNFs-CC)

When a NS is given to allocate its resources, the service providers get a chain of
VNFs so as to place and link the received functions on the physical substratum. Even
if this procedure is automated it is stiff both for clients as well as providers. The first
one have to specify services with complexity function dependencies, while the latter
have not the ability to build the chains in a way to be applied to their infrastructure
properly. Suboptimum allocation of chains is the aftermath which means that more
VNF instances may be required and the costs will be increased. The Structure of
the chain most of the times is flexible even if some dependencies and connections
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Figure 3: NFV Management and Orchestration

in between VNFs must be considered. There is no properly dependency between
leakage prevention system and a traffic shaper or between a proxy server and a WAN
optimizer. As an aftermath, many different chains can serve the same service. SFC
composition problem is called the problem of searching the most suitable VNF chain
given the specifications of the network service and the constraints of the resource.
Fig. 4(a) gives us the image of the specification of a network. In place of providing
the chain structure as a sum, the necessary information have to be informed by the
clients so as to allow the network service providers to obtain their best chain with
respect to a predetermined goal for example, lessen the network functions as much
as possible. Basically, a Virtual Network Functions Request is contained by five
parts:

• the pace of the data in the network,

• the chained VNFs with its own processing needs,

• the end-to-end VNFs flow,
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• the outbound connections,

• the required reliance.

In Figure 4 (b), is depicted a scenario with two potential chains for the service
delineated in Fig. 4(a). We can see that VNFs 2 and VNFs 3 are appeared in the
sub-flows VNF1, whereas VNF4 is appeared in the two sub-flows.

(a)

(b)

Figure 4: VNF Chanin Composition

2.2.4 VNF - Forwarding Graph Embedding (VNF-FGE)

The chain of VNFs which are composing an end-to-end network service, as it has
been claimed, is called VNF-FG. ”This resulting graph in the first stage is given as
the input of the embedding stage”. The NS runs an ordered set of VNFs which
VNF-FG is composed by so as to meet the service features. VNF-FGE search to
find where to distribute the VNFs in the network in a appropriate way. Additionally,
the optimization of the resource must be met with success in regard to a specific
objective (e.g. minimization of delay). VNF-FGE can be assumed that it is NP-
hard due to the fact that it can be seen as a generalization of VNE which is a
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NP-hard. The problem comprises the matching of virtual resources to substrate
resources. Substrate resources can be spent only when all the virtual resources can
be matched and the entire network is embendded. A specific composition of VNFs
which composes a service, provides a functionality. The physical resources are re-
moved by the virtualized layer and fasten the VNFs to the virtualized infrastructure.
A HVS is part of the NFV based network architecture with the characteristic of
a physical node. Hypervisor is a tool which is used by the HVS so as to control
the VMs with respect to the available resources.The VMs can serve more than one
VNFs with the same type e.g. computing storage and network. In the VNF-FGE
there are two phases of mapping. The virtual node mapping in which the VNFs
should be served by HVSs and the virtual link mapping in which the algorithm tries
to map all the virtual links between VNFs to the path in SN.

Figure 5: VNF Forward Graph Embedding

2.2.5 VNFs - Scheduling (VNFs-SCH)

This stage attempts to give an answer to the following question: what is better, to
execute each function in order to minimize the total execution time or execute each
function with degrading the service performance and respecting all the precedence
and dependencies between the VNFs composing the NS? The NFVI consists of
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many and several different HVSs, thus in order to minimize the execution time of
the network service we have to make a proper scheduling plan. The effectiveness,
performance, and efficiency of the scheduling process can be defined in terms of:

• number of available HVSs in the NFV infrastructure so they can process the
functions composing the services

• the computing capacity of each server to process all the assigned functions

• the complexity of the different network services, i.e., the number of functions
composing each service.

2.3

VNE and NFV-RA are in the same problem domain; in the end, the outcome of
both problems is the efficient allocation of virtual requests on top of the physical
network infrastructure. However, they present the following differences:

(i) VNE has static virtual network topologies where nodes are arranged in a fixed,
predetermined order as input. In contrast, NFV-RA’s input is a network service
request composed of a set of VNFs with precedence constraints and resource
demands that can be denoted by several Virtual Network Function Forwarding
Graphs (VNF-FGs)3;the task of the first stage of the problem (VNFs-CC)is
to efficiently build a suitable VNF-FG with regard to the operator’s goals.

(ii) Resource demands may change depending of the traffic load directed to them:
e.g., computing resource demands of a transcoding VNF vary depending on
how many multimedia data have to be transcoded. Also, bandwidth demands
change depending on the ordering of VNF instances[16], whereas resource
demands are mostly static in VNE.

(iii) VNE shares several similarities with the second stage of NFV-RA: VNF-FGE.
In fact, we think of VNF-FGE as a generalization of VNE because, while the
latter considers only one type of physical (networking) device, a much wider
number of different network functions coexist in NFV that can be mapped in
different kind of hardware(networking, computation and storage) devices.

2.4 Describe the important of the problem

Telecommunication Service Providers (TSPs) relay on having physical devices and
equipments to their possession for each function composing a given service. In
order to cover the incensed requirements of users for new services, TSPs need to
buy, store and handle new physical components and as an aftermath there is a
increased CAPEX and OPEX. Furthermore, because of the hard competition in
between them, it is difficult for the TSPs to reply to the increased expenses with
increased subscriber prices. This situation has steered to declining average revenue
per user, and enforced them to build more dynamic and agile networks with ease
in installation and managing in order to remain lucrative. The proposal of the
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NFV [17],[18] was to give a hand of help to the TSPs to meet with success these
goals. The basic idea behind of the NFV is to disconnect Network Functions (NFs)
from the physical network component on which they run. Advanced virtualization
technologies can play crucial role in pooling various NFs onto high volume servers,
switches and storage, which could be located in datacenters, network nodes or user
premises so as this to be achieved. VNFs have the possibility to be composed to
form a service and then relocated to different network without buying and installing
new hardware. With NFV TSPs will decrease their CAPEX and OPEX by leading
scalable and dynamic NFs to services. Despite this, when a number of VNFs is
required for a given service, two main questions aroused in NFV. Firstly, how to put
into effect and determine network functions and services. Secondly, how to map
and schedule the service’s functions to the physical network in an efficient way. The
first question is being covering by the ETSI [19]. While, the second one in not of
a big interest, with the TSPs doing it by hand. Challenges are increased when we
are talking about a large scale. Furthermore, the manually procedure of TSPs will
not be feasible as service requirements and networks are growing dynamically. As
noted in [20], In order to carry out the mapping of VNFs onto the physical nodes an
automatic procedure is required. This automation will be cover of course by smart
algorithms that will be able to face efficiently the services and the resources [21].

2.5 The scope of the analysis and targets of this studying

In this project, we formulate the VNFs mapping problem and then suggest different
algorithms for solution. In particular, we propose one algorithms that perform
the mapping of VNFs based on a metaheuristic criterion such as available buffer
capacity for the node and the processing time of a given VNF on the possible
nodes. In addition, the proposed meteheuristic algorithm starts by creating an initial
solution randomly, which is iteratively improved by searching for better solutions in
its environment. Finally, in order to have a comparable evaluation of the experiment,
we find the best solution as far as the minimization of the processing time in Nodes
for a given service is concern. Then we compare it with the results that our algorithm
produces.

2.5.1 Structure of the Project

The present Project for finding solution of the second phase of Resource Allocation
in the Network Function Virtualization will be propounded in a total of 5 Chapters.
The structure of the project is described below:

(i) In Chapter2, is given the definitions of the problem while in (2.2) is given the
mathematic formulation of VNF-FGE

(ii) In Chapter3, is given the related works that have been made so as to tackle
the same problem.

(iii) In Chapter4, is given the general information about the Ant Colony Optimiza-
tion as well as its origins.
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(iv) In Chapter 5, is given the simulation of the developed program through screen-
shots while plotted graphs are displayed to give a better image for the produced
solutions.

3 Chapter 2

3.1 Problem Statement

As far as the problem that we will tackle on this study is concerned, we give emphasis
in the second stage of the Resource Allocation, the Virtual Network Function –
Forward Graph Embedding (VNF-FGE) and we give the mathematic formulation
and the constraints of it.

3.1.1 Definition

Definition VNF-FGE in ACO. Given a network graph G(N,A), where N is the set of
HVSs, A the functions, Au ≤ A functions that are in the service. Given a set of
edge demands D each demand k & D being characterized by source, destination,
nominal buffer, processing time, the VNF-FGE problem is to find:

(i) the optimal placement of VNF nodes over NFVI clusters.

(ii) NFVI cluster capacity constraints

In our network model we propose a minimization of the processing time of the NFVI
cluster depended on the network service. Furthermore, we assume that:

(i) Every service has at least one function

(ii) Every function is linked with at least one node

(iii) Every node can serve at least one function

(iv) Every node can serve as much functions as his buffer can

3.1.2 Mathematic Formulation of VNF-FGE

Table I reports the mathematical notations used in the Ant Colony Optimization
formulation of the VNF-FGE. We work in an extended graph in which we try to
place the functions i in the nodes j(Actually to place the VNFs to HVSs). We
use two binary variables: mapi,j represents whether the function i is placed in the
node j or not; servicem represents whether a functionm is selected to be part of
a specific service.

Now we present the constraints:

•
∑
i=1

mapi,j ≥ 1∀j ∈ [1, n]

This means that every Node must serve at least one Functon
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Table 2: Mathematical Notations

Parameters Description

1 ≤ k ≤ m numer of Functions
1 ≤ i ≤ l numer of Functions in Service
1 ≤ j ≤ n numer of Nodes

20 ≤ fbi ≤ 30 Functionsi buffer
75 ≤ nbj ≤ 100 Nodej buffer

mapi,j mapi;j = {1, if Nodej can serve the Functioni and 0, otherwise}
servicem servicem = {1, if Functionm is selected for the service and 0, otherwise}

processingi,j pi,j = {≥ 15and ≤ 30, if mapi,j =1 and 0, if mapi,j =0}
pheromonei, j pheromonei,j = {≥ 1, if mapi,j =1 and 0, otherwise}

• nbj ≥ 0∀j ∈ [1, n]

This means that the buffer of each node must be greater than zero

• l ≤ 0.7 ∗m
This means that the service must be contained by maximum the 70% of the
number of the Functions

Function Mapping In Fig. 6(a) we can see a virtual network which is consisted
of Nodes (n1, n2, . . . n7) and every Node is able to serve a specific number of
functions (f1, f2. . . f8). Afterwards, a Service Request with functions ((f8→ f2→
f3 → f6 → f5)) arrives so as to be mapped. A likelihood mapping could be the
Fig. 6(b) in which the functions f3 and f8 are served by the Node n1.

4 Chapter 3

4.1 Related Works

4.1.1 Exact solutions

Linear programming algorithms can find optimal solutions. ILP can specifically be
used to optimize the VNF-FGE problem. ”Although ILPs are in many practical
situations NP-complete, there are exact algorithms (e.g. branch and bound or
branch and price) that solve small instances of the problem in reasonable time”.
The tools that execute these algorithms, which are called solvers, can be found
s open-source are proprietary. The VNE-FGE problem was proposed to be solved
with the help of ILP where the main goal was to minimize the usage of the physical
nodes. The evaluation of the performance has happened under different traffic loads
and in a small provider scenario. ”Another exact strategy is presented in where a
network-enabled cloud is considered the NFVI”. Another proposal for ILP was to
minimize the usage of the bandwidth in the physical network. When all the physical
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(a) Network node capabilities

(b) After mapping of service 1

Figure 6: Services are being mapped

nodes are NFV-enabled, the results show that the savings in the bandwidth are
bigger than in a hybrid physical network scenarios.
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4.1.2 Heuristic solutions

In NFV-RA the execution time is very important. Due to the fact that NFV has
to do with dynamic online environments the time that the service requests arrive
are not known. So, the execution time when we are trying to solve the NFV-RA
has to be minimized so as to avoid delay.For this reason, solutions that are based
in heuristic are proposed. Such an approach is presented in [22] where a repetitive
greedy algorithm is put into effect so as to map VNFs to physical node and to make
the total network load balanced. Algorithms that are trying to find the shortest path
are implemented for link mapping. There is another approach based on heuristic
trying to solve the VNF-FGE problem presented in [23]. In this presentation, is
proposed to divide the VNF-FGE into two known NP-hard problems. Firstly to
facility location and secondly to generalized assignment problems. It is introduced
then rounding-based heuristics so as to find solution for the problem and get results
that are better as far as the OPEX is concerned than with solutions that are greedy
based.

The VNF-FGE is the second stage and it has been studied to large extent.
”VNF-FGE can also be referred as middlebox/network function placement”. It has
been proved that the VNF-FGE problem is NP-hard. To find solution to this kind
of problems, many works develop it as a mixed ILP and implement a method which
is heuristic-based. In [7], It is studied two heuristic-based algorithms so as to make
the middlebox placement problem optimal. The first one is a greedy algorithm,
while the second one is ,VOLUME 4, 2016 8085 L. Wang et al.: Joint Optimization
of Service Function Chaining and Resource Allocation , a Simulated Annealing
algorithm. The results of the emulation have shown that the Simulated Annealing
algorithm does better than the greedy ones. References [19]–[21] in order to find
solution for the placement problem in different use cases such as SDN and data
center networks, use heuristic algorithms. Studies have also done in some context-
aware placement problems. ”T. Taleb et al. in [18] study VNF placement algorithms
in virtual 5G network, with the goal of minimizing the path length and optimize
the sessions mobility”. VNF scheduling can be mentioned to execution as well as
traffic scheduling in between VNF instances. R. Mijumbi et al. Suggest approached
that are based in greedy and metaheuristic so as to face the VNF execution time
scheduling in online VNF-FGE and VNF-SCH [11].

4.1.3 Metaheuristic solutions

NVF-RA can be considered as a tendency to combine optimization problem where
through an appreciable search-environment an optimal solution can be found. Be-
cause it is difficult to find an optimal solution through large instances, metaheuristic
algorithms are used in order to approach a near-optimal solution by repetitive im-
provement of solutions. [24]. ”To the best of our knowledge, the only metaheuristic-
based NFV-RA approach is presented in[68]”. Tabu search algorithm here is used in
order to find solution to the VNF-FGE and VNFs-SCH problems at the same time
targeting at decreasing the flow execution time. The results from the simulation
have shown that the relation is highly accepted, the average flow execution time is
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low as well as the embedding cost.

4.1.4 Tabu Search (TS)

Tabu search was used for mathematical optimization and it is a metaheuristic search
method that is based on neighborhood(local) search methods[25] . The local search
[26] method takes a possible solution Z and it checks the direct neighbors N(Z)
with the anticipation of finding a better solution Z’. The solutions that can be
found in the N(Z) are looked for to be almost the same to Z apart from few details.
Nevertheless, the local search methods have the tension to be hooked in regions
where the solutions are sub-optimal or are almost equal. Tabu search can improve
the efficiency of local search by making the basic rules more relaxed. At every
step, moves that are worsen have the chance to be accepted only if an improved
moved is not available (for example, when a move is hooked in a local minimum).
Furthermore, Tabu search gives description of the visited solutions or the sets of
the rules provided by the user with the help of memory structure. The algorithm
points out some solutions as ‘tabu’ when a possible solution has been re-visited the
previous short period or the one or more of the rules have been infringed so as not
moving there constantly. This kind of move is named tabu move. Nevertheless,
when this king of move has a adequately appealing evaluation where it could give
a better solution than has ever been visited before, the classification that tabu has
done can by overturned. A situation that gives space to a overturn to be happened
is called aspiration criterion[27].

4.1.5 Proposed TS Algorithm

For the purpose of designing a Tabu search algorithm, five considerable parts must
be defined: the initial solution, the neighborhood solutions, tabu list, aspiration
criterion and stopping condition. Now, we give description of these aspects.

(i) Initial solution: The first step is to define randomly an initial solution Z0.
This can be done by selecting randomly from the set N(i) ≤ N a virtual
machine j for each functioni in the service. After that, the mapped functions
are scheduled into the VMs. The solution Z that was found is set to Z0.

(ii) Neighborhood Solutions: For purpose of finding better than Z’ we have to
assess solutions N(Z) in the neighborhood Z. It is needed to be determined
the N(Z). In accordance to the ideal, the solutions that indicate a movement
of each function from one VM to another could create different solution.
Though, this situation would lead to make the search environment much
bigger. As a consequence, the neighborhood is restricted according to the
changes of the mapping in the functions with the biggest previous time gap.
The function f’ that has very big time gap is chosen to be migrated. According
to that, all likelihood solutions which would help the migration of f’ from its
current position to another virtual node which has the ability to process it ,
are involved in the N(Z). If none of the VM has the capability to process the
f’, as next candidate for migration is chosen the next function with the biggest
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time gap. As the migrations is completed, the scheduling of all the proceeding
functions is assessed so as to guarantee that the flow time is minimum.

(iii) ”Tabu List: If a function i has been moved from virtual machine j1 to virtual
machine j2, we declare it as tabu to move this function back to j1 during
the next m - 1 iterations.” The usage of m-1 is to give the opportunity to
the left-over m-1 functions to move before the function that is candidate can
return back to its VM. Tabu is also the selection of a solution with higher
flow time than the until now best solution.

(iv) Aspiration criterion: Allow for exceptions from the Tabu list, if such moves
lead to promising solutions. Furthermore, the algorithm selects the least tabu
move from the tabu moves when there is no other available moves.

(v) Stopping condition: There are determined two different use cases that define
when the algorithms has to be stopped:

(1) If there is not any improvement in the flow time after m repetitions in a
row,

(2) If there is no possible solution for all the function in the neighborhood
of solution Z. Apart form the above, the algorithm will be stopped also
when the number of the repetitions in ended.
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Figure 7: Tabu Search

5 Chapter 4

5.1 Solution Algorithm

5.1.1 General Info

Social insects have possessed an important role in the eco system due to the evolu-
tion. What supports this concept is their social organization. These insect societies
show us that the actions of the individuals but of the society as well are not led by
a centralized control. Through to the obey to the common good and to specific
communication skills they generate complex patterns. Ants can be characterized as
the most prosperous species as there are almost 9000 different species and they can
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live everywhere and in enormous numbers. [28]. Beyond entomologist’s interest of
observation of ants, nowadays computer scientists and engineers have shown cu-
riosity too. ”Ant societies feature, among other things, autonomy of the individual,
fully distributed control, fault-tolerance, direct and environment mediated commu-
nication, emergence of complex behaviors with respect to the repertoire of the single
ant, collective and cooperative strategies, and self-organization”. These character-
istics are appeared at the same time As a consequence, ant societies are shown as
new models for building algorithms for optimization problems such as scheduling,
network design, bioinformatics etc .”The different simulations and implementations
described in this research go under the general name of ant algorithms (e.g., [29] ,
[30], [31], [32], [33], [34], [35]])”. A new state is being created by the researchers
which combines implementations and theoretical aspects . It has been used as the
solid base to use the ant way to solve with success many real problems. ”Genetic al-
gorithms [[36], [37], [38]] and neural networks [[39], [40], [41]] are other remarkable
and well-known examples of Nature-inspired systems/algorithms”.

5.1.2 The origins of ant colony optimization

”Marco Dorigo and colleagues introduced the first ACO algorithms in the early
1990’s [[42],[43],[44]”. Ants belong to the social insects and their behavior was the
inspiration of creating these algorithms. They give priority to survival of their colony
rather than of themselves. It is true that ants can find shortest paths starting from
their nest to the food source. The way that ants try to find for food is described
below. Firstly, they start from their nest and are exploring it in a circle without a
specific order. Ants while are moving are secreting a chemical called pheromone on
the ground which creates a trail. Ants have the ability to smell and to communicate
through the pheromone. When it is time to select their way, it is likelihood to
choose paths that are marked by strong pheromone.When ants find food, they take
some of it back to their nest and the amount of the pheromone that they leave is
proportionally to the quantity and to the quality of the food that was found. ”It has
been shown in [45] that the indirect communication between the ants via pheromone
trails—known as stigmergy[46]—enables them to find shortest paths between their
nest and food sources”. We have a graph G= (V, E) which is consisted of two
nodes vs and vd and two links e1 and e2 respectively. The length of each link is
l1 and l2 accordingly where l2>l1. As real ants leave on the ground pheromone
while they are moving, trails are created. For each link ei, i=1,2 we introduce an
artificial pheromone value ti, i=1,2 which indicates the strength of the pheromone.
The behavior of the artificial ants is described below: They start from the point
vs (their nest) and they have to choose one of the two paths with probability pi
= τi/ (τ1 +τ2)i = 1, 2(1) so as to go the food. From the equation we can
understand that is τ1 >τ2 the probability to choose the first path is higher. Ants
then choose the same path to turn back and the pheromone changes :τi ← τi + (Q
/li) (2), where Q is the constant value of the model. The procedure that described
above is repeatedly simulated. In the real world the pheromone evaporated over
time.The evaporation is simulated as: τi ←(1 -ρ) · τi, i = 1, 2. (3) the parameter
ρ ∈ (0, 1] regulates the evaporation.For the simulation of the system we set the
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Figure 8: Ant Colony Optimization

values l1=1, l2=2 and Q=1 for the parameters. The values of the pheromone as
set to 0.5 each because they cannot take the value 0. The simulation have shown
that over time the ants tending to find and use the shortest path. There are three
main differences between the artificial and the real ants. Firstly, real ants move
through the environment asynchronously while the artificial ones move from their
nest to the food and back again. Secondly, real ants deposit pheromone with every
move that they do, while re artificial ones only when they return back to their nest.
Thirdly, real ants’ searching for food behaviour is grounded on evaluating a solution
indirectly, while artifical ones evaluation of a solution is based on a quality measure
which defines the strength of pheromone.

5.1.3 The ACO Metaheuristic

Artificial ants are looking for new stochastic solutions based on probability consider-
ing i)the pheromone in the paths that is changing in the course of time dynamically
and ii) the heuristic information about the problem. In ACO ants have the possi-
bility to search for a bigger amount of solution comparing with a greedy heuristic.
The heuristic information plays a crucial role due to the fact that leads ants to find
more optimistic solutions which can affect on the further repetitions [47]. ACO is
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an algorithm that is being used in order to solve any optimization problem.

5.1.4 Environment Description

We will create an Environment in which our artificial ants will try to search for almost
the optimal solution. This environment is well defined and there are restrictions as
well. The searched frame is actually a big array which is set by both variables
nodes(HVSs) as well as functions. The nodes represent the columns and functions
the rows. This array is dynamic. How big the array will be it depends on the
numbers which the user will select for each variable. For easiness, we will set the
nodes as “X” and the functions as “Y”. So, we have that the environment is equal
to X*Y . For example, if we set that there will be 10 nodes and 4 functions, our
environment will be like the Table 3 bellow.

Table 3: The hole exploring Environment

1.1[0] 1.2[1] 1.3[1] 1.4[0]
2.1[0] 2.2[0] 2.3[1] 2.4[1]
3.1[1] 3.2[0] 3.3[0] 3.4[1]
4.1[1] 4.2[0] 4.3[0] 4.4[0]
5.1[0] 5.2[1] 5.3[0] 5.4[0]
6.1[0] 6.2[1] 6.3[1] 6.4[0]
7.1[1] 7.2[0] 7.3[0] 7.4[1]
8.1[0] 8.2[0] 8.3[1] 8.4[0]
9.1[0] 9.2[1] 9.3[0] 9.4[1]
10.1[1] 10.2[0] 10.3[1] 10.4[0]

If a node(HVS) can support a function, the respective cell will be replaced by
1, otherwise by 0. To be more precise, let’s say that the node 1 can support the
functions 2 and 3 this will have as an aftermath of turning the cells 1.2 as well as
the 1.3 to 1 and the cells 1.1 and 1.4 to 0. With this logic, an array of 1 and 0
will be created and it will indicate to the artificial ants from where they can pass
through. We are interested only for the cells that contain 1s. Based on the previous
example, our new environment for exploring is the Table 4 below.

Table 4: Exploring the Environment of ”1”

3.1[1] 1.2[1] 1.3[1] 2.4[1]
4.1[1] 5.2[1] 2.3[1] 3.4[1]
7.1[1] 6.2[1] 6.3[1] 7.4[1]
10.1[1] 9.2[1] 8.3[1] 9.4[1]
- - 10.3[1] -

Now it’s time to set which functions our service needs to maintain in order to
be completed. We take that step for granted so we choose randomly which these
functions are. Let’s assume that our service needs the functions 1, 3 and 4. As a
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consequence, our environment is lessened by 1 row and the new one array is like
the Table 5 below.

Table 5: Exploring Environment according to the Service

3.1[1] 1.3[1] 2.4[1]
4.1[1] 2.3[1] 3.4[1]
7.1[1] 6.3[1] 7.4[1]
10.1[1] 8.3[1] 9.4[1]
- 10.3[1] -

For these cells we create randomly values for the processing time, node buffer
capacity and for the function buffer demand. The values of the processing time
will indicate how much time does a node take in order toexecute a function. The
node buffer capacity will indicate how many “resources” will the node have in
order to process the functions. The function buffer demand will indicate how many
“resources” does a function needs in order to be processed by a node. The values
of the processing time in milliseconds (ms) are selected randomly in a range of
[15,30]. The values for the function buffer demand are selected randomly in a range
of [20,30] and the values of the buffer capacity in nodes are selected randomly in a
range of [75,100]. For the cells of the Table 5 we create an array in which we will
save the values of the pheromone and at the beginning of the experiment all cells
will have the value 1.0.In this example, there are 4*5*4 = 80 possible paths for the
ants. Now that we have created the environment, the artificial ants are ready to
explore it and find solutions. The procedure that the first ant is taking in order to
find a solution is described in steps below:

(i) It starts from the nest.

(ii) It will select one of the four possible cells in the first row randomly.

(iii) Having selected the first cell, it will select one of the five possible cells in the
second row randomly.

(iv) Having selected the second cell, it will select one of the four possible cells in
the third row randomly.

(v) It calculates, from the respective array, the total processing time from the
cells that has passed.

(vi) Saves the value of the total processing time in a variable such as “bestSolu-
tion”

(vii) Update the pheromone values from the cells that the ant passed.

Now that we have defined the “bestSolution”, the following ants are taking the
same steps but with different action in step 6. If the new calculated value for the
total processing time is less than the “bestSolution” then the value of the variable
“bestSolution” is replaced by it and then the step 7 is executed. Otherwise the value
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of the “bestSolution” remains the same and no update in pheromone is happen until
a new better solution is found.

When a cell is selected, the node buffer capacity of this cell is reduced according
to the function buffer demand of this cell. So, there are constraints in the selection
of the cells. In order to a node to support a function, the remained node buffer
capacity must be bigger than the function buffer demand.If for example there is left
15 of buffer capacity in a node, this node cannot support a function with buffer
demand 20. This is a well-defined environment in which our artificial ants will try to
find almost the optimal path which is the path with the minimum processing time.

For our experiment we set 100 ants which will start to explore the environment
one by one. Each of one will follow the aforementioned procedure. We repeat
this over 100 times. For the first 3 repetitions of the experiment we use the first
procedure for selecting nodes which is totally random. For the next 97 repetitions,
ants are using another procedure which is described below:

(i) It starts from the nest.

(ii) It will select one of the four possible cells in the first row according both to
the pheromone values as well as to randomness.

(iii) Having selected the first cell, it will select on the five possible cells in the
second row according both to the pheromone values as well as to randomness.

(iv) Having selected the second cell, it will select on the four possible cells in the
third row according both to the pheromone values as well as to randomness.

(v) It calculates, from the respective array, the total processing time from the
cells that has passed.

(vi) If the value of the total processing time is better than the “bestSolution”,
then it is replaced by last calculated value.

(vii) Update the pheromone values from the cells that the ant passed.

We decided to do that in order to create at the begging more possible paths with
pheromone so as to give the chance to the next ants to have more possible paths
with pheromone to search.

The mathematical equation of the update of the pheromone is given below:

pheromone′ = pheromone+
q

processing

This indicates that the new value of the pheromone (pheromone’) in a node is the
previous one (pheromone) adding the value of

q/processing

where q is a constant value and processing is the processing time which a specific
function needs in a specific node. Having update all the pheromone values of the
cells, we short the pheromone array so as to put on the top the cells with the highest
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values of pheromone. This is because ants are trying to pass firstly from nodes with
high pheromone. We say try because as aforementioned above, the selection of
a node is depended also in randomness. In order to achieve this randomness, we
produce a number between (0,1) which will be compared with

pheromone∑
pheromone

which is the value of the pheromone in a the first shorted cell for a specific function
divided by the total amount of pheromone in cells that can support this specific
function. If the random number is bigger than calculated value, then the ant will
select this node only if the node can support this function with respect to the buffer
restrictions. Otherwise, a new value of

pheromone∑
pheromone

will be calculated based on next shorted cell and a new random number will be
produced. If none of these calculated values in the hole row is bigger than the
random generated number, the selection of the cellpasses to randomness. Every
ant passes through this procedure. The pheromone values in the cells are being
updated only if a better solution than the best one is found; the other solution are
not taken into consideration. If a node is selected for a function, the buffer capacity
of it is subtracted depending on the buffer demand of the function.

25



6 Chapter 5

6.1 Simulation/Experimentation

In Fig. 9 we can see that when we execute our program, a few parameters are
need to be defined. These are the number of the Ants that will search for possible
solutions, the number of Repetitions which claims how many times the search for
solution will be executed. Furthermore, both the number of Nodes as well as the
Functions has to be determined so as to create the search area in which the solutions
will be found. The final line of this screenshot defines which Functions the Service
will use e.g. from the total five Functions, the Service will use the second the third
and the fifth one.

Figure 9: Define Parameters

In Fig. 10 we see a frame with six columns and fifty rows. The first five columns
are the total Functions of our problem and the sixth column describes the Buffer
that each Node has. Each row is each Node and if this Node can serve a Function
the number “1” is displayed with the first”()” describing the processing time of
executing this function and with “{}” describing the buffer needed for the function
to be executed. Otherwise, the number “0” is displayed.
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Figure 10: All Nodes and Functions
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In Fig. 11 we see only the three Functions that the Service needs. Furthermore,
we have put the Nodes that can serve Functions at the beginning of the list and
then the Nodes that cannot.

Figure 11: Services and Nodes
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In Fig. 12 we can see that our program selects randomly a Node for each
Function. After the selection, the frame has been sorted according to the pheromone
values of each Node. In the first line are the Nodes that have been selected because
their pheromone values are bigger than the other.

Figure 12: Selection randomly of Nodes
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In Fig. 13 we see the point where the solutions are being produced with details
in the exact Ant and Repetition as well as in the Nodes that have been selected.

Figure 13: Produced Solutions
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In Fig. 14 we see the final Nodes that have been selected to serve the Functions
2, 3 and 5 with their respective details. We display two different solutions as we
have identified that the final best solution that the program found can be different
from the total delay of the Nodes with the biggest Pheromone. In some cases the
one solution is better than the other and vice versa.

Figure 14: The two final Solutions

And we achieved to find the 100% optimal solution in this experiment
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At this point we will display the fluctuation of the delay according to different
parameters of the program. For the sake of the diagram we will use one Ant and one
hundred Repetitions. There will be four or in some cases three different parameters.
The yellow line is the Minimum Delay which in the specific experiment can be found.
The red line is the value of Delay in each Repetition that our program found. The
green line is the best value for the Delaythat was found until that Repetition. And
lastly, the black line is the Delay of the Nodes with the highest pheromone.

Figure 15: The first experiment

# of Nodes #of Functions value of Difference in min
constant “q” and max of the

processing delay

50 5 30 40

Percentage of optimal approached 67.7% Percentage of optimal approached 78.20%
delay according to delay according to
Final Best Solution highest Pheromone values

Table 6: Parameters of 1st experiment
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Figure 16: The second experiment

# of Nodes #of Functions value of Difference in min
constant “q” and max of the

processing delay

100 10 30 40

Percentage of optimal approached 54.86% Percentage of optimal approached 58.49%
delay according to delay according to
Final Best Solution highest Pheromone values

Table 7: Parameters of 2nd experiment
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Figure 17: The thirtd experiment

# of Nodes #of Functions value of Difference in min
constant “q” and max of the

processing delay

50 5 120 40

Percentage of optimal approached 92.3% Percentage of optimal approached 92.3%
delay according to delay according to
Final Best Solution highest Pheromone values

Table 8: Parameters of 3rd experiment
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Figure 18: The fourth experiment

# of Nodes #of Functions value of Difference in min
constant “q” and max of the

processing delay

100 10 120 40

Percentage of optimal approached 959.52% Percentage of optimal approached 71.42%
delay according to delay according to
Final Best Solution highest Pheromone values

Table 9: Parameters of 4th experiment
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Figure 19: The fifth experiment

# of Nodes #of Functions value of Difference in min
constant “q” and max of the

processing delay

50 5 30 80

Percentage of optimal approached 81.13% Percentage of optimal approached 81.13%
delay according to delay according to
Final Best Solution highest Pheromone values

Table 10: Parameters of 5th experiment
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Figure 20: The sixth experiment

# of Nodes #of Functions value of Difference in min
constant “q” and max of the

processing delay

100 10 30 80

Percentage of optimal approached 54.14% Percentage of optimal approached 84.28%
delay according to delay according to
Final Best Solution highest Pheromone values

Table 11: Parameters of 6th experiment
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Figure 21: The seventh experiment

# of Nodes #of Functions value of Difference in min
constant “q” and max of the

processing delay

50 5 120 80

Percentage of optimal approached 85.45% Percentage of optimal approached 78.33%
delay according to delay according to
Final Best Solution highest Pheromone values

Table 12: Parameters of 7th experiment
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Figure 22: The eighth experiment

# of Nodes #of Functions value of Difference in min
constant “q” and max of the

processing delay

100 10 120 80

Percentage of optimal approached 43.03% Percentage of optimal approached 64.02%
delay according to delay according to
Final Best Solution highest Pheromone values

Table 13: Parameters of 8th experiment

Now we will present some extra statistics. We will generate 1000 different
experiments with the same parameters and we will take the average percentage of
the optimal approach. The number of the Ants as well as the Repetitions will be
100.

# of Nodes #of Functions value of Difference in min
constant “q” and max of the

processing delay

100 10 120 40

Percentage of optimal approached 91.26%
delay with 1000 different

experiments

Table 14: Parameters of 9th experiment
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# of Nodes #of Functions value of Difference in min
constant “q” and max of the

processing delay

100 10 30 40

Percentage of optimal approached 87.20%
delay with 1000 different

experiments

Table 15: Parameters of 10th experiment

# of Nodes #of Functions value of Difference in min
constant “q” and max of the

processing delay

100 10 30 80

Percentage of optimal approached 81.68%
delay with 1000 different

experiments

Table 16: Parameters of 11th experiment

# of Nodes #of Functions value of Difference in min
constant “q” and max of the

processing delay

100 10 120 80

Percentage of optimal approached 87.93%
delay with 1000 different

experiments

Table 17: Parameters of 12th experiment
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7 Conclusions

A research has been made in the area of Network Function Vitualization and at the
same time in the meta-heuristic algorithm Ant Colony Optimization for a potential
usage in Telecomunications. By combining these two together we have achieved to
solve one of the three main problems that arouse in NFV, the Resource Allocation.
To solve the RA we had to find how to allocate the resources so as to have the
biggest advantage in the minimum delay in our case. In order to achieve this we
had to find which Nodes will serve which Functions. For the easiness of the problem
we generate a random array with 0 and 1. The 1 in a cell of the array says that the
Node which is the column will serve the Function which is the row, otherwise it will
not. In this environment we had to approach almost the optimal solution as far as
the delay is concerned by using the ACO algorithm which is playing the crusial role,
the role of the solution searcher.According to the parameters that the problem is
defined with, the result of the solutions are changing. With some parameters that
we found in a paper e.g. (#of Ants = 100, #of Repetitions = 100, #of Nodes =
100, #of Functions = 10, q = 30, diff = 15) our programm finds a solution that
approached the optimal by 90 %. Of course by altering the parameters the results
are changing respectively. If we increase the #of Ants or the # of Repetitions, it
is liklihood to have better results because the solution environmet will be searched
further. Additionaly, if we increase the #of Nodes or the #of Functions it is
liklihood to have worse results because the solution environmet will be scaled up
further. Furtheremore, if we increase the difference between the min and the max
of the value in processing time the results that we will get will be worse because it
will be more difficult to identify the minimum values in the solution environment.
Last but not least, the value q seams to play an important role as well. It is the
value that adds up the value of the pheremone in a path when a better solution if
found. From the experiments that have been made, it is shown that if we increase
this value we get better result than when we dicrease it.
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