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1. Introduction 
 
Throughout the history of mankind, trusted relationships have played a vital part in every 
transaction humans have made. Those transactions belong to a spectrum that starts from 
everyday life decisions and acts, to a more complex, sensitive and wide area that even nations 
are involved. 
 
Before the era of globalization of telecommunications that we live in, achieving trust was 
more related to human relations. Even though that the meaning of trust is known to all, it is 
hard to find a definition that strictly describes it.  
 
Trust is multidimensional, multidisciplinary and multifaceted concept. Many definitions can 
be found in literature and are related to notions as goodness, strength, reliability, integrity, 
ability or character of a person or thing. A trust relationship involves two parties, a trustor 
and a trustee. The trustor is the person that holds confidence, belief on the reliability of 
another person or thing which is the other party, the trustee. (Zheng & Valtteri Niemi, 
Towards User Driven Trust Modeling and Management, 2009) 
 
How though trust is established in modern computer networks, where the notions of the 
trustor and trustee are not represented by strictly  humans, but from entities that might never 
have had a relationship upon the trust can be build. 
 
In this project we will study the achievement of trust in traditional kinds of networks such as 
ad-hoc, mobile and wireless  and we will examine the ability to elevate the trust level in a 
computer network using the under development and mostly promising blockchain network.  
 
The network is going to be setup as a private blockchain network, where all the nodes that 
consist it, will be pre-set from an administrative team. The computers that will participate will 
have all the requirements in order to connect to the private network running as services on 
boot. 
 
The application will run on each node and on starting the application the very first check will 
be to start the node and connect to the network. Only if the network has been found and the 
node is connected to it, the application proceeds with checking the presence of web3js and 
only after successfully checking the communication of the web3js with the network, the user 
is prompt with the login page. 
 
The authorization of the user is checked upon a smart contract on the blockchain network 
and after a successfully prompt from the smart contract, the credentials are checked, in our 
case, on a fake backend where a JWT token is issued to the user in order to use the application 
depending on the role that he has. 
  



2. Trust in modern computer networks 
 
Before we see how trust is being established in modern computer networks we should see 
the differences between the real world and the world that is defined by computer networks. 
 
In real life, establishing and extending a trust relationship is defined by trusting a colleague 
and trusting a colleague’s trust about another colleague. In computer networks, the colleague 
is replaced by the node entity. Thus, trust is established by trusting a node, and extended by 
trusting a node’s trust about another node. 
 
The flow of how trust is established in the real world is constructed in the following example. 
For the sake of the example we have colleague A, B and C. Colleague A trusts colleague B. 
Colleague B trusts colleague C. In order to establish trust between colleague A and C, 
colleague C contacts A with a reference to colleague B. At the end colleague A calls colleague 
B to confirm his trust. (Eschenauer, Gligor, & Baras, 2002) 
 
Of course, the role of the participants in a relation of trust can be played either by persons, 
organizations, government authorities and states. The physical interaction is crucial to the 
initial establishment of the trust relation. 
 
In the computer network, for the sake of the example we will use nodes A and B. A 
certification authority certifies node A. The certificate is stored in a server. Node B has to 
contact the server to fetch that certificate in order to establish trust on node A. 
 
We can observe that  in the real world no trust infrastructure is required to achieve trust. In 
the computer network the presence of a trust authority is vital and that leads us to a single 
point of trust, to a single point of failure, that of the trust towards to the certification 
authority. 
 
Additionally, due to the fact that communications in the computing network rely not only on 
human beings and their relationships, but also in digital components, the establishment of 
trust involves more aspects.  The visual trust impression is missing and the accuracy of remote 
sent information can easily be distorted or even faked identities  can be created. So in order 
to mitigate a possible security or privacy risk, is crucial to understand the trust relationship 
between two digital entities. (Zheng & Holtmanns, Trust Modeling and Management: from 
Social Trust to Digital Trust, 2007) 
 
2.1 Reputation Systems 
   
The evolution that internet has brought into the electronic transactions has leaded towards 
the discovery of a new trust model. This of reputation based. The idea that is based, is that 
entities after the completion of a transaction can rate each other and the aggregated ratings 
about a given party are used to achieve a trust based on the reputation score. That score can 
assist parties that want to complete future transactions in order to decide whether or not 
transact with that specific party. 
 



The natural side effect of this system is in order the given party to maintain a high reputation 
score and as result to be chosen for future transactions, is to have a good behavior that results 
to an overall positive effect on market quality. (Audun, Roslan, & Colin, 2007) 
 
We see that trust is not only based on the reliability of an entity but also can be defined by 
the decision that will be made based upon it. 
 
2.2  Public Key Infrastructure 
 
Public Key Infrastructures (PKIs) are facilities to manage trust relationships. In order the 
relying parties to determine whether or not to trust another party, are depending on chains 
of PKI provided certificates. Except the main hierarchical model type of trust used in PKI there 
are several different models such as 
 

• Subordinated hierarchy 
• Cross-certified mesh 
• Hybrid 
• Bridge CA 
• Trust Lists 

 
(Linn, 2000) 
 
In general, a PKI consists of hardware, software policies and standards in order to manage the 
creation, administration distribution and revocation of keys and digital certificates. The digital 
certificates affirm the identity of the certificate subject and bind that identity to the 
certificate’s public key. 
 

• The elements that are included in the PKI include a trusted party, that is called 
certificate authority (CA). This party acts as the root of trust and is the one that 
provides services that authenticate the identity of entities.  

 
• Following the PKI chain, a subordinate CA called registration authority is certified by 

the root CA in order to issue certificates that are permitted by the root CA. 
 

• The certificates requests and issues are stored in a certificate database. The database 
also revokes certificates. 

 
• The certificate store which resides on a local computer in order to store issued 

certificated and private keys. 
 
A CA in order to verify the identity of an entity, issues a certificate for that entity which signs 
with its private key. Its public key is available to all interested parties in a self-signed CA 
certificate. (Rousse, n.d.) 
 



 
2.3 Trust Classes 
 
The establishment of trust that we mentioned above, through the reputation or PKI systems 
is related to the Identity trust. In the computer network world, there are also other trust 
classes that we need to consider. 
 
According to the Grandison & Sloman’s classification (2000),  trust classes are consist of the 
following: 
 

• Provision trust: the relying party’s trust in a service or resource provider. 
• Access trust: trust in principals for the purpose of accessing resources owned by the 

relying party. 
• Delegation trust: trust in an agent that acts and makes decision on behalf of the relying 

party. 
• Identity trust: trust that an agent is the one that claims. 
• Context trust:  trust that the relying party believes that all the necessary systems are 

in place I order to support the given transaction and provide a safety net in the case 
something goes wrong. 

(Audun, Roslan, & Colin, 2007) 
 
In order to be able to develop an application that stands as trusted, we have to look into all 
the for mentioned trust classes and find ways to secure each one of them. 
  



3. Software Architectures 
 
In the for mentioned trust in computer networks, all the implementations are base on a 
architectural approach of a centralized system. In that centralized system the relying parties 
are all connected to a central component that provides the service. That implies that if for a 
reason that central component ceases to provide the service (trust) the whole system 
becomes unstable and unable to operate. 
 
The decentralized system has several central components and the relying parties are 
connected to one of them. 
 
On the contrary, the concept of distributed systems, don’t rely on a central component but 
instead all the relying parties are connected to each other. None of the relying parties is 
connected to all others directly, but instead at least indirectly. 
 
 

 
 

Figure 1: Types of System Software Architectures 

 
 
There are several pros and cons to the different software architectures but we need to 
highlight the following 
 

• Points of failure / Maintenance: Centralized systems have a single point of failure so 
its easy to maintain. Decentralized have more that one point of failure but still the 
number is finite. Distributed systems since have no central point of failure are the 
most difficult to maintain. 

• Fault tolerance / Stability: Since centralized systems have one point of failure, a given 
issue with that point, makes the whole system unstable. In decentralized systems, a 
failure on a central entity will transform the system to multiple centralized ones. On 
the contrary, distributed systems are very stable and a single failure doesn’t interfere 
much with the stability of the whole system. 

• Scalability / Max Population: The centralized systems have low scalability, 
decentralized moderate and distributed infinite. 

• Ease of development / Creation: Centralized systems can be created easily, but 
decentralized and distributed have to first examine details in the way resource sharing 
will be done and how communications between the entities will be set up. 



• Evolution / Diversity: Centralized systems, since are based on a single model 
framework are difficult to evolve and have no diversity. Decentralized and distributed 
systems despite the difficulty on primary infrastructure, the evolution is tremendous. 

(Goyal, n.d.) 
 
Decentralization has been used in various fields of our society, like strategy, management and 
governance. The idea is to distribute control and authorities over various nodes and 
peripheries, avoiding having one central authority that will have full control. The concept of 
decentralization, has many similar characteristics with blockchain, as both have no signal 
central authority to control the whole organization. 
 
Since the Blockchain in its core is a distributed system we will go thoroughly through the 
concept of the distributed system and then analyze how blockchain can create a decentralized 
system via consensus mechanisms. 
  



4. Distributed Systems 
 
A distributed system is a collection of independent computers, that appears to its users as a 
single coherent system. (Tanenbaum & Van Steen, 2007, p. 2) 
 
The points of interest that come out of that definition are that the nodes, or computers of 
the distributed system are autonomous and the people that interact with the system they 
have the impression that they are dealing with a single system. In order that perception to be 
achieved, the nodes need to collaborate with each other. An important remark is that no 
assumption is being made regarding the type of nodes. That means that the participating 
nodes can vary from large mainframes to small sensors distributed on the network. 
 
Some of the important characteristics of the distributed networks are, as they formulate by 
the very definition of the network, the ability to hide from users the differences between the 
nodes, the consistent and uniform way the users interact with the system no matter where 
and when that interaction takes place, and the relatively easy way to expand and scale. 
 
The ability of the distributed system to scale derives from the fact that participating nodes 
can be different computers, working as part of the system without their presence to be shown 
to the holistic view of the network. 
 
Another characteristic is that is available continuously, even if some parts of the system may 
be out of order. As result, the modification, replacement or addition of new nodes are not 
noticed by the end users. 
 
In order to achieve the seamlessly collaboration of the different nodes within the system, and 
at the same time achieving a single system view, most of the times the distributed systems 
rely on a software layer that is placed between a higher application layer and a layer that 
consists of the various operating systems. 
 
 

 
 

Figure 2: Distributed System Unification of Operating Systems and Computers 

  



At a more compact definition we can describe a distributed system as a computing paradigm, 
where two or more nodes coordinate and work with each other in order to achieve a common 
outcome. The distributed system is modeled in a way that the end users perceive it as a single 
logical platform. (Bashir, 2017, p. 64) 
 
As the different nodes in the system actually act as an individual player and all nodes can send 
and receive messages to and from each other, that doesn’t mean that the behavior of the 
nodes can be always honest. The nodes, can have honest, faulty or even malicious behavior. 
 
The main challenge in a distributed system is no matter the behavior of the nodes, the system 
should be able to tolerate this and continue to work flawlessly. 
 
4.1 CAP Theorem 
 
The complexity of designing a distributed system is very challenging. The CAP theorem, proves 
and states that any distributed system cannot guarantee at the same time Consistency, 
Availability, Partition Tolerance. There must be made trade-offs in order to achieve the 
desired level of performance and availability required for a specific task. 
 

• Consistency: is the property that ensures that all nodes within a distributed system 
have a single latest copy of data. In order to achieve consistency consensus algorithms 
are used. 

• Availability: is the property that indicates that the system is functioning and is 
accessible for use, receiving and sending data as and when required  

• Partition Tolerance: is the property that ensures that if a failure occurs in a distributed 
system and part of the nodes are not functioning, the system will continue to work 
correctly. In order to achieve fault tolerance, the most common and widely used 
method is replication. 

 
 
If Consistency and availability are important, the partition of the date is not possible. If the 
Consistency is not important, we can partition the data to achieve high availability. If the data 
need to be partitioned and also Consistency is important then there is no high availability. 
(Veen, 2015) 
 
 
4.2 Byzantine Generals 
 
Since the participating nodes act on their own and the distributed system has no hierarchical 
structure where a leading node instructs the rest, and the behavior of the node can vary from 
being honest, the distributed systems face with the Byzantine Generals problem. 
 
The Byzantine Generals problem, is defined by the following scenario. A number of generals 
command different parts of the Byzantine army and  want to  attack an enemy city. In order 
to achieve that, and to be successful, the must have a common plan, agree on that and 
execute it at the same time. The communication between the generals is made solely with 
messengers. 



 
The problems in that scenario are that on more generals can be a traitor and can 
communicate a misleading message. That message can cause confusion to the army. In order 
to solve that, a viable mechanism has to be found, to allow agreement between the generals 
so that the attack will occur at the same time. The mechanism will have to be able to achieve 
the desired result even in the presence of a malicious General. 
 
In a real world comparison the Generals could be processors, the traitors faulty processors or 
system components including system software, and the messengers the 
communication/system data bus. Compared to the distributed system, Generals could be 
nodes behaving honestly, traitors could be malicious nodes, and the messenger as a channel 
of communication between the nodes. 
 
The problem with the generals, was solved in 1999 by presenting the Practical Byzantine Fault 
Tolerance Algorithm (Castro & Liskov, 1999) 
 
The algorithm states that in order to achieve agreement between the loyal generals in the 
presence of m traitors there must be: 
 

• At least 3m+1 generals to deal with m faults 
• Each general must be connected to each other with at least 2m+1 communication 

paths 
• m + 1 rounds of messages must be exchanged 
• the nodes must be synchronized within a known skew of each other 

 
(University of Houston, n.d.) 
 
 
The algorithm was used in practice in 2009 as part of the Proof of Work algorithm in Bitcoin, 
in order to achieve consensus. Other practical implementations of the algorithm have been 
used by aircraft manufacturers, in flight control systems. 
 
4.3 Consensus 
 
Looking into the for mentioned Byzantine Generals problem, it is easy to understand the 
importance to achieve consensus in distributed systems. By consensus we mean that the 
distributed system will reach to a final state of data where all the nodes have agreed upon. 
 
The Consensus is a problem that occurs in distributed systems and for that the use of 
consensus algorithms has to be applied. The agreement between two nodes is relatively easy 
to be achieved, like in a server-client model,  but when multiple nodes are participating the 
use of the algorithm is crucial to make sure, that once the value that we need to agree upon 
is committed, that decision is final and  will not be overwritten by future commits. 
 
There are several requirements that must be met so we can reach the desired result of the 
consensus. Briefly are the following: 
 



 
 
 
 

• Agreement: The same value must be decided by all the honest nodes 
• Termination: The consensus process is terminated by all honest nodes, and eventually 

those nodes reach to a decision. 
• Validity: The value that was agreed by all honest nodes must be the same as the initial 

value that was proposed by at least one honest node. 
• Fault Tolerant: The presence of malicious nodes shouldn’t interfere with the ability of 

the consensus algorithm to run. 
• Integrity: Every node should make the decision only one time in a single consensus 

cycle. 
 
(Bashir, 2017, p. 72) 
 
The main types of Consensus regarding the mechanism that is being used are the Byzantine 
fault tolerance-based and the Leader-based. 
 
The Byzantine fault tolerance-based rely on nodes publishing signed messages. The consensus 
is reached when a specific number of messages have been received. 
 
The leader-based mechanism, rely on the process of electing a leader between the nodes that 
proposes the final value upon the agreement will be made. The election is achieved after the 
nodes competing with each other. 
 
Two of the most popular consensus algorithms are Raft and Paxos. Raft is designed to be easy 
to understand, works by electing a strong leader and having it coordinate with a number of 
followers. The algorithm assigns any of the three states, Follower, Candidate, Leader to all 
nodes.  When a node receives enough votes becomes a Leader, and all the decisions have to 
go through him. 
 
Paxos is an older algorithm that Raft and was the first algorithm that had a formal proof of 
correctness. The nodes in a Paxos system have types as Proposer, Acceptor, Learner. The 
nodes in Paxos are assigned various roles and the algorithm decides on a single value by a 
cluster of nodes. Proposers propose values that should be chosen by the consensus. 
Acceptors form the actual consensus and accept values. Learners learn which value was 
chosen by each acceptor and therefore the consensus. (Bakhoff) 
  



5. Blockchain Technology 
 
All the DApps we described before rely on the deployment on their very core of Blockchain. 
Before trying to give the definition of Blockchain we have to understand what a distributed 
ledger is and how it differs from the traditional notion of the database. 
 
A distributed ledger on its simplest form is a form of database that is held and updated not 
by a central authority but from each participant (node) in a network. The records of the ledger 
are independently constructed and held by every node. Every single node processes every 
transaction, reaching to its own conclusions and then through the consensus process, when 
the agreement is reached,  the ledger has been updated and all nodes keep the identical copy 
of the ledger. (Bauerle, 2017) 
 
The main difference between a database and a ledger is that in a ledger we can only append 
new transactions while in a database we have the ability to append, modify and delete 
records. Although, a database may be used to implement a ledger. (Prusty, 2017, p. 55) 
 
Blockchain is a data structure, used to create a decentralized ledger. The structure of the 
blockchain consists of blocks connected to each other in a serialized manner. Within a block , 
a set of transactions is contained, also with a hash of a previous block, a timestamp that 
indicated the time that the block was created, and more information that will look into 
further. (Prusty, 2017, p. 56) 
 
In another definition, more compact one, a Blockchain is a timestamped, ordered and 
immutable list of all transactions. (Bashir, 2017, p. 231) 
 
5.1 Block Structure 
 
Since the block is a container data structure, that contains transactions in order to be included 
to the public ledger, there are several fields that consist it. The block structure, contains the 
following fields 
 

• Block size: a 4 bytes field that contains the size of the block 
• Block Header: an 80 bytes field that contains all the header fields from below 
• Transaction Counter: 1 to 9 bytes field that contains the total number of transactions 

in the block 
• Transactions: Variable length, contains the transactions recorded in this block 

 
(oreilly, n.d.) 
 
5.2 Block Header 
 
The header block consists of three sets of block metadata. The first set contains a reference 
to a previous block hash, and in total all those connection to the previous block form the 
blockchain. The second set is related to the mining competition and the third set is the merkle 
tree root. The merkle tree is a data structure to summarize all the transactions in the block. 



More in depth, the block header consists of the following fields 
 

• Version: a 4 byte field which indicated the block version number  to track software / 
protocol upgrades 

• Previous Block Hash: a 32 bytes field, a reference to the hash of the previous block in 
the blockchain 

• Merkle Root: a 32 bytes field, containing the hash of the merkle tree of all the 
transcactions included in the specific block. 

• Timestamp: a 4 byte field, that shows the approximate creation time of this block in 
the Unix epoch time format. 

• Difficulty Target: a 4 byte field, indicating the difficulty set for this block in the proof 
of work algorithm. 

• Nonce: a 4 bytes field that is a number that is changed from miners in order to produce 
a hash of the block that fulfills the difficulty target that is set. 

 
(oreilly, n.d.) 
 

 
 

Figure 3: Visualization of Blockchain Structure 



 
In order to understand the complete structure of the blocks that form the blockchain it is 
better to visualize it. At the figure 5, we see that every block is connected to each other with 
a reference to the hash of the previous block, that is stored within the block header. That 
chain connection of one block to its ancestor, forms the chain. 
 
Instead of keeping all the transactions within the block header, in order to be more sufficient, 
each block contains the merkle root hash of its transactions. A merkle tree is a data structure, 
that is used for efficiently summarizing and verifying the integrity of large sets of data. In 
reality a merkle tree is a binary tree that contains cryptographic hashes. The leaves of the tree 
get hashed, and the parent of the leaves actually is a hash of the hash of the two leaves. This 
process repeats till we reach the root of the merkle tree, where it’s a hash of all the nodes 
that are contained in the tree. In Blockchain, each node of the tree represents the hash of a 
transaction. 
 
(oreilly, n.d.) 
 

 
 

Figure 4: Merkle tree 

  



5.3 The Genesis Block 
 
Since the Blockchain consists of blocks referencing to the previous one, the genesis block is 
the first block of the blockchain. The assigned number to it is block number 0. It is the only 
block within the blockchain that doesn’t reference to a previous one, because no previous 
exist. For various networks, the genesis block is hardcoded in the client. Two nodes in the 
same network will only pair with each other as long as they have the same genesis block, 
otherwise they will reject each other. 
 

 
 

Figure 5: Bitcoin Genesis Block 

 
 
5.4 Mining 
 
In order to add a new block to the Blockchain, and create distributed trustless consensus and 
at the same time solve the double spend problem, the solution of mining was introduced.  
 
Mining is a resource-intensive process by which new blocks are added to the blockchain. The 
transactions that are contained within the blocks, get validated via the mining process by the 
mining nodes. In order to make sure that the required resources have been spent by the 
miners to add a block to the blockchain, the whole procedure is very resource-intensive. One 
block is created every 10 minutes, and the miners are rewarded with new coins (Bitcoin) if 
and when they add a new block to the chain, as well as transaction  fees so they will include 
the transaction in the blocks. (Bashir, 2017, p. 237) 
 
5.5 Bitcoin Proof of Work 
 
In Bitcoin, to add block to the blockchain, each node has to show that has performed an 
amount of work. The node has to find a hash value that is less than a certain number, that is 
the difficulty target that is set by the network. The difficulty is dynamically set by Bitcoin in 
order to stabilize the production of one block in ten minutes. 
 
The first node to find a winning hash, adds its proposed block to the Blockchain and collects 
the reward. Sometimes, it happens that more than one nodes reach to the winning hash at 
the same time and each node adds its block and broadcasts it to the network. In such an 



occasion a fork has been created and the chain continues to build by adding blocks to these 
branches by nodes that are closer to the winning node. The protocol though ensures that the 
branch with the maximum PoW will be included in the blockchain and the rest will be 
discarded. (Baliga, 2017) 
 
The mining algorithm in Bitcoin Proof of Work consists of the following steps: 
 

1. The previous hash block is retrieved from the bitcoin network. 
2. Contain a set of transactions that are broadcasted on the network into a block. 
3. Pick a nonce and compute the double hash of the header block and the previous hash 

using SHA256. 
4. If the hash is lower that the difficulty target stop the process. 
5. If the hash is greater, repeat the process by incrementing the nonce. 

 
 
Due to the fact, that the mining difficulty has increased and using CPU is no longer fit, miners 
started using other devices that produce more cryptographic power. Such devices include 
GPUs, FPGAs that is field programmable gate array, an integrated circuit programmed to 
perform specific operations and ASICs, application specific integrated circuits, to perform 
SHA256 operation. Due to the increased difficulty, even the ASICs are not profitable any more. 
That leaded to the creation of mining pools, thus pools that miners contribute their 
cryptographic power and split the awards depending on the agreement they had made in 
order to join the pool. 
 
5.6 Ethereum Proof of Work (Homestead) 
 
Ethereum in the current version that is called Homestead, it uses its own proof of work model, 
that is call EthHash. The reason hat EthHash was designed was to counter mining 
centralization. In Bitcoin proof of work, organizations and companies that have the power, 
were able to build enormous pools to mine bitcoin, using dedicated equipment like the ones 
we mentioned. Especially using ASICs. 
 
Ethereum utilizes two different techniques to counter that. The first is called memory 
hardness and is defined as the ability of a computer to move data around memory instead of 
performing calculations. This kind of process it performing well within the computer 
hardware, but is not working using ASICs. In that way the algorithm is ASIC resistant. The 
second technique is called GHOST and it is related to the recently orphaned blocks called 
uncles. So the nodes that produced an orphaned block, that was included in a temporary fork, 
still get a smaller reward even though that the block wasn’t included in the blockchain as an 
encouragement to continue mining. (Baliga, 2017, p. 7) 
 
5.7 Proof of Storage 
 
As an alternative to proof of work, Microsoft Research introduced a model called proof of 
storage. In this model the miners are required to store a pseudo randomly selected subset of 
large data in order to perform mining. 
 



5.8 Ethereum Proof of Stake (Serenity) 
 
In proof of stake the main idea is that the miners are required to demonstrate possession of 
a certain amount of currency. In that way they prove that have a stake in the coin. In that 
way, mining is easier for users that have a large amount of currency. 
 
 With proof of stake, we overcome the high demand in electricity that PoW requires. So, for 
example a user that if was applying a PoW model would have to spend an amount of $3000 
to buy specific mining equipment, now by applying PoS he simply would have to buy $3000 
value of cryptocurrency and use that as stake to buy proportional block creation chances in 
the blockchain and become a validator. 
 
Due to the fact that the selection of the validators is pseudo-random, no validator knows that 
he is going to be selected prior to his selection. The most common problem in PoS, is the 
Nothing-at-Stake problem. In PoW, a node in order to vote on multiple forks, would have to 
split resources and mine towards different forks. In PoS since that doesn’t apply, nothing 
stops a node to vote at multiple forks in order to increase its chances to win the reward. Thus, 
the malicious node would try to mine on multiple forks using the same coin. 
 
There are some different forms of stake such as proof of coinage, proof of deposit, proof of 
burn and proof of activity. In each one forms of PoS, different characteristics of PoS are taken 
into advantage. In proof of coinage, the miner is rewarding for holding and not spending the 
coins. In proof of deposit, the coins are somewhat locked and unable to be spent for a certain 
period of time. Thus the miners perform mining at the cost of freezing some coins for some 
time. In proof of burn, the miners get rewarded for destroying a number of bitcoins in order 
to get altcoins. In proof of activity, there is a hybrid state between PoW and PoS. The initial 
mining is based on PoW, and then the mining of the block is moved to PoS, where randomly 
three stakeholders are assigned to the block in order to digitally sign it. (Prusty, 2017, p. 289) 
 
Ethereum version Serenity, will adapt the PoS algorithm and more precisely, Proof of deposit. 
It is called Casper and is considered to be the most advanced PoS algorithm. Casper addresses 
the Nothing-at-Stake problem in the following way. If a validator’s block is included in the 
chain, the block reward for the validator is equal to the total ether within the active validator 
set. If the block is not included, then the validator loses a security deposit equal to the block 
reward. In this way a malicious validator, will not try to vote in multiple forks because he will 
lose that security deposit from the every fork he participated. (Baliga, 2017, p. 8)  
 
 
5.9 Intel SawtoothLake Proof of Elapsed Time 
 
Intel SawtoothLake is a blockchain platform that is developed by Intel, and its consensus 
algorithm is designed to work on a trusted execution environment (TEE) such an Intel’s 
Software Guard Extensions (SGX). 
 
The protocol randomly selects a leader in order to finalize the block. The trusted execution 
environment is responsible to guarantee the procedure of randomly electing a leader, from 



within all participating nodes and at the same time to secure the way for other nodes to verify 
that the leader was elected in a non-manipulative way.  
 
The way the election works is that every node has to run TEE using Intel GSX. Then each 
validator request a wait time from the code within the GSX. The leader is the validator that 
has the smallest wait time of all. (Baliga, 2017, p. 8) 
 
There are more algorithms based on the Byzantine Fault Tolerance and its variations that 
are used by different blockchain platforms such as the HyperLedger Fabric, mainly focused 
on consortiums where participants are known and centrally registered and verified, and 
Ripple and Stellar, platforms that are targeted to financial use cases and payments. 
  



6. Smart Contracts 
 
The concept of smart contracts is not new, but the high impact that have on their deployment 
on the blockchain in means of reducing cost of transactions and simplifying complex contracts 
has lead many organizations and financial and academic institutions to research on them. 
(Bashir, 2017, p. 333) 
 
In 1994 Nick Szabo, realized that smart contracts could be used in a decentralized ledger. 
Smart contracts are also called digital contracts, blockchain contracts, self-executing 
contracts. Smart contract are converted in computer code, and then are stored and replicated 
on the system while the network of nodes that participated in the blockchain supervises 
them. (Buterin, 2017) 
 
The smart contracts were included also in Bitcoin but in very limited way. 
 
Trying to give a definition to a smart contract, we could say that is a secure and unstoppable 
program representing an agreement that is automatically executed and enforceable. (Bashir, 
2017, p. 335) 
 
In another definition, smart contracts are computer programs that can be consistently 
executed by a network of mutually distrusting nodes, without the arbitration of a trusted 
authority. (Bartoletty & Pompianu, 2017, p. 1) 
 
From the definitions of smart contract their main characteristics are derived 
 

• Written in a language that a computer can understand 
• Includes agreements between parties in the form of business logic 
• Automatically executed when conditions are met 
• Enforceable, all contractual terms are executed even if adversaries are present 
• Secure and unstoppable, thus designed for fault tolerance and execution in 

reasonable amount of time. 
• Deterministic, thus the smart contract can be run in any node on the network and 

reach at the same result. 
(Bashir, 2017, pp. 336-339) 
 
At the following example of a smart contract, an option contract between two parties is 
written into the blockchain. The triggering event for a smart contract to be executed could be 
the reach of an expiration date or a strike price that is hit. At that point where the specified 
criteria are met and are coded within blockchain, the smart contract executes. The smart 
contract is distributed into the blockchain network, where the actual event can be shown that 
took place but at the same time the privacy of the actor participated is maintained. 
 
Smart contract not only define the rules and the penalties that are set by an agreement, but 
at the same time enforce the obligations that the participating parties have. 
(Buterin, 2017) 



 
 

Figure 6: Visual presentation of a Smart Contract 

 

 
 

Figure 7: Ethereum Smart Contract example 



 
6.1 Oracles 
 
The main limitation of smart contacts is their lack of communication with the external world 
in a sense that internal world is specified by the borders of the blockchain. In that way an 
oracle works as a bridge between the real world (external) and the blockchain (internal) by 
providing the requested data to the smart contracts. (blockgeeks, 2017) 
 
Oracles is an important component to the smart contract entity. It’s the way for smart 
contracts to have the ability to access external data that might be required to fulfill the 
business logic that the smart contract describes. 
 
Depending on the type of industry that the oracle is deployed, the data that can be supplied 
to the smart contracts vary from stock markets to sports data to weather data, even to data 
coming from Internet of Things devices. 
 
The oracles are digitally signing the data and in that way prove that the data are authentic. 
The smart contract then, can pull the data from the oracles or the oracles can push the data 
to the smart contracts. In order though to be able to be sure that the data an oracle is 
providing is not manipulated, it would be a good practice for the developers of the smart 
contracts to rely on data that come from an oracle that is provided from a large trusted party. 
(Bashir, 2017, p. 348) 
 

 
 

Figure 8: Smart Contract - Oracle 

 
  



7. Decentralized Applications DApps 
 
The majority of the applications that are Internet based, rely on a centralized architecture. 
The main relation of the application and the end users, is that the application is hosted to a 
server which is owned by a company or person and the end users are accessing that server in 
order to use the application. 
 
This inherits the common issues met with centralized architecture such as less transparency, 
single point of failure etc. to the application. Due to this concerns, a decentralized point of 
view is being brought into the designing and implementation of applications. The application 
that is based on a decentralized system is called a DApp. 
 
The DApp’s backend runs on a decentralized peer-to-peer network. Because of that, no node 
has ever complete control over the DApp. There are many different data structures in order 
to store the application data depending the DApp and the way it functions. 
 
The DApps also inherit the characteristics of the distributed network that are based on, and 
thus the developers have to solve the issue, that not every computer – node that is connected 
to the network will behave honestly. The misuse of the system in terms of altering the 
application data, or transmitting and sharing wrong information to others, has to be dealt 
with the for mentioned consensus mechanism. (Prusty, 2017) 
 
In order for the application to be considered as a DApp the following criteria have to been 
met: 
 

• The application has to be open-source. 
• The application has to operate autonomously, no entity controlling the majority of its 

tokens. 
• The application may adopt its protocol in response to proposed improvements and all 

changed must be decided by consensus of its users. 
• The application’s data and records of operation must be cryptographically stored in a 

public, decentralized blockchain so no central points of failure exist. 
• The application must use a cryptographic token which is necessary for access to the 

application and through the token any contribution will be made to the miners. 
• The application must generate tokens according to a standard cryptographic 

algorithm, acting as proof of the values that nodes contribute to the application. 
(Johnston, et al., 2015) 
  
  



 
7.1 Classification of DApps 
 
The following classification of the DApps, is based on to the fact whether the DApp uses its 
own blockchain or they use another DApp’s blockchain. 
 

• TYPE I: DApps that have their own blockchain. The most famous type I DApps are 
Bitcoin and Litecoin. 

• TYPE II: DApps that use the blockchain of a type I DApp. Type II DApps are protocols 
and have tokens that are necessary for their functionality. An example is the Omni 
Protocol that was formerly known as Mastercoin. At the Omni protocol the claim is 
that the existing bitcoin network can be used as a protocol layer and on top of it a new 
layer will be built with new rules to apply but without changing the foundation. 
(Willett, Hidskes, Johnston, Gross, & Schneider, 2017) 

• TYPE III: DApps that use the protocol of a type II DApp. At the same philoshop  type III 
DApps are protocols and have tokens that are necessary for their functionality. A type 
III example is the SAFE Network that uses the Omni protocol in order to issue safecoins 
that can be then used to acquire distributed file storage. (Lambert, Ma, & Irvine, 2015) 

 
(Johnston, et al., 2015) 
 

 
 

Figure 9: Type II DApp visualization 

 
7.2 Advantages and Disadvantages of DApps 
 
As any kind of applications, the decentralized applications have some pros and cons that we 
have to be aware of. Some of the advantages are: 
 

• Fault tolerance: There is no single point of failure, as they are distributed by default. 
• Prevention of net censorship: Since there is on central authority on which a 

government can apply pressure to remove content, net censorship cannot be 
achieved. Not even the block of the app’s domain or IP address can happen, as the 
DApps are not accessed via a traditional IP address. The shutdown of the nodes, 
tracked by the node IP address can happen, but since the number of nodes is huge 
and the nodes are distributed in different countries, shutting down the whole 
application is very difficult. 

• Elevated Trust: Since no single authority exists, the users’ trust is elevated 



Some disadvantages are: 
 

• Updating / Fixing: Since ecery peer in the network has to update/fix the node 
software, this task is very difficult on DApps. 

• Verification of user identity: If a verification of the user is required, since there is no 
central authority to issue that verification, its difficult to address this issue. 

• Build difficulty: Due to the complexity of the protocols and the achievement of the 
desired consensus, building is challenging. 

• Dependencies: DApps shouldn’t depend on a centralized application API, but can be 
dependent on other DApps. 

 
(Prusty, 2017, pp. 50-52) 
 
7.3 User identity 
 
As mentioned at the disadvantages, the major disadvantage is the difficulty to manage the 
user identity / verification. In the centralized world the identity of a user can be verified made 
by submitting a piece of information and the business in charge decides. The term is also 
know as KYC, know your customer. When moving to the decentralized world, is critical to 
address this issue without adding extra complexity. All the participating parties will have to 
come to an agreement on the accountability of the identification verification criteria, in a 
trustless way. There is no way yet to accomplish that, most of the directives on KYC are issued 
by governments.  
 
Such an approach is the e-Resident authentication system that Estonia uses, where a digital 
ID card created securely digital signatures and proves the identity of the person / holder. 
Those features are very useful to the deployment of smart contracts that we will see further 
down. (Beregszaszi, 2016) 
 
The most popular form of a digital identity is the digital certificate, an electronic document 
used to prove ownership of a public key. 
Due to the limitations and difficulties that present with the use of a digital certificate as in 
form of a digital identity, such as to include the public keys of all the authorities and to be 
able to update or add new ones, the verification is included in the client side. 
 
The only viable way is to verify the user identity manually by an authorized person of the 
company that provides the client. (Prusty, 2017, p. 59) 
 
Of course, efforts are being made towards an identity management system as a DApp named 
, KYC-Chain. At this DApp, Ethereum is employed  and works via the use of trusted 
gatekeepers, who can be any individual or legal enity permitted by law to authenticate KYC 
documents. The trusted gatekeeper, will perform a chack on the user’s ID through the KYC-
chain platform and authenticate them. The files, will be stored on a distributed database 
system, where can later be retrieved by the trusted gatekeeper, or the user, in order to 
demonstrate that his ID is genuine. (coindesk, 2017) 
 



Users own the keys to their personal data and identity certificates, so they are the ones that 
choose what information will be shared, with whom and under what terms. The identity 
management does not only apply to a natural person but also to legal entities. (KEy-chain, 
n.d.) 
 
 
7.4 User Accounts 
 
The most popular way in a DApp to implement a user account is by the use a private-public 
key pair. The unique identifier of the account in the hash of the public key. In order a user to 
make a change to the account’s data the user needs to sing the change with his/her private 
key. A critical point to this implementation is the safe storage of the users private keys. 
In order to store safely the user keys, a software called wallet is used for that purpose. The 
wallet can be downloaded and installed (software wallet) and the user then can create and 
store multiple accounts. Various types of wallets have been developed such as software 
wallets, online wallets, hardware wallets and mobile ones. 
 

 
 

Figure 10: Software Wallet 

 
 
7.5 Popular DApps 
 
The world of decentralized applications is evolving day by day, as not only individual 
developers tend to participate, but also big organizations and governments that have the 
vision to acknowledge the benefits of deploying DApps. Some of the most popular DApps are 
the following. 
 
 
7.5.1 Bitcoin 
 
Bitcoin is not just a decentralized currency. It is a protocol, a digital currency and a platform. 
The combination of peer-to-peer network, protocols and software in order to create and use 



the digital currency named bitcoin. To distinguish between the protocol and the currency, the 
referral to the protocol is with a capital B, while the referral to the currency is with a small b. 
(Prusty, 2017, p. 285) 
 
 
7.5.2 Namecoin 
 
Namecoin was the first fork of Bitcoin and was the first to implement merged mining and a 
decentralized DNS. It solves the Zooko’s Triangle problem thus, creating a naming system that 
is at the same time secure, decentralized and human-meaningful. It is based on same 
technology with Bitcoin but with its own blockchain and wallet software. The idea is not to 
provide an altcoin but to provide improved decentralization, censorship resistance, privacy, 
security and faster naming. 
 
The Name coin securely records and transfer arbitrary names (keys), can attach a value (data) 
to the names (up to 520 bytes), transacts the digital currency named namecoins (NMC). 
(namecoin, 2017) 
 
 
7.5.3 Ethereum 
 
Ethereum is a decentralized platform, that allows to run DApps on top of it. The main 
advantage of it, is the ability to run smart contracts, thus applications that run exactly as 
programmed without any possibility of downtime, censorship, fraud orthird party 
interference. We will study Ethereum thoroughly later on. 
(ethereum, 2017)  
  
 
7.5.4 The Hyperledger project 
 
Hyperledger is a project to bring blockchain to businesses and to built permissioned DApps. 
It provides a place for various Blockchain frameworks to be hosted such as: 
 

• Burrow: modular blockchain client with a permissioned smart contract interpreter 
• Fabric: foundation for developing blockchain applications or solutions 
• Iroha: project to incorporate into infrastructure projects requiring distributed ledger 

technology 
• Sawtooth: modular blockchain suite designed for versatility and scalability 
• Indy: provides, tools, libraries and reusable components for digital identities rooted 

on blockchains. 
 
(hyperledger, 2017) 
 
 
 



7.5.5 Litecoin 
 
Litecoin is a peer-to-peer internet currency that enables instant, near-zero cost payments to 
anyone. It is a fork of Bitcoin released in 2011, and due to the faster block generation time of 
2.5 minutes, it allows faster transactions compared to bitcoin as well as improved storage 
efficiency. (Litecoin, 2017) 
 
 
7.5.6 Primecoin 
 
Primecoin is derived from Bitcoin but uses a different proof of Work algorithm, based on the 
search of prime numbers. This method, not only provides security and minting to the network 
but also generates a special form of prime number chains that are of high interest in the 
mathematical research. 
(primecoin, 2017) 
 
 
7.5.7 Zcash 
 
Zcash is a new crypto-currency released in 2016, based on the zero-knowledge proofs known 
as zero-knowledge Succinct Non-interactive Arguments of knowledge in order to provide 
complete privacy to the user. In contrary with the bitcoin and the rest crypto-currencies, that 
expose the payment history to the public, Zcash can fully protect the privacy of transactions. 
Even though it is based on the Bitcoin core, the addition of the advanced cryptographic 
techniques, guarantees the validity of the transactions without revealing additional 
information about them. It actually encrypts the contents of shielded transaction and in order 
to verify their validity, since they are encrypted, it uses a novel cryptographic method. (z.cash, 
2017) 
 
Although the implementation of the Zcash requires that the initial set up will be made by the 
Zcash team and that means that the organization or person that wants to deploy it, will 
genuine trust the Zcash team. This has brought controversies to the blockchain community. 
 
 
7.5.8 Sia 
 
The referral to Sia, is not mostly based on its popularity, but mainly to show the different 
implementations of blockchain  in the everyday tasks that we perform on the Internet. Sia 
was created to split apart, encrypt and distribute the files of a user across a decentralized 
network. The user, owns the keys thus owns the data. No outside company has access to the 
users files, unlike traditional cloud storage providers.  
 
The way it works, is simple, user A has storage that wants to rent to the Sia network, and user 
B wants to have access to storage to store his/her files. For that, user B pays siacoins to to 
user A as rent for the storage service he provides. (sia, 2017) 
  



8 Ethereum 
 
Ethereum is a decentralized platform that gives us the ability to deploy DApps on top of it, 
and at the same time allows smart contracts to be run, making the execution to run as 
programmed without downtime, censorship, fraud or any other type of interference. 
(ethereum.org, 2017) 
 
Ethereum was created by Vitalik Buterin in 2013, and the key idea behind it was the 
development of a Turing-complete language, being able to develop smart contracts for 
blockchain and decentralized applications. (Bashir, 2017, p. 393) 
 
 
8.1 Ethereum Clients 
 
Using the term client, we are just referring to a deployment of a node that is able to parse, 
verify the blockchain, its smart contracts and all the information that is related to that. A 
Client gives the ability to create transactions and also mine blocks. 
 
There are various clients that have been developed for Ethereum using different languages 
but the most popular between them is the go-Ethereum, known as geth, and Parity. 
 

 
Figure 3: List of Ethereum Clients 

  



 
The Ethereum client actually runs on the nodes and connects to the peer-to-peer Ethereum 
network and downloads the blockchain and stores is locally. The local copy of the blockchain 
is regularly synchronized with the network. Web3.js  is an Ethereum compatible Javascript 
API which implements the Generic JSON RPC spec. Thus, it communicates with the local node 
through RPC calls. 
 

 
Figure 4: Visual Representation of Ethereum Client Interconnections 

 
 
8.2 Ethereum Accounts 
 
An Ethernet account, is a simple public/private keypair that is used to sign transactions. 
Ethereum uses eliptic curve cryptography ECC, specifically using the secp256k1 parameter, 
thus 256-bit encryption. The public/private key is 256-bit long but in order to be represented 
by processors, is encoded as a 64-bit HEX string. 
 
A usual misunderstanding is that the actual public key represents the address of the account 
but this is not the case. Once the public/private keypair has been produced the following 
procedure takes place so the address can be generated. 
 

1. Generation of the keccak-256 hash of the public key which is a 256-bit number. 
2. Drop of the first 96 bits, so that remain 160-bit that is 20 bytes of data. 
3. Encode of the address as HEX string. That is the account address 

 
(Prusty, 2017, p. 79) 
 



 
Figure 5: Generation of Ether Account Address 

 
There are two types of accounts in Ethereum, the externally owned accounts and the 
contract accounts. 
 
The externally owned accounts are the simplest type, and are similar to account that are 
controlled by a private key in Bitcoin. They have Ether balance, are able to send transactions 
but have no associated code. 
 
The contract accounts, have Ether balance, associated code and in addition they have the 
ability to get triggered and to execute code as a response to a transaction or a message call 
that they receive. (Bashir, 2017, p. 444) 
 
 
8.3 Ethereum Currency 
 
As Bitcoin, also Ethereum has a native currency called Ether (ETH). By looking on online 
markets we can see that there is also another currency called Ether Classic (ETC). This is due 
to the fork that was performed on the Ethereum blockchain after the DAO hack. Actually there 
are two ongoing blockchains and ETH is the hard forked version where the active and future 
development is taking place.  
 
Ether has various denominations which are listed at the image  below. 
 



 
Figure 6: Denominations of Ether Currency 

 
 
8.4 Ethereum Transactions 
 
As a transaction in Ethereum is defined the signed data package that transfers ether from 
one account to another or to a smart contract, in order either to invoke methods of a 
contract or to deploy a new one. (Prusty, 2017, p. 80)  
 
Depending on the output that is being produced the transactions may be divided in two 
types, the message call transactions, where a simple message call is produced to pass 
messages from one account to another, or to contract creation transactions that result to 
the creation of a new contract. (Bashir, 2017, p. 404) 
 
The message call transaction, contains the following information 
 

• The recipient of the message 
• A signature that identifies the sender  
• The amount of ether to be transferred 
• The gas limit 
• The gas price 

 
In case the transaction is a contract creation one, it contains also the initialization code for 
the contract, or if it invokes a method of a contract, it contains input data. (Prusty, 2017, p. 
80) 
  
The following image shows the differences between the two types of transactions 
 



 
Figure 7: Differences in Fields between Transaction types 

 
8.5 Gas 
 
In Ethereum, the concept of Gas exists in order to define the computational cost that each 
transaction that takes place on the blockchain requires, so it can be executed.  
 
In the real world imagine that a vehicle wants to move from city A to city B. in order to do 
that, the owner would have to fill it up with gas and burn the required gas to travel from the 
one city to another. In addition, in order the road to be in fair condition there are people that 
work to maintain the road network. So driver has to pay specific tolls for travelling from city 
A to B. 
 
In a similar way, in the blockchain network, the node must have an Ether balance, and pay 
the gas price that is required in order to execute the transaction. Gas is considered to be a 
unit for computational steps. The gas limit is the maximum amount of gas that can be 
consumed in order for the transaction to be executed. The miners in order to include that 
transaction they collect the fee. 
 
 
8.6 Ethereum Consensus 
 
As for mentioned, Ethereum in its current version uses proof-of-work mechanism in order to 
achieve consensus within the network. The consensus mechanism is based on the Greedy 



Heaviest Observed Subtree  GHOST protocol, utilizing a simpler version of it. So in contrary 
with the longest chain in Bitcoin, Ethereum utilizes the heaviest chain. 
 
In Ethereum everybody can become a miner, try to solve the puzzle and as result may be 
awarded with 5 Ether and the amount of the transaction gas fees that are included in the 
specific block.  
 
In order to understand better the way that consensus is achieved, we will follow the 
procedure that takes place by the miners. 
 
A miner collects the new unmined transactions broadcasted to it and determines which of 
the transactions are valid and which are not. This is done by checking if the transaction is 
properly signed with the private key, the account the wants to execute the transaction to 
have sufficient funds (enough balance). With the collected valid transactions the miner 
creates a block, which is comprised of a header an the content. As content is the list of the 
collected valid transactions. We have for mentioned the fields that the header contains but 
in order to keep reading consistency, the header has the hash of the previous block, the block 
number, the nonce, target, timestamp, difficulty, the address of the miner etc. 
 
The miner changes the nonce in order to find the solution to the puzzle. The key to winning 
the puzzle is to find the proper nonce that when the block is hashed, the result hash is less or 
equal to the target has been set. The lower the target the more time is needed to find the 
proper nonce, the higher the target the less time is needed. 
 
When a miner finds the proper nonce, broadcasts the block across the network so each node 
will validate it and finally add their own copy to the ledger. If two miners A and B have been 
on the same block, and miner B finds the hash, then miner A stops working on the block and 
repeats the process for the next block repeating the whole procedure. 
 
Every block gets find by a miner approximately in every 12-15 seconds. If there is a deviation 
from this time, meaning the miners either solve the puzzles faster or slower then the 
algorithm automatically adjust the difficulty of the problem in order to bring back the miners 
to a 12 second time frame. 
 
Sometimes more than one miners reach to the mining of the block at the same time. There is 
no issue whether the blocks are valid or not, but the network cannot accept two blocks with 
the same number, nor can reward two miners for mining the same block. As solution, in the 
end the blockchain that has the higher difficulty will be accepted by the network. The valid 
blocks that are finally left out, are called stale blocks. 
 
 
8.7 Ethereum Virtual Machine EVM 
 
Every node on the Ethereum network runs the Ethereum Virtual Machine EVM. EVM is a 
simple stack based execution machine that runs bytecode instructions to change state. Stack 
size is limited to 1024 elements, the word size is 256-bits and is based on LIFO queue. 



It is a Turing-complete machine and due to the fact that is limited by the amount of gas that 
is required to execute a transaction, attacks such as DoS are not possible. It is fully isolated 
and sandboxed and the code that runs in EVM has no connection to the filesystem or the 
network. 
 
The program code is stored in a virtual read only memory VROM, and is accessible using the 
CODECOPY instruction. That instruction is used to copy the program code to the main 
memory which is read by the EVM and then starts to execute the instructions step by step. 
After each instruction execution the program counter and the EVM stack are updated 
(Bashir, 2017, p. 414) 
 

 
Figure 8: EVM operation 

 
The future development of EVM is headed to the ability to run the EVM instruction set codes 
natively in the CPUs making it way faster and efficient. At the same time, the research on 
utilizing web assembly is ongoing, thus gives the ability to run the machine code in the 
browser and result in a better speed benchmarks. 
 
8.8 Ethereum Block 
 
In Ethereum the block consists of the transactions list, the list of the headers of Ommers or 
Uncles and the block header (stale blocks) 
 
The Ethereum block header consists of the following: 
 



 
Figure 9: Ethereum Block Fields 

 
• Parent hash is the hash value (Keccack-sha3-256-bit) of the previous block header. 
• Ommers hash is the hash value (Keccack-sha-3-256-bit) of the list of the stale blocks 

that are included in the block. 
• Beneficiary is the address of the recipient that will receive the mining reward (miner). 
• State root is the Keccack-sha3-256-bit hash of the root node of the state trie. 
• Transaction root is the Keccack-sha3-256-bit of the root node of the transaction trie, 

thus the list of all the transactions that are included in the block. 
• Receipt root the Keccack-sha3-256-bit of the root node of the receipt  trie, thus the 

list of all the receipts of the transactions in this block. 
• Logs Bloom is a bloom filter that contains the logger address and the log topics of the 

log entry of each transaction receipt in the block. 
• Difficulty is the difficulty set on the block. 
• Number is the total number of the previous blocks. 
• Gas limit is the value on the gas consumption per block. 
• Gas used is the value that represents the total amount of gas used by the transactions 

on this block. 
• Timestamp is the epoch Unix time of the time of the block initialization. 
• Extra data is a field that can be used to store data related to the block. 
• Mixhash is a 256-bit hash that when is combined with the nonce is used as proof of 

the computational effort that has been spent to create the block. 
• Nonce is the 64-bit hash  that used with the mixhash is used as a proof of the 

computational effort that has been spent to create the block. 
 
(Bashir, 2017, p. 449) 
 
The transaction receipts that are mentioned is a mechanism that is used to store the state 
of a transaction after the execution of it. The receipts are stored in a index-keyed trie and 
the hash of the root of the trie is placed in the block header. 
 
In order to validate a Block certain checks have to be met such as: 



• Check if all Ommers are indeed Uncles and also if proof-of-work for uncles is valid 
• Check if the previous block exists and it is valid 
• Check that the timestamp of the block is valid. Meaning that is higher that the 

parent’s timestamp 
 
If any of these conditions fail then the block is considered not to be valid. 
 
The final step is to finalize the block. The process is being made by the miners in order to 
validate the contents of the block and thus to apply the rewards. There are four steps that 
need to be executed and these are:  
 

• Validation of the Ommers. 
• Validation of the transactions. 
• Reward application. 
• Validation of state and nonce.  

 
8.9 Ethereum Network – Peer discovery 
 
In the Ethereum network, all nodes are connected to each other but no every node is 
connected to all. A node is connected to few other nodes, which in turn connect to few other 
nodes leading to a network where eventually all nodes are connected.  
 
Depending on the usage and the purpose of the creation of the network and also on the 
characteristics of it, we are able to divide it in three different types. 
 
Those types are, the main network, which is the current live network of Ethereum and its 
public, meaning that there are no restrictions as to whom is able to join. 
 
The test net, which as described by its name is a test network of the Ethereum blockchain. It 
is used to deploy and test smart contracts and DApps before these are deployed to the main 
network. 
 
There are some cases though, that for specific reasons, a group of entities want to have a 
controlled network environment and for that there is the private nets. 
 
Ethereum has its own discovery protocol. The nodes are gossiping with each other to find 
about other nodes on the network. There are special nodes, called Bootstrap nodes that can 
be set in the source code that maintain a list of all nodes connected to them. When a new 
node connects, it first communicates with the Bootstrap nodes in order to connect and 
synchronize. (Github-Ethereum, 2017) 
 
An example in geth how to set up on start up which nodes will be Bootstrap nodes is the 
following: 
 
geth --bootnodes 
enode://pubkey1@ip1:port1,enode://pubkey2@ip2:port2,enode://pubkey3@ip3:port3 
 



We can see that each node is described by its public key and the actual ip and port on the 
network. In order to start the network without the default discovery protocol, geth must be 
run with the –nodiscover parameter. In this way, when on a private network, the nodes that 
are connected are only the nodes that explicitly get connected manually to a specific node. 
For example, if the private network consists of nodes A, B, C, D and node B is set as Bootstrap 
node we can add a new node by manually telling it to connect to node B. As soon as this will 
be done, the node list that node B holds will be shared with new node E and it will get synched 
with the network. 
  



9. Private Network Setup 
 
In this section we will try to setup a private network that consists of 3 nodes, Testnode1, 
Testnode2, Testnode3, we will see the communication between them and also we will send 
Ethereum from one node to the other. Geth client is going to be used as an implementation 
of the Ethereum nodes. 
 
The setup of the private network is going to be on  Ubuntu 16.04 VMs. In order to set up the 
private network, there are 3 components that are needed. 
 

• The private network ID 
• The Genesis file 
• The data directory that will be used to store blockchain data. 

 
 
9.1 Geth Install 
 
In order to install geth on Ubuntu we have to run the following commands 
 

 
 

 
 

 
 

 
 
In order to verify the installation of geth we issue the following command and see the 
outcome. 
 

 
 
We give the command geth account new to create an account and give the password for it. 
 
 
9.2 Private Data Directory 
 
The Ethereum is going to save the blockchain data in a specific directory that we are going 
to issue this as a parameter later at the initialization of the network. We create a directory 
as ~/.ethereum/privatenet 
 
 
 
 



9.3 Genesis File 
 
In the Genesis file, all the necessary information regarding the setup of the private network 
is included. We will use the following genesis file which will be placed in a directory 
~./private_ether/ 
 
The Genesis file we are going to use is the following 
 
{ 
    "config": { 
        "chainId": 15, 
        "homesteadBlock": 0, 
        "eip155Block": 0, 
        "eip158Block": 0 
    }, 
    "nonce": "0x0000000000000042", 
    "mixhash": 
"0x0000000000000000000000000000000000000000000000000000000000000000", 
    "difficulty": "0x200", 
    "alloc": {}, 
    "coinbase": "0x0000000000000000000000000000000000000000", 
    "timestamp": "0x00", 
    "parentHash": 
"0x0000000000000000000000000000000000000000000000000000000000000000", 
    "gasLimit": "0xffffffff", 
    "alloc": { 
 
    }     
} 
 
 
9.4 Initialize Network 
 
In order to initialize the private network we issue the following command 
 

 
 
and we expect the following outcome 
 

 



 
Next step is to launch geth, having 2 screens running in parallel in order to be able to have 
both the console and the log. 
 

 
 
At a new terminal window we issue the command: tail -F ~/.ethereum/privatenet/ eth.log 
 

 
 

 
 
We see from the log that the IPC endpoint has been successfully opened. 
 
 
9.5 Account Creation 
 
Next step is to create an account in the current node. We issue the following commands 
 

 
 
It asks for a passphrase and the account is created. 
 

 
 
Since we didn’t allocate ether to the node in the genesis file, checking the balance of the 
account will show 0 
 

 



 
Next step is to set this account as Etherbase/coinbase in order to get the mining reward 
 

 
 
We start the miner in order to get Ether into the account 
 

 
And we see at the eth.log the generation of the DAG which is a directed acrylic graph for the 
proof of work algorithm. The DAG is generated for every epoch, thus every 30000 blocks 
(100 hours). (Github Ethereum, 2017) 
 

 
 
Once the DAG is generated then the mining of the blocks starts 
 

 
 
Now we stop the miner and check again to see the balance on the account 
 

 
 
We see that the account has mined Ether 
 

 
 



 
The procedure so far has to be repeated in every node that we wish to participate in the 
network. 
 
 
9.6 Peering 
 
The created node is not connected to any other node since we issued the –nodiscover 
parameter at the Geth start. We can see that by issuing the following command. 
 

 
 
If we repeat the procedure so far to every node that we want as part of the private 
blockchain, we will see that none has member at the admin.peers. 
 
In order to connect a node to another we have to get information of the node that will 
connect to. We have repeated the process and have created two other nodes, node 1 and 
node 2. In total our network has 3 nodes. We consider node 1 to be our core bootstrap 
node, so we need to connect node 3 to node 1. 
 
In node 1 we issue the following command 
 

 
 
In our network the three nodes have the following IP addresses 
 

• Node 1 : 192.168.235.129 
• Node 2: 192.168.235.133 
• Node 3: 192.168.235.132 

 
In node 3 we have to issue the following command and in the brackets we have to specify 
the IP and port that node 1 listens. 
 

 
 
We see at eth.log the procedure of synchronizing with the network nodes taking place. 
 



 
 
 
 
 
Now if we give the command to check the nodes in node 3 we see the following. 
 

 
 
In node 1 we see that admin.peers result in showing both node 2 and node 3 
 



 
 
 
9.7 Sending Ether  
  
In the following example we are going to send 10 ethers from node 1 to node 3 and from 
node 3 to node 2. 
 
In node 3 terminal we issue the following command to retrieve the address of the account 
that we are going to send ether from node 1 
 

 
 
and in node 3 we first unlock the account 
 

 
 
and then we give the command to send ether to the address of node 3 
 

 
 



The transaction is not yet executed and we can see that is pending 
 

 
 
It will executed once we start mining in node 1 and we see the eth.log output 
 

 
 
We stop the miner and we check again for pending transactions. 
 

 
 
and we check in node 3 to check the balance. Note that previous balance was 40 
 

 
We repeat the process to send ether from node 3 to node 2 and to node 1 
 



 
 
and we see the difference in ether in node 2. 
 

 
  



10. DApp Development 
 
In order to get the benefits both of the blockchain and the private network tight security, we 
can develop a model under a DApp can be developed.  
 
The case scenario is the following: 
 

• The application must be accessible only from the organization’s private network. 
• The application must be installed only to verified by the administrators’ devices. 
• In case the authorized device is moved outside the organization’s network, no access 

to the application should be possible. 
• In case another device sits on the organization’s network no access should be gained 

over the network and conclude to successfully launching the application. 
 
 
10.1 Development Workflow 
 
For the requirements to be achieved we have to rely onto a trusted person, administrator, 
that will be responsible to initially set up the blockchain nodes to the devices and create the 
accounts. 
 
The administrator on top of securing the device, has to repeat the described process to 
successfully install a blockchain node and the actual DApp installation. The administrator is 
responsible for creating the account on the blockchain node and thus providing the node 
passphrase to the user. After installing and testing the Blockchain node, the administrator 
must install the application on the device and test it in conjunction with the network. After 
the test is successful, the administrator must provide the credentials needed to the end user. 
 

 
Figure 10: Workflow Procedure 



10.2 Application Workflow 
 
Since we need the application to be based on the security that blockchain provides, no access 
to the application should be achieved if prior we haven’t met the network. 
 
The DApp is developed in Angular 2, so the user has a frond end UI in order to be able to 
interact with the network. In order to save resources the blockchain node is not working on 
booting the device. An automated procedure is done on booting the device in order all the 
requirements are met to start the node. 
 
On visiting the web application page the user only has the option to press a button and 
connect to the network. Only if the node is connected to the organization’s private blockchain 
network the application redirects to the actual login page where the user can enter his/her’s 
credentials. 
 
By entering the credentials, the application invokes a trigger to a smart contract in order to 
check if the user is authorized or not. Upon success the user is able to login and enter the 
main features of the application. 
 

 
Figure 11: Application Workflow 

  



10.3 Setting the requirements for the nodes 
 
10.3.1 Supervisor – Running Script on Boot 
 
The concept behind the setup of the application is that the systems that participate on the 
blockchain network and running the application, will have all the requirements set up and 
running on boot. For this purpose we install at the Ubuntu Virtual Machines, the supervisor. 
 
Supervisor is a client/server system that allows its users to control a number of processes on 
Unix-like operating systems. (Supervisor, 2017) 
 
In order to install the supervisor we give the following command 
 

 
 
After the supervisor is installed we need to specify in the configuration file, the script that we 
want to run on boot, that will prepare and set all requirements for the node to get up and 
running when we desire. 
 
The configuration file for the service has to be located at /etc/supervisor/conf.d. At the file 
we specify the path of the script to be executed, and some parameters that can be found at 
supervisor documentation. 
 

 
 
  



10.3.2 Script for the requirements 
 
Supervisor will execute the script we specified on the configuration file. The start-up script, is 
responsible for installing and setting up the requirements for the Flask framework. 
 
The Flask framework is a micro-framework for Python. It is called a micro-framework because 
it does not require any particular tools or libraries. It is very simple, with no database 
abstraction layer, or form validation but can be extendable through various extensions. 
(Ronacher, 2010) 
 

 
 
As we can see the script loads all the requirements for the flask framework to be up and 
running  and once those are executed it runs the run.py file. The Flask framework, enables a 
Python web server running at localhost:5000 
 
This is the url that the Application calls in order to execute the script to enable the blockchain 
node. In order this to work, since the application runs on different port, CORS has to be 
enabled or specified on the Flask configuration loading the appropriate flask extension. 
 
Once the application connects through the Flask’s websocket to the blockchain network and 
receives the proper response that the blockchain network is connected and the node is 
running, only then the application proceeds to the authentication step of the user. 
 
By following this workflow, we ensure that only the system that is properly setup to connect 
to the blockchain network, connects to it, and after this, the application  proceeds to the next 
step which is the authentication of the user. At this point since we are connected on the 
blockchain, the authentication process will be done by triggering a smart contract on the 
blockchain. 
  



10.4 Launching the DApp 
 
Since all the requirements have been met with the network setup, we launch the application 
on localhost and on port 4200. The first page of the application will just show a button to 
connect to the network. At this point by pressing the button, the application will trigger the 
web socket at localhost and port 5000 and will connect the node to the network. 
 

 
Figure 12: Launching the DApp 

  



 
From the console we see that before pressing the button the web socket is waiting the trigger 
at localhost  and port 5000. 
 

 
Figure 13:  Web Socket at standby 

  



 
By pressing the button, the trigger to the web socket is activated and the node is started and 
connected to the network. The application shows a message upon successfully connected to 
the network as well as a button to disconnect from it by actually killing the process geth (the 
client that we use to run the Ethereum node). 
 

 
Figure 14: Connected to the Network - DApp 

 
  



From the console we see that the node has successfully been started and connected to the 
network and the RPC endpoint that it listens to is localhost and on port 8545. 
 

 
Figure 15: Console Geth connected to network 

 
From the console window and the initialization information we get, we can see that the 
private network ID is indeed 15, the one we set up on the genesis file, as well as the location 
of the local private database for the blockchain network. Since the HTTP endpoint is opened 
at localhost on port 8545, the next step is to check that the DApp is able to connect to the 
HTTP endpoint through the WEB3 Javascript API.  
 
The WEB3 Javascript API is responsible to communicate to a local node, through RPC Calls. 
  



By pressing the check WEB3 button, the application checks the presence of web3.js, and upon 
successfully communicating with the local node, as proof of concept it returns a message 
verifying that the WEB3 is present, the node address and the latest block number that is found 
on the blockchain. 
 

 
Figure 16: DApp checking WEB3 and login form 

 
Since the WEB3 is successfully found and communication between the DApp and the local 
node is established, the DApp shows the login form to the user.  
 
The login form consists of 3 fields, the first one is  the coinbase address of the node, which is 
taken from a web3.js call to the local node and is not accessible by the user, the second is the 
username and the third is the password of the user. 
 
These data are set from the administrator on the initial set up of the node and are given to 
the user. The final field of the login form is a radio button, indicating whether  the person that 
wants to login is an user or an administrator of the DApp. 
 
For the purpose of the project under the login button we have left an indication message fiels 
to see the actual data that are going to be sent to the application. 



10.5 Authentication 
 
10.5.1 Smart Contract 
 
For the purpose of the authentication a smart contract has been created that sits upon the 
blockchain network. We are going to go through the smart contract so to be able to 
understand better the authentication procedure. 
 

 
Figure 17:  Smart Contract 

 
The smart contract is written on Solidity. The first line is to declare which version we use, at 
this point is 0.4.17 
 



The name of the contract is LoginAddresses. 
 
We declare a struct  named AllowedAddress, and it consists of three strings, the username, 
the hashed and the role. This is the struct where we are saving the data of the allowed users 
to login to the DApp. 
 
Next we declare a mapping named approvedAddressess, that gets an address and maps it to 
the struct AllowedAddress. 
 
We also declare an array of addresses named addresses and an address admin. 
 
The constructor of the smart contract has to have the same name as the contract itself, and 
there we set the admin address that we declared to be equal to the msg.sender address, thus 
the address of the person that is calling the smart contract. 
 
We construct a function modifier to restrict that the message sender address is the admin 
and no other address. 
 
Next we construct a function named createAllowedAddress that takes the address, the 
username, the hash and the role strings. 
The address is needed to make a mapping to that address and the rest of the data are inserted 
to the struck object that this specific address maps to. 
 
So with this function we can add a username, a hash and a role on the smart contract that are 
mapped to a specific address. This function is restricted, meaning that the person that calls it 
has to be an administrator.  
 
Following we have helper functions named getAllowedAddresses and 
getAllowedAddressesCount that the first returns as array with the addresses and the second 
the length of that array. 
 
The actual check of the authentication takes place on the next function named 
getAllowedAddress. This function takes an address and a hash and checks on the mapping if 
the specific address has the same hash value and returns either true or false. 
 
So when from the DApp, a user fills in the form, with the procedure we are going to explain 
next, the form calls the getAllowedAddress from the smart contract and gets a Boolean value 
of true or false in order to proceed with the authentication. If a false value is returned, 
meaning that there is no allowed user to use the DApp with that address and hash, the login 
procedure is never going to proceed to the backend API to verify the credentials. Thus the 
whole procedure is controlled by the smart contract response. 
  



10.5.2 Login Form 
 
As previously described the login form gets from the local node the coinbase address, and 
from the user the username, password and role. The login form next calls the function signIn 
that takes those credentials and proceeds as follows. 
 
Using the CryptoJS we encrypt the password that the user inputs, using AES. Next we concat 
to a variable the coinbase the username the role and the encrypted password and we hash 
the variable using keccak256. 
 
The values that are being sent to the smart contract are the coinbase address and the total 
hashed value. 
 

 
Figure 18: Sign In function 

The signIn2 function then calls the authentication service login function that is responsible to 
call and get the reply from the smart contract. 
 

 
Figure 19: Authentication Service Login Function 

 
Once the true Boolean value is returned from the smart contract, meaning that indeed the 
user is allowed to proceed with the login, then the signIn function is called. For the purpose 
of the project a fake backend API provider has been set. In production environment this 
backend would be the actual backend service of the DApp. 
 
This fake backend is based on the MockBackend feature of Angular CLI. (Angular, 2018)  
 
The signIn function makes a call to a fake http url /api/authenticate  and if the username and 
the password set there are the ones that the user has entered, then the fake backend gives 
to the user a JWT. The JWT is responsible with the role that contains if the user is an admin 
or not and accordingly gives access to the allowed pages that are guarded by it. 
 
The JWT, thus the JSON Web Token is an open industry standard RFC 7519 method for 
representing claims securely between two parties. (JWT, 2018) 
 



For the purpose of this project we have set a JWT on the backend, with the coinbase field, the 
username set to correctusername and the role to admin. 
 
We fill the login form with the following credentials 
 

 
Figure 20: Filling the Login Form 

 
By pressing login, the form gets a true Boolean value from the smart contract, that there is a 
mapping with the specific address and the encrypted and hashed value sent, calls the fake 
backend and a JWT is set for the user to login. 
 
  



The user since the JWT has a role of admin, is verified as administrator, thus has access to the 
admin area of the DApp. 
 

 
Figure 21: Main Page of DApp after login 

 
At the main page of the DApp, and for proof of concept, we show how many connected nodes 
(peers) are on the blockchain network, the node address, the latest block number of the 
blockchain and the account balance that the user account has in Wei. 
 
At the top right corner we see the message that the user is logged in as correctusername, 
which is the value we set on the JWT.  
  



Since the specific user is verified as admin, there is an admin area that is accessible. The admin 
area is separated into two section, one that the admin user can see the address that the smart 
contract is deployed and by whom (which admin address. Following there is a table that 
consists of all the allowed nodes addresses. 
 

 
Figure 22:  Admin Area Information Page 

 
  



At the management options page besides the general information regarding the contract and 
the number of the addresses that are deployed on the contract, the administrator can add an 
allowed node and credentials for the user through a form. In this form the coinbase of the 
user must be added, as well as the username and the password and the role of the user. 
 

 
Figure 23:  Administrator Management Area 

 
Upon the form submission the DApp calls the smart contract function createAllowedAddress 
and maps the given address with the hashed value that the login form later will be called to 
compare. 
 

 
Figure 24: Entering Second Address 



Prior to submitting the form, since the form has the intention to alter the smart contract, thus 
means that needed gas has to be set in the function and also the coinbase account has to be 
unlocked and the miner has to be started. 
 
By submitting the form we see the following at the console. 
 

 
 
We are able to see the hash of the transaction sent, and also the address of the smart contract 
that is the recipient of the transaction. 
 
At the DApp we can see that the new address has been added to the smart contract. 
 

 
Figure 25:  Added Address in Smart Contract 

 
  



11.  Conclusion 
 
Being able to build a private blockchain network, where only pre-set computers from specific 
administrators will be able to join, both on the network section and on the application section 
we are able to increase the security of our deployed DApp. 
 
Instead though implementing the authentication security on the smart contract, only by 
checking if a mapping is present on the smart contact, thus making the node suitable, when 
solidity will be mature enough we could implement the set of the JWT on the smart contract.  
In that way there would be no need to check afterwards on a traditional backend service 
whether the user is authenticated and to provide him/her the JWT in order to login and 
navigate to the pages of the DApp that are set depending on his/her’s access level.   
 
The Blockchain world is a constant developing and changing environment and only by being 
able to build private networks and program and control the blockchain through smart 
contracts, shows how may things have been accomplished by the developers in such a short 
time on such a new technology. 
 
In the years to come and when the technology will be mature enough, and more significantly 
understood by the majority of the end users, the things that can be achieved could change 
the way we interpret the internet and the technologies that come with it and really lead to 
revolution in designing and building applications, services and secure networks.    
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