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ABSTRACT

The rapid evolution of the Internet technologies leads to the deployment of the new
infrastructures that allow the interconnection of an increasingly larger number of
devices and machines on the Internet. The dramatically increasing number of
devices and machines that embed Information and Communication Technology (ICT)
capabilities has led to a new era for the Internet that is known as “Internet of
Things” (IoT) and it will constitute core part of the Future Internet. The huge
amounts of the real world things/objects that will be part of the IoT, the
heterogeneity of the communication technologies, as well as the requirements for
the provision of composite functional capabilities and complex IoT services and
applications, require the design and the development of innovative technological
solutions that will enable the management of heterogeneous IoT infrastructures.

The abstraction of things and the application constitutes the milestone for the
deployment of innovative IoT solutions, by realizing the vision of real world things
that will be complemented by semantically enriched “virtual abstract
representations”, making them available in the IoT world. The development of
“virtual abstract representations” requires the composition of techniques,
methodologies and technologies from the fields of the “Virtualization”, for the
software abstraction of things and applications functionalities, and the “Semantics”,
for the semantically enriched description of the virtualized entities’ capabilities.
Furthermore, the management and the exploitation of the functional capabilities
provided by the virtualized entities, requires the introduction of cognitive
technologies, for the cognitive management, in different functional levels, ranging

from the virtual things level to the level of the services and the applications.

Considering the above, this dissertation focuses on the design and the development
of a “Semantic Framework for the abstraction of things and applications for the
Future Internet”. The architectural design of the proposed framework composes
technologies from the “Semantics”, the “Cognitive Management”, as well as from the
“Virtualization” and by extension from the field of the Cloud computing. These
technological fields are composed so as to structure an innovative solution as the
outcome of this dissertation. Aiming to this achievement, the framework initially
introduces concepts of the semantic modelling and the virtualization of things, as the
enablers for the abstraction and the aggregation of the functional capabilities of the

real world things, creating virtual abstract representations complemented by
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semantic descriptions. The building blocks of the “Semantic Abstraction and
Virtualization of Things”, and the “Semantic Storage System” support the software
virtualization and the semantic description data management, of the semantically
enriched abstract virtual representations, respectively. The cognitive management of
the virtualized things, in terms of their deployment, composition and control, for the
provision of composite functional capabilities is achieved by the "“Cognitive
Management and Composition of Virtual Things” building block. Complementing the
last building block with the “Cognitive Management of Services” building block, the
proposed framework allows the cognitive management of (composite) virtual things
and services. The services are realized based on the composite virtual things and
provide complex functional capabilities that satisfy advanced IoT requirements,
supporting in the same time the provision of innovative IoT applications. Moreover,
the cloud computing architectural principles are adopted, allowing the introduction of
an integrated Cloud-IoT framework that ensures high-performance, availability and
support scalability features. Finally, this dissertation aims to the validation of the

proposed framework as an appropriate solution for the Future Internet challenges.

Keywords: Semantic Technologies, Future Internet, Internet of Things,

Virtualization, Cloud Computing, Cognitive Management, Cloud-IoT

12



PhD Dissertation Dimitrios G. Kelaidonis

NMEPIAHWH

H aAuatwdng €EENIEN Twv OIAdIKTUAK®Y TEXVOAOYIWV €XEI 0ONYNOEI OTNV avanTuén

VEWV UNOJOP®WY MOU EMITPENOUV TNV 0IACUVOEON OAO KAl NEPIOCOTEPWV CUOKEUWV
Kal gnxavov oTto diadiktuo. O BeapaTtikd au&avopevog aplBPOC OUOKEUWV Kal
punxavav pe duvatotnTeg diaclvdeonc oTo dIadikTuo €xel 0ONnyNOEl OTNV €KKivnon
MIOC véac enmoxng Tou OJladikTUou, Mou avagEPeTal WG To «AIadikTuO TwV
AvTikelpévwv» - “Internet of Things” (IoT), To onoio kai 6a anoTeAéoel KUPIO KOPHO
Tou MeAAovTikoU AladikTuou. To PeyaAo NANOGOC QVTIKEIHEVWV, TOU MNPAyHaTIKOU
kbopou, nou dUvatal va yivouv peEpoc Tou IoT, n noikiAia Twv  JIKTUWV Kal TwV
ENIKOIVWVIQWV Mou Ba npénel va unooTtnpifovral, kabwg Kal ol anaitnosig yia Tnv
napoxrn oUVOETwV AsIToupyikwv OuvaTOTATWV Kal IoT unnpeci®v kai Epapuoywy,
anairouv Tov oxediaopo, TNV avanTtuén kair TNV XpAon VEWV TEXVOAOYIWV mnou 6a

KATaoTroouv duvaTh TNV anoTeAeouaTikn diaxeipion eTepoyevav IoT unodopwy.

H «a@aipeTikdTnTa» - “abstraction” avTIKEUEVWV Kal  €PAPUOYWV  AMOTEAEI
akpoywviaio AiBo yia Tnv anoTeAeopaTiki UNooTAPIEN Twv anartnoswv oto IoT,
npayuaTonoiwvTac Tnv 106a Katd Tnv onoia, KAOs avTikeiyevo nou eival diabeaiyo,
NPooBACIYO Kal EAEYEINO OTOV NPAYHATIKO KOOMO, MMOPEI va £XEl KIA ONUACIOAOYIKA
EMNAOUTIOMEVN «EIKOVIKN avanapdoTaon» — “virtual representation” oto IoT. MNa Tnv
avanTuén <«eIKOVIKWV avanapacTdcewv» - “virtual representations” anarteitar o
ouvOUAOPOC TEXVIKWV, HeBOdOAOYIOV Kal  Texvoloyiwv and To nedio Tng
«gIkovikonoinan» - “virtualization”, yia Tnv Baci{OPEVN OTO AOYIOHIKO apalpeTIKOTNTA
TWV AVTIKEIEVWV KAl TWV €QAPUOY®V, Kal TNG «Znuacioloyiac» - “Semantics”, yia
TNV avanTuén onNUAacioAOYIKWV MEPIYPAPWV TWV AEITOUPYIKWV OUVATOTATWV TWV
EIKOVIKONOINUEVWY  OvTOTATWV. EmnAéov, n Odiaxeipion kai agonoinon Twv
AEITOUPYIKWV OUVATOTATWV TWV EIKOVIKWV QAVTIKEIMEVWY, anaITEl TNV €loaywyn
YVWOIOKWV TeXVOAoylwv dlaxeipiong o€ OIaPOpPETIKA €nineda  AsIToupyikOTNTAG,
Kupaivopeva and To €ninedo EIKOVIKWV OVTOTATWY, OTO €NINEdo UMNPECIWV Kal
EPAPHOYQV.

AapBavovTag unown Ta napandvw, n napouca dIaTpIPr €0TIAlel 0To GXeDIAONO Kal
TNV avantuén «Znuacioloyikou MAaiciou yia TNV a@aipeTIKOTNTA AVTIKEIMEVWV Kal
epappoywv oTto AiadikTuo Tou HENNOVTOC». O apPXITEKTOVIKOG OXedIAOUOC TOu
npoTevopevou nAaiciou ouvdualel Texvoloyieg and To Xwpo Tng «Znuaciohoyiac» -
“Semantics”, Tng «Mvwolakng diaxeipiong» — “Cognitive Management”, kabwg kal Tou

nediou TNG «elkovikonoinong»-"Virtualization” kal kaT’ enékTaon and To XwWPO TOU
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«YnoAoyioTikou veépoucg» - “Cloud Computing”. Ta napanavw TeXvoAoyika nedia
OUVOETOVTAI MPOKEIJEVOU va OOMNOOUV Mia KAIVOTOHO AUon nou 8a npokUwel wg
anoTeéAeopa TnNG napouoag diaTpIBnG. ZTOXeUOVTAG OTN EMITEUEN AUTOU TOU OTOXOU,
TO MPOTEIVOUEVO NAAiOIO €l0Ayel TIC EVVOIEG TNG ONUACIOAOYIKAG MOVTEAOMOINGNG Kal
TNG EIKOVIKOMOINONG TWV AVTIKEINEVQWY, WG Ta OTOIXEid mou Ba emTpéyouv Tnv
aQAIPETIKOTNTA KAl TNV EVOMNOINON TWV AEITOUPYIKWV SUVATOTATWV TWV AVTIKEIUEVWV
TOU NpaypaTikoU kKOOWoU, avanTuooovTac aalpeTIKEG EIKOVIKEC avanapaoTAoEIG Mou
oupnNANpwvovTal and TNV onUAcioAoyIkn Toug neplypa®r. Ta apxITEKTOVIKA OOMIKA
TUAMATA «ZnUacioAoyikng AQaipeTIKOTNTAG Kal Eikovikonoinon AVTIKEIMEVWV»,  Kal
«ZnuacioAoyikoU ZuoTAKATog AnoBnkeuong», unooTnpi(ouv TNV €IKOVIKOMOINoN Kal
TNV dIaxeEipion Twv onUAcIoAOYIKWV JEOOUEVWY TWV ONUACIOAOYIKA EUNAOUTIONEVWV
EIKOVIKWV avanapacTdocwy, avTioToixwG H yvwaolakn Olaxeipion Twv EIKOVIKWV
QVTIKEIMEVWV, UMO TIC EVVOIEC TNG OUVOEONG Kal avanTuéng Toug, kabwg Kal Tou
€AEYXOU TOUG, YIa TNV napoxn GUVOETWV AEITOUPYIKWV dUVATOTATWY, ENITUYXAVETAI
ano 1o doMIKO THAKa «Mvwaolakng Alaxeipiong kal ZUvOeong EIKOVIKWY AVTIKEIMEVWV>.
To TeAeuTaio GOMIKO TUAMA, O ouvduaopd He autd TG «Mvwaolakng Aiaxeipiong
Ynnpeoiwv», EMITPENOUV TNV €loaywyn OuvaToTATWV YvwoIakng Olaxeipiong
OUVOETWV €IKOVIKOV OVTOTATWV Kal UMNPECIWV and TO MPOTEIVOUEVO nAdiglo. Ol
UNNPECIEC MPOKUMNTOUV G anoTEAeopa kai Bacilouv TIC AEITOUPYIKEG TOUG
duvaTtoTNTEC OTN OUVOEONC TWV EIKOVIKWV OVTOTHTWY, NAPEXOVTAC OUVOETEG
AEITOUPYIKEC dUVATOTNTEG MOU IkavonoloUV TIC anaitioei Tou IoT, unooTtnpilovTag
emnAéov TNV napoxn nponypevwv IoT epappoywv. ENINpooBETwC, 01 apyeC Tou
«YnoAoyioTikoU NEpouc» uIoBeTOUVTAI OTA NAQICIA TOU MPOTEIVOUEVOU MAQICIOU,
emTpénovrac Tnv avanTtuén Tou wc Cloud-IoT unodopr, €&aogaAifovTac uywnAn
01a0g01uOTNTA, ANodOTIKOTNTA KAl €NEKTACINOTNTA TNG unodounc. TéAog, BAcIkOg
oTOX0C auTtnG TNG dIaTPIPBNC €ival va NIKUPWOEI OTI TO «ZnNUacioAoyiko MAaioio» gival

KaTAaAANAO yia TNV avTIHETOMION TWV NPOKANCEWY Tou «MeAAovTIKOU AladikTUoU.

AEEeIG — KAe1d1a: Znpaciohoyikég Texvohoyieg, MeAovTiko Aiadiktuo, AiadikTuo

Twv AvTikeIpévwy, Eikovikonoinon, YnoAoyioTikd Népog, Mvwaiakn Aiaxegipion.
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MPOAOIOz

H ohokAfpwon autng Tng OIDakTopIKAG dIaTpIBAC NTAV HWId PAkpd kai OUOKOAN
diadikaaoia, n onoia anairoucs ouxvd TOCO NpPoondadsia 000 Kal andAuTn aociwan.
Mapa TIC JOKIKACIEG Kal TIG OUOKOAIEG KATAPEPA VA AMNOKTNOW MOAUTIHEG YVQOEIG
OTOV TOMEQ TNG Znuaciohoyiag, Tou AIadIKTUOU TwV AVTIKEIMEVWV, TOU YNOAOYIOTIKOU
NEPoOUC, TwV TNAEMIKOIVWVIGK®V OIKTUWV Kal UNNPEoI®V, KabBwe Hou O0BnKe n
€UKAIPIA VO OUPMETAOXWw O MOAAG ONUAVTIKA €PEUVNTIKA NPOYypAPUATA Kal va
HEAETNOW onoudaia apBpa o€ auTtdv Tov TopeEa. TiNoTa OPWC anod Ta Napanavw Ot
Ba €ixe eniTeuxBei XwpIC TNV EUNPAKTN UNOCTAPIEN NOAAWV avBPWNWV TWV OMNOoIwV N
OUMBOAR oTnv €peuva pou, HE OIAPOPOUC TPOMOUG, NTAV onuavTikn Kair a&idouv
€I0IKNG Jveiac.

MpwTa an' 0Aa, Ba nBeAa va ekPPACW TNV EUYVWHOOUVN HOU OTOUC £MNIBAENOVTEC
pou, AvanAnpwTr Kabny. AyyeAo Pouoka, kabwc kai Enik. Kabny. BéEpa STaupoulakn
kar Kalny. Mavayiwtn AgyéoTixa, TwvV OMoiwv n agooinwon Toug oTn napouca
dIaTpIP Kal TO €PEUVNTIKO POU €pyo, KABWG Kal n akadnuaikny Toug euneipia NTav
NOAUTIMN yia péva kaTda Tn dIdpKela TNG UAoMoinong auTng Tng npoonddeiac. Tinota
O0e Ba nrav duvaTtd Xwpic TNV napoucia Touc. Oa nBeAa va €uxapioThow TOUuG
ouveniBAénovreg, Av. Kabny. Mewpyio EuBupoyAou kai Enikoupo KaBny. AndoToAo
MnAiwvn, oI onoiol PE OTNpIEav Kal PE OUPPoUAewav ot kaBe oTadio AuTnc Tng
diatpiBric. EmnAéov, Ba nbeAa va suxapioTnow Ta PEAN TNG €EETACTIKAC EMITPONNG
Kabny. lewpyiog ZTacivonouAog, Kabny. MixanA ©soAoyou, Kabny. MIATIGdNG
AvayvwaTou, Av. KaBny. AyyeAikr) AAe€iou.

Eipal enionc euyvopwy yia TNV unooTnpIEn Toug kai 6a RBeAa va suxapioTrow TOouG
Ap. Mavayiwtn BAaxéa, Ap. Kwota Toaykapn, k. MNwpyo MoUAlo, Ap. Bacileio
dwTeIvO, kKaBwg kal Touc Ap. AidiIAia MnavToUva, Ap. Avdpea MewpyakonouAo, yia Tig

evdIaPEPOUTEG oUlNTAOEIC NoU gixaue OAo auTo To diaoTnua.

duoika, €ival nepITTO va avapepw OTI OAN auTn N Npoondadsia kal akadnuaikn nopeia
Ba Arav adlvato va oAokANpwOei Xwpic TN oTAPIEN TNG OIkoyevelag pou. Eipal yia
NAvTa EUYVOUWV YIa TNV auEPIOTN UNooTAPIEN TOUG Kal TNV KaTavonon OAa autd Ta
xpovia.
Mg ekTipnon
AnunTpiog I'. KeAaidwvng
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1 INTRODUCTION

1.1 Research Area — Motivation

The rapidly evolving Internet technologies introduce a new era of Internet and
networking infrastructures that will allow the interconnection of heterogeneous
entities with Information and Communication Technology (ICT) capabilities and non-
ICT capabilities to be part of the so called Future Internet. The Internet of Things
(IoT) is presented as one of the main visions of the Future Internet, that is
comprised and continuously growing by the vast amount of heterogeneous
interconnected devices, communication technologies and objects/things. The
handling of the amount of entities that will be part of the IoT requires suitable
architecture and technological foundations. The Internet-connected sensors,
actuators and other types of smart devices and objects need a suitable
communication infrastructure. At the same time, the lack in terms of management
functionality and means to overcome the technological heterogeneity and complexity
of the pervasive networks calls for the definition of mechanisms for enhanced
context-awareness, to provide high reliability through the ability to use
heterogeneous objects in a complementary manner for reliable service provision, for
energy-efficiency through the selection of the most efficient and suitable objects
from the set of heterogeneous ones and for security in these distributed networks of
cooperating objects. The sheer numbers of objects and devices that have to be
handled and the variety of networking and communication technologies, as well as
administrative boundaries that have to be supported do require a different
management approach. The idea of the IoT is to enable seamless and interoperable
connectivity amongst heterogeneous number of devices and systems, by allowing
not only communications, as it happens in the current Internet structure, but
enabling the data exchange and re-use by different things/object for the creation of
applications for the end-users with more complex capabilities [1].

In the current era, there is a wide range of technologies that have been introduced
for the realization of the IoT. The Radio Frequency Identification (RFID) and the
Wireless Sensor Networks (WSN) among other capabilities, support the unique
identification of the real-world things. Moreover, the introduction and the exploitation
of the Semantic Technology [2][3] capabilities allows the design and the
development of abstract virtual representations of the real-world things, as well as it
enables the interoperability and the integration among heterogeneous objects in

29



PhD Dissertation Dimitrios G. Kelaidonis

ubiquitous computing environments. However the communication between the
heterogeneous real-world objects over the Internet in a world-wide level could
constitute a critical problem for the ubiquitous computing, due to the wide variety of
the technological heterogeneity combined with the limited human capabilities [4].
Following the paradigm of the "“7 trillion devices for 7 billion people” [5]
complemented by the continuously growing number of heterogeneous objects, it is
obvious that the technical and technological heterogeneity constitutes one of the key
requirements that should be address in the context of the IoT [6] and by extension
for the realization of the Future Internet. In the same time, the heterogeneity of the
applications that are designed and deployed, using the Internet so as to
communicate with each other, constitute an additional important factor that should
be considered in the research topic of the heterogeneity application communication

and management over the Internet.

The abstraction of the things and the applications constitutes the milestone for the
effective managements of the above problems, by realizing the idea that a
thing/object, which is accessible and manageable in the real-world over the Internet,

will have a virtual representation in the IoT world.

The application of the Semantics in the Internet was based on the requirement for
the introduction of an innovative technology, capable to support the vast amount of
data that is related with the World Wide Web or Web [7]. The introduction of the
Semantic in the Web leaded to the “Semantic Web” [8][9] that essentially constitutes
the extension of the current Web, with difference that the information is provided in
well-defined way that allows simultaneously and with the high-performance value,
the more effective Human-to-Machine (H2M) and Machine-to-Machine (M2M)
collaboration. In the same time, by elaborating the current use of the “Semantic Web
Technologies”, they are introduced as key enablers for the “Hardware and Software
virtualization” as “Web Resources” available and accessible over the Internet and/or
over any networking infrastructure. At this point it should be highlighted that the
concept of the virtualization is one of the key features that are used in the context of
the “Cloud Computing” [10] that the Internet constitutes the main communication
infrastructure for the Cloud-based entities. The integration of the “Semantic web
Technologies” with the “Cloud Computing” technologies will support the provision of
innovative complex services, with high Quality-of-Service (QoS) able to respond to
the contemporary technological requirements of the IoT and the Future Internet.
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The deployment of technological solutions that will be based on the composition of
“Semantic Technologies” with the “resources virtualization techniques” (virtualization
of resources, Platform-As-a-Service (PaaS) [11][12] and Infrastructure-As-a-Service
(IaaS)[13][14]), as well as the large-scale data management technologies combined
with the “Cloud Storage Services” [15][16] will constitute a stable base for the
support of the future technological and industrial requirements in the Future

Internet.

Taking into account the above, it is concluded that the combination of different
contemporary semantic and cloud technologies is key feature that will help us to
overcome the barriers that are associated with the integration and the management
of the heterogeneous information and/or data that is included in the Future Internet
domains. This dissertation deals with the combination between the “Semantic Web
Technologies” and "“Cloud Technologies”, that are technologies of the Future
Internet, for the overcoming of the technological heterogeneity problems, allowing
the seamless interoperability among heterogeneous virtualized things/object and

applications of the IoT.

The “Semantics” and the “Semantic Web” refer to two different application fields
[17][18]; a) techniques for heterogeneous data collection/acquisition and b)
heterogeneous data modelling. The “heterogeneous data acquisition” part focuses on
the investigation, the design and the deployment of integrated technological
solutions for the collection of data from heterogeneous distributed resources. The
second one that refers to the “data modelling” elaborates the issues that are
associated with the structuring of heterogeneous data that is associated with
different things/objects from the real-world. Through the observation of the above
two key features it is concluded that the “Semantics” could ideally fulfil the
requirements that are associated with Future Internet in the level of the
representation heterogeneous things/objects related data, as well as in the level of
the data handling produced by heterogeneous data sources. Consequently, the
introduction of the “Semantics” could ideally contribute to the realization of the idea
for the “virtual representations” of things and application in the IoT. The last will
lead to the deployment of innovative and high-quality “resource virtualization”
services, supporting the Hardware and Software Virtualization, and building in the
same time the basic principles for the realization of the IoT and by extension of the

Future Internet.
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The introduction of technologies from the “Cloud Computing” field comes to enhance
in an effective manner the deployment of the “Semantic Web Technologies” in the
Future Internet. In particular, this dissertation will elaborate the introduction and
combination with the “Semantic Web Technologies”, of the Cloud technologies that
focus on the “virtualization” and the “distributed resources management”. Such
technologies will be based on the OpenStack Cloud [19], the Apache CloudStack [20]
and the Docker [21]. The main aim of the above dissertation’s proposed approach is
the achievement of the design and the deployment of high-performance, accurate,
reliable and high-quality of innovative “Semantic Mechanisms” for the IoT. The
“Semantic Mechanisms” will be part of the “Semantic Framework”, and they will be
provided as distributed mechanisms with scalability capabilities, making in this way

the “Semantic Framework” a “Cloud-based Semantic Framework”.

1.2 Dissertation’s Contribution

This dissertation deals with the “Semantic Framework for abstraction of Things and
Applications in the Future Internet”. The dissertation aims to enable the abstraction
of IoT entities, such as devices, applications and services, through the integration of
Semantic, Virtualization and Cloud technologies. Furthermore, the dissertation aims
to the design, the implementation and the evaluation of Cloud semantic-based
virtualization and cognitive management mechanisms that will be included in
different architectural/functional building blocks of the proposed Semantic

Framework, highlighting the innovation aspects and the dissertation contribution.

In this respect, the dissertation contribution and innovation aspects, in comparison to

existing work, could be classified in the following topics:

¢ Semantic Abstraction and Virtualization of Things: this topic deals with
the introduction and the combination of semantic and virtualization technologies.
The main contribution and innovation of the dissertation lies on the concept of

|II

an “abstract semantic data model” that allows the semantic description of
heterogeneous real world things, such as sensors, actuators, smart phones,
wearables, etc. Moreover, through the exploitation of the semantic description
data the framework allows the dynamic creation of “virtual representations” as
software modules that arise through the instantiation of appropriate software
templates filled by semantic data related to the virtual thing specifications and

functional capabilities. Different research works and activities, such as the [22]-
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[34] deal with this topic proposing data models, which however cannot support
the description of a wide range of real world things, whereas they follow a more
use case specific design approach. In addition, regarding the instantiation of
virtual things there are different approaches such as the [35]-[43] that follow a
semi-dynamic deployment approach of predefined/pre-structured software
modules that correspond to different device types. Essentially, the dissertation
aims to contribute to the field of the dynamic semantic-based deployment of
virtual things representations, evolving the currently used semi-dynamic
approaches. Such approaches exploit semantics mainly for search and/or
discovery purposes without supporting the dynamic exploitation of the meta-
data information (e.g. for the dynamic creation of software modules that
implement virtualized entities). Additionally, the proposed approach contributes,
by hiding the technological heterogeneity and complexity of the processes by the

end-users, including stakeholders and developers.

¢ Semantic-based Cognitive Management of Virtual Things and Services:
this contribution aspect deals with the introduction of cognitive mechanisms that
allow the semantic-based composition of Virtual Things, for the creation of new,
composite functional capabilities that will allow the deployment of complex IoT
services over distributed environments, such as multi-Cloud ecosystems. The
Composite Virtual Things may be formed according the end-user requirements
and/or based on particular policies, whereas the complex services, that are
created based on these composite virtual things, can support the provision of
innovative IoT applications. The main differentiation of the dissertation
contribution, in comparison to existing literature works, refers to the support of
the design and the deployment of Cognitive Management mechanisms that base
their capabilities on semantic description data and semantic data modeling
framework’s capabilities. Specifically, various existing works, such as [44]-[57],
focus on the deployment of customized (use case oriented and/or technology
specific) collaborative software agents to support requirements in dynamic IoT
environments. On the other hand, the Composite Virtual Things and the Services
are described by particular semantic data models and their semantic data is
exploited by advanced cognitive algorithms (e.g. Decision Making, Coordination,
Self-management (configuration, optimization, healing), etc.) for the provision of
innovative cognitive management capabilities. Such capabilities may be
associated with the natural language processing of user requests, the dynamic

33



PhD Dissertation Dimitrios G. Kelaidonis

composition of virtual things and services, the knowledge based instantiation of
services, etc. Essentially, dissertation’s contribution relates to the achievement of
dynamic composition, the cognitive management and the re-usability of the
virtual thing and the services, even outside of the context and domain for which
they were originally developed. Moreover, the proposed approach contributes to
the deployment of intelligent services, fulfilling requirements, while details and

complexity are hidden from end-users (e.g. developers, stakeholders, etc.).

¢ Semantic Storage System for Cloud-IoT infrastructures: the contribution
of the dissertation in this topic deals with more technical aspects, with respect to
the implementation of designed specification for the deployment of a scalable,
distributed storage and management system for the semantic data that is
associated with the (composite) virtual representations and the (complex) IoT
services and/or applications. The dissertation contribution focus on the
implementation of distributed semantic databases that allow the store, the
managements (e.g. queries and modifications) and the federation (e.g.
federated queries) of heterogeneous semantic data (aka meta-data) that
corresponds to the available (Composite) Virtual Things and Services across the
framework. The dissertation contribution differs than other related works, such
as the [58]-[68] on the approach of the deployment of the storage system
mechanisms and the management of the federated semantic data. Specifically,
the semantic storage system, as it is designed and implemented in the
dissertation context, includes a set of different mechanisms that support the
semantic data modeling and management requirements. These mechanisms are
implemented as REST APIs that can be deployed over different types of Cloud
infrastructures that support either hypervisor-based [69] or Container-based
virtualization [70] techniques. These APIs support the interaction with semantic
data management endpoints (e.g. performance of queries, modifications, etc.),
allowing in advance the interaction with the rest of the framework’s mechanisms
and external third-party entities. Essentially, the semantic storage system in
comparison to existing solutions structures and provides a generic HTTP-REST
Front-End communication interface between the Semantic Framework and its
client entities, towards a federation of schema-less semantic databases (e.g.
RDF stores).
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Finally, the dissertation contribution will be evaluated through the experimental
validation over different IoT and Cloud-IoT environments, including Smart

Home/Buildings and Smart Cities.

1.3 Dissertation Structure

The dissertation is structured in chapters, each of which provides a detailed
description on the research activities performed with regards to the topics noted in
Section 1.2. A brief description of them follows in the next paragraphs.

Chapter 2 The investigation and the detailed elaboration of the existing research
work that has been performed so far in the fields of the semantics, the virtualization
and the cloud computing for the IoT, constituted one of the initial aims for this
dissertation. Through the examination of the existing research work, the dissertation
aims to the achievement of the design, the implementation and the validation of an
integrated innovative technological solution that will not reinvent the wheel but it will
exploit the existing work by combining its result in order to enable the evolution of
the IoT. Towards this direction, three main areas are investigated: a) “Semantic
Abstraction and Virtualization of Things in the Future Internet”, b) "“Cognitive
Management of Virtual Things and Services in the Future Internet” and c) “Cloud
Internet of Things environments”. Each area is complemented by the detailed
overview of the related research activities that have been recorded in the scientific

bibliography, up to today.

Chapter 3 This thesis focuses on the design and the development of a “Semantic
Framework for abstraction of Things and Applications in the Future Internet”,
through the composition of Semantics, Virtualization, Cognitive and Cloud
technologies. This chapter describes the proposed framework and analyzes its main
architectural blocks and components. Specifically, it is presented a detailed
description of the functional capabilities and/or the mechanisms that are supported
by each architectural block. Having introduced and analyzed the proposed framework
the next chapters present the research work on the proposed solutions, resulted in a
set of different scientific publications. The research work has been classified in three
particular conceptual areas that relate to this dissertation work: a) “Semantic
Modelling for the deployment of Virtual Things in the Future Internet”, b) “Cognitive
Management of (Composite) Virtual Things and Services in the Future Internet” and

c) “Cloud-IoT infrastructures for the Future Internet”. Each research area is
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complemented by particular related publications that introduce, describe, validate

and evaluate the architectural blocks of the proposed framework.

Chapter 4 This chapter presents the application of the semantic framework
mechanisms, for the achievement of the abstraction of Virtual Things in the IoT. For
the abstraction of real world things, were applied semantic technologies for the
semantic data modeling of the devices, applications and services, as well as
techniques for the virtualization of IoT entities as RESTful Web Services (WS),
allowing their distributed manipulation though abstract software modules and
integrated mechanisms. The main concepts focus on the design and development of
semantic data models, design and implementation of software modules for the
representation of real world devices, as well as on the design of security principles
and mechanisms for the semantic-based access control management on the virtual
things / IoT entities. Amongst others, it is elaborated the application of various
framework components and functional capabilities in different proof-of-concepts,
such as the virtual things for the smart energy management of wireless technologies

and mobile applications in contemporary IoT environments.

Research on the proposed solutions, as they are described in the context of the

semantic framework, resulted in the following publications:

e Kelaidonis, Dimitris, et al. (2012, November). “Virtualization and cognitive
management of real world objects in the internet of things”. In Green
Computing and Communications (GreenCom), 2012 IEEE International
Conference on the Internet of Things (pp. 187-194). IEEE.

e Tilanus, Paul, Ran, Bob, Faeth, Matthias, Kelaidonis, Dimitris, & Stavroulaki,
Vera. (2013, June). “Virtual object access rights to enable multi-party use of
sensors”. In World of Wireless, Mobile and Multimedia Networks (WoWMoM),
2013 IEEE 14th International Symposium and Workshops on a (pp. 1-7).
IEEE.

e Kelaidonis, Dimitris, et al. (2014, August). “Smart energy management of
wireless technologies and mobile applications”. In Wireless Communications
Systems (ISWCS), 2014 11th International Symposium on (pp. 848-852).
IEEE.

Chapter 5 Having introduced and described the proposed solution for the semantic-

based abstraction and virtualization of real world things, this chapter focuses on the
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cognitive management of (Composite) Virtual Things and Services in the Future
Internet. Specifically, it is elaborated the introduction of a cognitive management
framework for the IoT that includes a set of different mechanisms the introduction of
cognition in the IoT environments. The cognitive management framework includes
different instances of the technological solutions and/or mechanisms that are
proposed by the Semantic Framework, such as the Semantic Storage System
capabilities, the (Composite) Virtual Objects and the cognitive management of IoT

services and applications.

Research on the proposed solutions, as they are described in the context of the

semantic framework, resulted in the following publications:

e Vassilis Foteinos, Dimitris Kelaidonis, George Poulios, Panagiotis Vlacheas,
Vera Stavroulaki, and Panagiotis Demestichas. (2013). “Cognitive
management for the Internet of things: A framework for enabling

autonomous applications”. Vehicular Technology Magazine, IEEE, 8(4), 90-99.

e Panagiotis Vlacheas, Raffaele Giaffreda, Vera Stavroulaki, Dimitris Kelaidonis,
Vassilis Foteinos, George Poulios, Panagiotis Demestichas, Andrey Somov,
Abdur R. Biswas, and Klaus Moessner. (2013). “Enabling smart cities through
a cognitive management framework for the internet of things”.
Communications Magazine, IEEE, 51(6), 102-111.

Chapter 6 This chapter focuses on the cloudification aspects of the Semantic
Framework mechanisms. In particular, the performance and the scalability of the
semantic framework, as well as the cognitive management framework functionality,
as it is presented in the chapter 5, could be ideally achieved by introducing Cloud
technologies. Furthermore, the data storage and management capabilities can be
empowered by combining the proposed mechanisms, such as the Semantic Storage
System, with Cloud storage mechanisms. Moreover the computational and
processing capabilities of the framework can be extended through the deployment of
the available mechanisms over distributed Cloud computing environment. The
distribution, as well as the extensibility of the resources is elaborated in the context
of this chapter and it is proposed an appropriate design approach for the
cloudification of the framework functionality, allowing Cloud-IoT deployments, such

as the Smart Cities infrastructures.
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Research on the proposed solutions, as they are described in the context of the

semantic framework, resulted in the following publications:

e Dimitrios Kelaidonis, Panagiotis Vlacheas, Vera Stavroulaki, Stylianos
Georgoulas, Klaus Moessner, Yuichi Hashi, Kazuo Hashimoto, Yutaka Miyake,
Keiji Yamada, Panagiotis Demestichas. (2016). “Cloud Internet of Things

framework for enabling services in Smart Cities”. Springer Book.

¢ Dimitrios Kelaidonis, Angelos Rouskas, Panagiotis Vlacheas, Vera Stavroulaki,
Panagiotis Demestichas. (2016). “A Federated Edge Cloud-IoT Architecture —
Enabling semantic-based service provisioning in Future Internet”. EUCNC
June, 2016, Athens Greece.

e Dimitrios Kelaidonis, Angelos Rouskas, Panagiotis Vlacheas, Vera Stavroulaki,
Panagiotis Demestichas. (2016). “Federated Edge Cloud Internet of Things
Architecture over 5G infrastructures”. Submitted to Communications
Magazine, IEEE, Feature Topic: Impact of next-generation mobile

technologies on IoT-Cloud convergence, April, 2016.

Chapter 7 The last chapter discusses the main aspects introduced by this
dissertation. Furthermore, on-going challenges are noted and finally the dissertation

is concluded.
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2 RELATED RESEARCH WORK

2.1 Chapter Outline

This chapter presents the research work, which performed in the context of the
dissertation with respect to the investigation of the existing related research activities
and the legacy work on the field of the IoT. The main target of the dissertation deals
with the design and the development of an innovative architecture for a Semantic
Framework for abstraction of things and applications in the Future Internet.
Consequently, the investigation performed in the context of the dissertation focused
on research projects, isolated research activities, collaboration actions and existing
technological solutions that deal with the tree main dissertation’s concepts and their
combinations, nhamely semantics and virtualization, cognitive management and cloud
computing. Three different main categories have been identified and they are
analyzed in the next sections. Essentially, this chapter constitutes an initialization
field for the research activities of the dissertation, since it summarizes a wide range
of research results. These results can be used as the initial point for the evolution

and the development of innovative technological solutions for the Future Internet.

2.2 Introduction

The last decade, various research activities have been performed on the
“Virtualization of Objects” by applying the Semantic Technologies for the
contemporary IoT environments [1]-[3]. The majority of the research activities
introduced the Semantics as the enabler for the interoperability among the
heterogeneous IoT entities. Moreover, various research initiatives studied and
continue the work on the introduction of cognition in the IoT, whereas studied the
composition of semantics, cognitive and cloud computing technologies, aiming to

enable Cloud-based IoT cognitive ecosystem for the Future Internet.

The IoT vision is coming to reality, involving several billions of diverse devices inter-
connected, vast amounts of quickly-emerging/versatile data, and numerous services.
Connected devices can be sensors, actuators, smart phones, computers, buildings
and home/work appliances, cars and road infrastructure elements, and any other
device or object that can be connected, monitored or actuated. Devices are
connected to the Internet, as well as with each other, via heterogeneous access
networks. Services aim at leading to a smart, sustainable and inclusive society and

economy. The success of the IoT services can only be achieved if they are attributed
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with ubiquitous accessibility, reliability, high-performance, efficiency and scalability.
Such features are enabled by the introduction of cognition in the contemporary IoT

environments.

Furthermore, cloud features such as on-demand service provision, ubiquitous access,
resource pooling, as well as elasticity are essential for the IoT world. For instance,
resource pooling enhances the reliability and efficiency of service provision, the on-
demand and elasticity features are fundamental for efficient and scalable service
provision (resource provision where needed, for the amount of time needed), etc.
The attributes needed by IoT services and the characteristics of Cloud systems
clearly motivate the merging of the Cloud and IoT worlds. Moreover, the Future
Internet systems and applications will be made up of numerous sophisticated, inter-
connected components that will have to process, exchange and act on data from the

physical, social and cyber worlds in real time in a greatly coordinated manner.

This chapter aims to provide the analysis of the research work relates to the Cloud
IoT environments, addressing the different key features and trends as they are
highlighted above, categorizing the scientific literature, that relates to dissertation’s
work, in three different enlarged research areas: a) “Semantic Abstraction and
Virtualization of Thing in the Future Internet”, b) “Cognitive Management of Virtual
Things and Services in the Future Internet”, and c) the “Cloud internet of Thing

environments”. These three areas are analyzed in details in the rest of this chapter.

2.3 Semantic Abstraction and Virtualization of Things in the Future
Internet

This section presents the overview of the research works that focused on the
introduction of the semantic-based virtualization in the IoT field, based on the
current existing literature. In particular, they are presented the semantic standards
on the semantic (data) modeling, the techniques and the technologies for the
semantic data management, and the semantic abstraction of virtual IoT entities. The
research work described in this section, is related to the dissertation’s proposed
architectural solutions for the “Semantic Abstraction and Virtualization of Things” and
the “Semantic Storage System”, that described in the sections 3.3.1 and 3.3.2.

More specifically, the last two decades there are investigated and identified various
and diverse standards for the semantic modeling (Semantic Data Modelling
Standards). The Open Geospatial Consortium (OGC) [4] provides a set of different

46



PhD Dissertation Dimitrios G. Kelaidonis

semantic web standards that some of them have already been integrated with the
World Wide Web Consortium — W3C (W3C Semantic Web technological standards)
[5], aiming to the enhancement of the interoperability aspects in the Semantic Web
[6]. Moreover, the above composition leads to the deployment of new integrated
standards for the Semantic Web and by extension for the Future Internet. Such
standards include the semantic modeling, description, representation, as well as the
semantic data management in the Future Internet [6][7]. This data may be
associated with things, object, services, applications, locations, persons, network and
Internet infrastructures, as well as with any other entity that is or may be part of the
Future Internet. Specifically, in the field that includes services, applications and
objects they are included the following indicative models: Catalog Service for the
Web (CSW) [8], Observations and Measurements (O&M) [9], SensorML [10], Sensor
Observation Service (SOS) [11], TransducerML (TML) [12], Web Processing Service
(WPS) [13], Web Registry Service (WRS) [14], IoT-A Entity Model [15], IoT-A
Resource Model [15], IoT-A Service Model [15]. Furthermore, various standards have
been defined for the space, location and Geospatial modeling, such as the
Geography Mark-up Language (GML) [16], CityGML [17], Geographically Encoded
Objects for RSS feeds (GeoRSS) [18], Geographic Query Language for RDF Data
(GeoSPARQL) [19], WaterML [20].

The semantic web includes a wide range of innovative technological solutions and
tools that support the semantic data management in terms of the data store, query,
modification (update/delete). In particular, such technological solutions and tools
allow the end-user/developers to create semantic repositories, to create and deploy
vocabularies, as well as enable the design of rules and principles for the semantic
data management manipulation. Taking into account the W3C [21] approach, the
Semantic Web technologies and tools can be classified in the following categories: a)
Linked Data [22]-[24], b) Vocabularies/Ontologies [25]-[29], ¢) Semantic Data
Reasoning and Inference [30]-[33] and d) Semantic Data Management that includes
the store of data, the search and discovery of data and the data modification
(update/delete) [34]-[43]. The core part of the semantic technologies that are
included in the above categories are the Resource Description Framework (RDF)
[28], RDF Schema (RDFS) [29], Web Ontology Language (OWL) [27], SPARQL query
language [35], RDF Stores / Triple Stores [36], as well as semantic data inference
languages such as the Prolog Reasoning Language [33].
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There are also various research IoT projects that focus on the semantic abstraction
and interoperability of real world objects and/or IoT entities. Specifically, the EBBITS
platform [44] aims to provide semantic resolution to the IoT and thus present a new
bridge between backend enterprise applications, people, services and the physical
world. Another example is the SPITFIRE (Semantic-Service Provisioning for the
Internet of Things using Future Internet Research by Experimentation) project [45]
which aims to investigate unified concepts, methods, and software infrastructures
that facilitate the efficient development of applications that span and integrate the
Internet and the embedded world. The mission of the SOFIA project [46] is to create
a semantic interoperability platform for new services which enables and maintains
cross-industry interoperability. The SENSEI project [47] focused partly on semantic
specification to unify the access to context information and actuation services and
relies on real world objects. The DIEM (Devices and Interoperability Ecosystems)
[48] project which focuses on smart environments where interoperable devices and
services provide new kinds of information ecosystems. A key topic in DIEM is
semantic interoperability between devices from different domains. The OPUTE (Open
Ubiquitous Technologies) project [49] develops and shows semantic interoperability
between embedded systems with capabilities ranging from simple passive RFID tags
through active tags to complex consumer products and appliances with embedded
processing and mobile personal devices. The [50] aims to introduce a particular
description language that will be used for the description, as well as for the
interoperability among the IoT heterogeneous objects. The work in [51] studies the
concept of the “Virtual Sensor Networks” (VSN) as the enabler for the deployment of
IoT systems. Specifically, the VSN is able to manage the collaboration among
different virtual sensors for the deployment of collaborative computing processes
over the VSN. The [52] proposes a framework for the virtualization in the IoT, having
as core concept the “sensor-as-a-service”. This framework presents the
interconnection among heterogeneous IoT devices, by implementing them as Web

Services.

2.4 Cognitive Management of Virtual Things and Services in the
Future Internet

There are numerous research activities and research projects that have been
performed towards the exploitation of semantics aiming in the same time to the

introduction of intelligent and/or cognitive capabilities in the IoT. The research work
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described in this section, is related to the dissertation’s proposed architectural
solutions for the “Cognitive management and Composition of Virtual Things” and the

“Cognitive Management of Services”, that described in the sections 3.3.3 and 3.3.4.

Cognitive wireless systems emerged as a solution towards addressing the complexity
in emerging and future composite radio networks [53]. Numerous research efforts in
radio communication have focused on cognitive technologies for the efficient
management of resources and components in future networks. The work carried out
in the scope of [54], aims at overcoming the growing management complexity of
future networking systems, and to reduce the barriers that complexity and
ossification pose to further growth. To this end, a Unified Management Framework is
proposed for the federation of different existing and emerging architectures and all
the required functions to achieve self-management. The iCore project [55] worked
towards the development of a cognitive IoT ecosystems composed of reconfigurable
virtual objects. The main concepts of iCore project focused on the design and the
development of a cognitive management framework for the IoT that would be able
to allow the cognitive creation and provisioning of composite services based on end-
user requirements. The BUTLER project [56] constituted one of the core IoT projects
that introduced the concept of the smart objects. The BUTLER’s smart objects are
intelligent/cognitive modules that abstract the functional capabilities of the real world
devices and allow they management for the provision of integrated functional
capabilities and IoT applications. The Internet of Things Architecture (IoT-A) [57]
project introduces semantic description data models for the IoT entities [58]
including the IoT-A Domain Model and the IoT-A Information Model. These models
define associations among objects and features/attributes and embed meta-data
properties for the description of the objects. Further to that, the project introduces
and combines the concepts “Object” and “Entity” in order to design and propose a
well-defined meta-data structured description models for the devices and/or the
available entities in the device level as it is defined in the IoT-A architecture. The
IoT-I [59] introduces the concept of “IoT Device” that refers to the entity that is
used for the bridging between an entity in the real-world with an entity in the virtual
world. For this purpose the IoT-I presents a device-centric reference model that
includes device features and properties associated with each other. The [60]
presents the concept of the “virtual sensor” to hide the technological complexity from
the end-user, including a wide range of heterogeneous devices, such as smart

phones and sensors. Many different research activities such as the [60] focus on the

49



PhD Dissertation Dimitrios G. Kelaidonis

“virtualization” of the real-world devices. The authors in the [61] and [62] describe
their efforts towards the enhancement of the object with “smart functionalities” in
order to achieve their interconnection. The researchers in [63] present a cognitive
management framework for the IoT that is formed of three different levels of
functionality that can be reused for various and diverse applications. More
specifically, the levels under consideration are the Service Level, CVO Level and VO
Level. Cognitive entities at all levels provide the means for self-management
(configuration, healing, optimization, protection) and learning. In this respect, they
are capable of perceiving and reasoning on context (e.g. based on event filtering,
pattern recognition, machine learning), of conducting associated knowledge-based
decision-making (through associated optimization algorithms and machine learning),
and autonomously adapting their behaviour and their configuration according to the
derived situation. The researchers in [64] aim to the achievement of the cognitive
management of the available devices in the wireless world, having the user in the
center of the processes. In particular, authors aim to enable of the cognitive
management of the devices based on user context and related information. For the
achievement of high-accuracy results and the introduction of intelligent capabilities,
the authors propose the use of Bayesian statistics for learning user preferences that
in turn are applied for the device management. The Versatile Digital Item (VDI) [65],
a generic format for the data structuring, supports the information sharing among
virtual and real entities, assisting the approach of publish-subscribe model, as it is
presented in [66]. Furthermore, the work in [67] introduces the term of Active Digital
Identities (ADI) in order to realize the concept of Web of Things. The ADI uniquely
represents a physical item by using URL as for Web Objects. A number of initiatives
and projects have addressed the concept of “mash-ups” in the scope of user
generated composite applications [68]-[70]. Initially ([68][69]) the focus has been
only on on-line services not looking into issues and requirements related to the
integration of physical world objects and functionalities. The use of mash-ups for the
integration with the physical world is addressed in [70]-[73]. In [74] the Web of
Things vision is introduced by proposing a platform which tries to add, use, share

and interconnect smart objects and services.

2.5 Cloud Internet of Thing environments
As it is already introduced in the two previous sections, there are many research

activities that have focused on the virtualization and the cognitive management of
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the IoT entities and services. The research work described in this section, is related
to the dissertation’s proposed architectural development as a distributed Cloud-IoT
system that allows the federation of functional capabilities that are provided by the
proposed architectural modules, such as the semantic storage system. The
deployment of the semantic framework on the Cloud is described in the section
3.3.5.

Numerous research activities have been realized towards the direction of the
semantic technologies composition with Cloud Computing technologies for the design
and deployment of high-performance systems. The composition of these
technologies may refer to the deployment of different use cases. This dissertation
studies the IoT Cloud convergence, and particularly focuses on the following core
concepts: a) IoT Cloud convergence and Cloud-IoT architectures ([79]-[92]) b)
Semantic-based technological solutions for the deployment of Cloud Services ([93]-

[109]) and c) large-scale semantic data management ([110]-[118]).

Introducing the semantics, the virtualization and the cognition in the IoT ecosystems,
empower the IoT in order to be able to ideally support challenges that require the
combination of existing heterogeneous Information and Communication Technologies
(ICT) solutions, so as to provide interoperable, innovative and more efficient
composite services to the contemporary IoT environments. There are various
fundamental technologies, such as RFID [75], NFC [76], and Wireless Sensor
Networks (WSN) [77], which have been introduced and used in various domains so
as to realize the IoT [78]. However, the provisioning of decentralized services in the
IoT, as well as the integration of innovative IoT platforms, requires ubiquity,
reliability, high-performance, efficiency, and scalability. For the accomplishment of
the above requirements, the contemporary technological trends leaded to the IoT
and Cloud convergence, with federated / multi-Cloud architectures. Many research
activities, such as [79]-[83], focus on the provision of infrastructures with cognitive
self-x (configuration, optimization, healing) capabilities, introducing in the same time
cognitive communication technologies to ensure interactions and facilitate
information exchange. Furthermore, numerous research projects and initiatives such
as the [84]-[92], focus on the realization of innovative architectures for the Cloud-
IoT, enabling innovative features such as the autonomous service provisioning and

management in multi-Cloud environments [92]. Particular interest presents the
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introduction of cloud capabilities for the management of large-scale semantic data.

The last concept is in an initiative state with continuous evolution.

The research work in [93] presents the deployment of a design model for the
introduction of semantic-based services in cloud environments. The model is named
Cloud-based design manufacturing (CBDM). In order to develop the CBDM, the
authors initially identified the common deployment features and then selected these
features that should be satisfied by the CBDM system. Then compare the model with
existing models and validated its operation through an integrated application
scenario. With the Cloud manufacturing (CMfg) concept, deals the work in [94] by
presenting it as an innovative service-oriented model for the manufacturing in the
industry. The introduction of the CMfg model changes the industrial processes,
throught the orchestration of the production activities as “virtual service” that are
provided to the end-users. In order to achieve the expecting result, it is required the
introduction of the semantic technologies for the semantic modeling and description
of the different processes. Specifically, it is designed the ontology GCMT for the
semantic description of functional processes, combined with appropriate description
models and semantic similarity algorithms. The [95] focuses on the Cloud-based
Mobile Augmentation (CMA) approaches. The main research activities include the
detailed investigation of the existing solution, as well as the composition of these
solutions for the deployment of an innovative system that will support the resource-
intensive mobile applications. Further to that, the CMA field introduces requirements
for the use of taxonomies, semantics and augmentation concepts that re associated
with the semantic web technologies field. The virtualization of the “Information
Technology” (IT) services constitutes the main research concepts in the [96].
Specifically, it is performed the study of the concept for the provision of Cloud
capabilities as Cloud-based IT Services on-demand. The authors study four different
use cases: a) discovery, b) negotiation, ¢) composition and d) consumption. In the
same direction is oriented the work in [97], by proposing a methodology for the
deployment of Internet-based services through the application of the Service
Oriented Architecture (SoA) principles. However, this approach is applied on
Internet-based services and it cannot be extended to virtualized environments to
allow the “on-demand” deployment of services. The authors in [98] deal with the
modelling of reconfigurable services and the decision making for the dynamic
creation of composite services. They introduced an advanced process for the decision
making that supports the dynamic composition of services, considering the QoS
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indicator that characterize each available service. The [99] presents the
GoodRelations ontology that has been implemented for the semantic description of
the e-Commerce products. While this ontology is relevant for the description of a
Cloud-based service it presents a lack of capability for the description of composite
services that are provided by multiple providers. In the [100] it is proposed a
technique for the composition of semantic services, whereas in the [101]-[106]
research activities it is investigated the application of the Grid computing approach
with respect to the addressing of requirements that relate to the “on-demand”
prediction, discovery and composition of services. The research results of the studies
on the Grid computing can be applied mainly for the Cloud-based services. The
research work that is presented in the [107] studies the QoS concept for the SoA-
based Cloud infrastructures, introducing the semantics. Specifically, the authors
investigate Big Data related concepts and proposes the deployment of a Lambda
Architecture that is based on Semantics and Big Data. In [108] it is presented the
development of an innovative architectural models for the IoT that is based on the
semantic technologies and the cloud computing. Specifically the model is named
Semantic Fusion Model (SFM) and its main aim is the deployment of a framework for
the WSN data processing. The system includes “semantic logic” and semantic-based
information that make it intelligent. The research team in [109] investigates the
different requirements in the Web-based mobile services environments that present
high-complexity due to the heterogeneity of the devices and the networks. In
particular, the researchers propose a Discovery-as-a-Service (DaaS) approach for the
discovery of Web services. The DaaS includes in the discovery parameters, the user
preferences and contextual parameters in order to achieve the best possible

discovery results.

The researchers in [110] present an approach with respect to the improvement of
the store and the processing of large-scale data in the semantic web. The authors
describe the deployment of a framework that is based on Hadoop that uses the
Hadoop Distributed File System (HDFS) data management mechanisms. In additions,
they have implemented a SPARQL mechanism that uses the Hadoop MapReduce
framework so as to serve the SPARQL queries. In the same direction has worked the
research activity in [111] that the authors describe the problem of the rapid increase
of semantic data amounts and present a management system for RDF data, as the
potential solution. This system introduces three different RDF data management

techniques: a) leveraging state-of-the-art single node RDF-store technology, b)
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partitioning the data across nodes in a manner that helps accelerate query
processing through locality optimizations and c) decomposing SPARQL queries into
high performance fragments that take advantage of how data is partitioned in a
cluster. The [112] investigates the management of large-scale RDF Graphs,
proposing a Hadoop-based framework that will support functions for the store and
the retrieval of the RDF data. In [113] it is presented the Hbase application [114] for
the data storage and the MapReduce techniques for the deployment of a large-scale
semantic data storage system. This technique is based on the Hexastore [115]
application, combined with the RDF data modeling complemented with HBase
storage system capabilities. In particular, RDF triples are stored in six different HBase
tables (S_PO, P_SO, O_SP, PS_O, SO_P and PO_S) that cover all the potential
combination of triples storing and use as index key the column of each table. In
addition, it is used the SPARQL Basic Graph Pattern (BGP) technique for the
performance of the queries towards the available tables. An innovative MapReduce
algorithm for the fast search and discovery of data over large-scale RDF Graphs, is
presented in [116]. The authors in [117] present a detailed survey on the
performance of complex queries over semantic data using MapReduce algorithms. It
is presented techniques for the application of query patterns over the semantic data,
as well as techniques for the prototyping of the MapReduce algorithms that will take
over the execution of the queries. The [118] deals with the visualization of large-
scale semantic data so as to enable the processing of data with different available
tools. The authors propose the development of a Hadoop-based data processing
system that is comprised by three different parts: a) a data server to analyze
ontological data, b) a visualization server to visualize the result of data analysis, and
C) user applications to provide users with the visualized data. Based on the research
conclusions the proposed system is scalable and it can be used for the processing of

large-scale ontological data.
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3 SEMANTIC FRAMEWORK FOR THE FUTURE INTERNET

3.1 Chapter Outline

The technological heterogeneity, of the wide variety of the things (aka ICT and non-
ICT objects) and the applications, requires the abstraction of the processes through
the design and the deployment of innovative technological solutions for the
virtualization of the hardware and software infrastructures. The introduction of
Semantic Web Technologies in collaboration with virtualization techniques and Cloud
technologies constitutes a promising vision that will ensure the interconnectivity and
the seamless interoperability of heterogeneous IoT entities for the provision of
reliable complex services and applications for the IoT. Towards this direction, this
chapter presents the main aim of this dissertation that deals with the design and the
development of a Semantic Framework for the abstraction of things and application
for the Future Internet. The framework will combine semantic, virtualization and
Cloud technologies for the deployment of high-performance and scalable
technological solutions that will allow the realization of the things and applications

abstraction in different and diverse IoT application domains.

3.2 Introduction

One of the main targets of this dissertation lies on the design and the development
of a Semantic Framework for the Future Internet, with particular focus on the IoT.
Furthermore, the exploitation of the Cloud technologies will enable the deployment
of a high-performance, scalable cloud-based semantic infrastructure, considering the

low-energy cost of the framework processes.

During the preparation of the dissertation were performed advanced studies and
research activities, including the design, the implementation and the validation of
different mechanisms of the Semantic Framework. In these research works it was
considered the introduction and the (re-)use of different Semantic Data Models in
various use cases, such as the research works in [1]-[8]. Moreover, the research
activities, in the context of the dissertation, focused on the composition between the
research results from the semantics, virtualization and cognition with technologies
and evaluated research results from the Cloud Computing field ([9]-[19]).
Considering the above studies and the research work, this dissertation proposes the
deployment of the semantic framework architecture for the Cloud-IoT that is

depicted in Figure 1.
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The next sections present in details the proposed architecture, focusing on each
particular architectural building block. The different architectural building blocks deal
with a particular range of processes that are combined in a collaborative context, by

providing the set of the semantic framework operations.

F;) ] Product
e — 4 solutions
Applications / ’
Services

L Cognitive Management of Services ‘J

Semantic ‘j_( Cognitive Management and Composition

Storage System _ L of Virtual Things
A Semantic Abstraction S
and Virtualization of Things

Physical
World

Figure 1: High-level overview of the Semantic Framework Cloud-based architecture for the Future
Internet [10]

3.3 Semantic Framework Architecture Overview

The proposed architecture for the Semantic Framework (Figure 1) is comprised by
the following architectural building blocks: a) “Semantic Abstraction and
Virtualization of Things”, b) “Semantic Storage System”, c) “Cognitive Management
and Composition of Virtual Things” and d) “Cognitive Management of Services”. The
Semantic Framework has been designed so as to allow the distribution and the
scalability of its mechanisms, by adopting the architectural principles of the Cloud
Computing. Consequently, the dissertation proposes a Cloud-based Semantic
Framework the functionality of which will be based cloud technologies, such as the
OpenStack [20] and Docker [21].

Further to the above, Open Application Programming Interfaces (APIs) will be

provided to the end-users of the Semantic Framework, in order to allow the
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interaction with it. As the end-users of the framework may be considered the
heterogeneous applications and services, as well as integrated experimentation
testbeds. In the next sub-sections it is presented the detailed description of the
framework features, as well as of the technological and the functional features of the

architectural blocks.

3.3.1 Semantic Abstraction and Virtualization of Things

The “semantic abstraction and virtualization of thing” architectural building block
aims to face the challenges that arise with respect to the technological heterogeneity
of the real world objects, the devices and the applications of the Future Internet.
Specifically, it is studied the combination of the semantic technologies with the
virtualization technologies for the provision of an innovative, integrated solution. To
that respect, they are designed and implemented two key concepts: a) the “semantic
model” for the real world objects and b) the “abstract software module”. The

combination of these two parts, structures the Virtual Thing.

In particular the “semantic model” constitutes a generic graph-based model that
represents in an abstract way the features and the properties of the real world
things. The model is structured in a way so as to allow the description of any specific
feature of any different object from the real word, by supporting the external
reference to existing system/domain/concept specific ontologies. The model includes
a set of different meta-data containers that some of them are used for the
description of standard, common information, such as the unique identifier, the type
of the thing, the location where it exists, etc. Further to that, there are meta-data
containers that include meta-data properties (e.g. type & value), which allow the
external reference to third-party properties that are described into independent
ontologies that may be deployed in the context of a particular domain, system, etc.
Thus, the “semantic model” is introduced so as to structure integrated modeled data
with respect to the real world things, combining a set of common information

complemented with particular information by existing external ontologies.

The “abstract software module” corresponds to generic software component(s) that
are implemented following particular specifications and architectural principles (e.g.
REST architecture principles) and constitute the software implementation of the
functional capabilities of the real world things. These modules composed by two

functional parts: a) the Front-End and b) the Back-End. The Front-End implements
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the North-bound interface of the software module and the Back-End constitutes the
South-bound interface of the module. Essentially, each part constitutes interfacing
the software module with the third-party entities in a corresponding environment.
More specifically, the Back-End takes the role of the device driver for the real world
device, including particular functional capabilities, implemented in particular
programming language, even using specific libraries and system binaries. Actually,
the Back-End part is a device and/or system/platform specific software that creates
the bridge among the real world and the virtual world. The Front-End correspond to
the common communication interface among the external/third-party entities and
the real world device. The Front-End is built as a REST Endpoint that provide a
common communication scheme among the external entities with the different
available devices, hiding in this way the technological heterogeneity and the
complexity of the technological processes. Actually, the Front-End works as an
abstract communication interface. This communication interface is used, always in
the same way, in order to interconnect the external entities, such as the IoT
applications, with any heterogeneous device. For the dynamic deployment of the
Virtual Things, there are appropriate templates (Virtual Thing Templates) that
include information with respect to the execution of the Virtual Thing as a software
module into an appropriate hosting environment that is called Virtual Thing
Container. For instance, a Virtual Thing Container may be built as a Web Server that
hosts the RESTful web services that implement the Front-End and the Back-End

functionalities.

As already introduced above, the combination of the “semantic model” and the
“abstract software module” comprise the Virtual Thing that represents a real world
thing, such as a device. The Virtual Thing supports, through appropriate software,
the control and the manipulation of the device functionality. Furthermore, through
their semantic description it is possible the discovery and the re-use in different use
cases. The Virtual Thing is introduced in the Semantic Framework in two phases: a)
the phase of the semantic description creation based on the semantic model, and b)
the installation and execution phase into the Virtual Thing Container, using the
appropriate Virtual Thing Template. The first phase includes the creation of the
semantic description in order the information to be registered, accessible, and
manageable through the semantic storage system. The second phase include the
introduction of appropriate data into the Virtual Thing Template so as to create an
executable template instance that will be hosted into the Virtual Thing Container as a
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unique software entity, such as a RESTful web service. The template instances will
be also called Virtual Thing Deployment Files, since they include all appropriate
information that describe how a Virtual Thing can be deployed in the hosting

environment.

Consequently, taking into account the above, the "“Semantic Abstraction and
Virtualization of Things” architectural block implements the bridge among the real

and the virtual world.

3.3.2 Semantic Storage System

The “Semantic Storage System” architectural block constitutes a core architectural
part of the Semantic Framework that aims to solve scalability and performance
issues with respect to the semantic data storage management. It includes semantic
data (e.g. RDF/XML) that corresponds to Virtual Things descriptions, as well as on
Composite Virtual Things and Services that are based on the compositions of the
Virtual Things. Moreover, the storage system may include data from the templates
and the deployment files of the Virtual Things that can be formed in different
formats such as YAML, JSON, etc. The semantic storage system combines the
Semantic Repositories, from the semantic technologies field, and the Object Storage
System, from the Cloud technological field. This combination introduces the flexibility
of the deployment of a hybrid, scalable, high-capacity and high-performance storage

system for the support of the Semantic Framework requirements.

This architectural block supports the functionality of the rest of the architectural
blocks for the real world devices virtualization, the (Composite) Virtual Thing creation
and management, as well as for the management of the services. In particular, the
semantic repositories store semantic data that describes the (composite) virtual
things and the services and they are complemented with appropriate REST endpoints
for the performance of queries and modification requests. The different building
blocks include mechanisms that require the use of the semantic data so as to
perform different operations. These mechanisms perform queries and requests
towards the semantic data in form of SPARQL requests and fetch appropriate
information and/or update the overall data structure in accordance the requirements.
Further to that the Object Storage System that complements the Semantic Storage
System is based on OpenStack Swift [22] and the management of the Virtual Things

templates and their instantiations is being based on their distribution in different
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containers. Each Object Storage container stores the Virtual Thing templates and the
Deployment files based on their format (e.g. a container for YAML files). In this way
it is achieved the speed-up of the templates and deployment files discovery process,
supporting high-performance and high-accuracy results. On the other hand, the
distributed semantic repositories are implemented by using the OpenRDF Sesame
Repository API [23], as well as they can be federated in the “Federated Semantic
Storage System” using the OpenRDF Sesame API [24]. The communication interface
and the corresponding REST Endpoints for the interaction among the components

are based on a Jetty Server [25] web-based implementation.

Consequently, the “Semantic Storage System” allows the semantic data storage and
management of the available entities in the Semantic Framework, including
(Composite) Virtual Things and services, as well as supports the manipulation of the
templates and deployment files of the software entities the abstract the real world

things in the virtual/digital world.

3.3.3 Cognitive Management and Composition of Virtual Things

The “Cognitive Management and Composition of Virtual Things” architectural building
block provide appropriate functionality with respect to the composition of existing
isolated Virtual Things in more complex deployments for the support of new,
innovative and advanced functional capacities that are able to support a particular
Service. The existing Virtual Things by their own support the bridging among the real
and virtual world, by taking over the implementation of abstract functionality for the
control and management of the real things, such as sensing and actuation devices.
The combination of the functional capabilities of such devices may allow the
provision of integrated capabilities to the systems, the applications and the end-
users. Indicatively, it is considered that there are distributed sensors for the
environmental conditions monitoring, such as temperature, humidity and luminosity
sensors. Through the composition of the functional capabilities of these sensors it
will be possible to provide composite virtual thing functionality for the environmental

conditions monitoring in a particular environment that the sensors are deployed.

The composition and the management of the (Composite) Virtual Things, is realized
by custom algorithms that base their functionality on the semantics. Specifically, it is
supported the semantic-based Decision Making for the creation of the composite

virtual things based on particular requests that refer to the satisfaction of specific
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requirements (e.g. create a composite virtual thing for the environmental conditions
monitoring). Such requests are in form of JSON data that are interpreted by the
Decision Making algorithm, isolating the requested functionalities that should be
discovered and combined for the delivery of a more complex functionality. The
Decision Making mechanism perform appropriate SPARQL requests to the “Semantic
Storage System” so as to create and deploy dynamically the composite virtual thing
based on the semantic data description. Such data may refer to the functional
capabilities of the virtual things, to non-functional features and properties, as well as
to access information with respect to the communication interfaces of the virtualized
things (e.g. which is the online address of a REST endpoint so as to access a virtual
thing software entity). The compositions of the virtualized things are also described
by particular meta-data that compose the semantic description of the composite
virtual things. This semantic description is also stored and accessible on the
“Semantic Storage System”. In this way the existing composition of virtual things
may be reused in the context of future related requests that may refer on similar
needs. Similarly, the Virtual Things descriptions may allow the exploitation and the
re-use of the abstract virtual representations of the virtual things even outside of
their initial concept. Indicatively, an actuation device, such as the controller of an air-
conditioning system, could be re-used so as to control the air-conditioning system in
an automated way based on the particular user preferences, combined with the

current environmental conditions in the place where it exists.

Consequently, the “Cognitive Management and Composition of Virtual Things”
building block supports the dynamic management of the (Composite) Virtual Things,
as well as the semantic-based composition of existing Virtual Thing in the scope of

particular requirements addressing/satisfaction.

3.3.4 Cognitive Management of Services

The “Cognitive Management of Services” building block deals with the dynamic
creation and management of services for the end-user and the IoT applications of
the Semantic Framework. Through the provision of open APIs the framework’s third-
party entities will be able to interact with the services that will be created on-demand

and based on particular requirements.

The services will use the existing Composite Virtual Things in order to support

complex IoT applications for the end-users and the systems in the Future Internet.
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For the dynamic creation of the services it is applied a cognitive semantic-based
mechanism that exploit the semantic data for the deployment of the services that
either use directly the existing Composite Virtual Things or trigger the framework
processes for the creation of new compositions. Thus, it is possible the dynamic
creation and deployment of services based on the current requirements, ensuring the

reusability of existing functionalities in different application concepts.

For the description of the created services are used semantic models that provide
information about the features of them, such as the involved virtual things in the
composition that supports the service. The semantic data of the services is stored in
the “Semantic Storage System” and it is used for the execution access and use of
services by third-party entities, as well as by framework’s mechanisms. Such
mechanism may be the Decision Making mechanism for the dynamic composition

and management of services, using the existing data.

The service management in the context of the Semantic Framework focuses on two
main aspects: a) the dynamic reuse of services by different IoT applications and b)
the dynamic service reconfiguration allowing a type of service migration among
heterogeneous environments. The implementation of the last aspect is being realized
through the reconfiguration of the software parameters with respect to the access on
the available (Composite) Virtual Things that may be distributed in different
environments. Specifically, this capability supports the reconfiguration of the services
in terms of the virtual things they used so as to interact with the available real world
devices. This situation may arise in case the IoT application is migrated across
different systems, and it should be supported its seamless interoperability from one

system to another.

Consequently the “Cognitive Management of Services” building block supports the
dynamic creation, management and reconfiguration of the services that can be
supported in the Semantic Framework for the IoT applications. Furthermore, it allows
the distribution of the functional capabilities of the services and the software
modules that support the IoT applications for the seamless migration of them among
distributed heterogeneous environments.

3.3.5 Semantic Framework Cloud Deployment
The Semantic Framework has been design with particular specifications that allow its

deployment over Cloud Computing infrastructures that can take over the hosting and
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the execution of particular functionalities of the framework architectural blocks. The
proposed deployment includes two core aspects: a) the Edge Clouds and b) the
Federated Cloud. The Edge Clouds correspond to small and/or medium deployments
that instantiate the framework in the context of a particular prototype, such as smart
home and smart cities deployments. Each Edge Cloud includes its own virtualized
real world things, supports particular services for IoT applications and includes
specific semantic data for their entities. Moreover, each local cloud is complemented
with publicly accessible endpoints so as to allow the interaction with external third-
party entities. For the integration of the distributed Edge Cloud environments it is
proposed the deployment of a large-scale Cloud deployment that is called “Federated
Cloud”. The Federated cloud include data processing and service management
mechanisms for the seamless integration of the distributed Edge Cloud
environments, whereas it supports the federation of the semantic data included in
the Edge Cloud, through the performance of federated queries and requests on the

available data.

The deployment of the Edge Cloud infrastructures may be based on the container
based virtualization using the Docker container that can be hosted over the Docker
engine. The Docker engine may be hosted on small scale systems such as embedded
computers. To this direction it is possible the deployment of low-cost, energy
efficient and high-performance “cloud-in-the-box” environments for the instantiation
of the Edge Clouds. Indicatively, such implementation may be based on the
embedded systems of Raspberry Pi 2 [26] and/or Odroid XU4 [27].

The deployment of the Federated Cloud environment can be performed over a
hypervisor-based implementation with capabilities for the provision of more
processing power. Such implementation could be based on OpenStack Cloud, with
the deployment of guest Virtual Machines (VMs) for the hosting of the distributed
mechanisms, such as the “Federated Semantic Storage System”. The VMs may
interconnect with the distributed Edge Cloud components over the Software Defined
Network (SDN) and Network Function Virtualization (NFV) OpenStack Neutron
controller [28].

Consequently, the Semantic Framework can be deployed as a distributed cloud-
based infrastructure with multiple instances hosted on the different cloud
environments and interconnected among each other over SDN infrastructures for
high-performance and reliable deployments.
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4 SEMANTIC MODELLING FOR THE DEPLOYMENT OF
VIRTUAL THINGS IN THE FUTURE INTERNET

4.1 Chapter Outline

This chapter deals with the virtualization of real world objects and the management
of their virtual counterparts in the IoT environments. A framework that provides
appropriate mechanisms for the semantic-based virtualization is presented. The
framework consists of three levels of functionality and each level comprises cognitive
entities that provide the means for self-management and the deployment of smart,
flexible applications and objects. Moreover, the framework enables the abstraction of
the heterogeneity that derives from the vast amount of diverse objects/devices,
while enhancing reliability and facilitates the consideration of the views of various
users/stakeholders (owners of objects & communication means) for ensuring proper
application provision, business integrity and, therefore, maximization of exploitation
opportunities. The framework is applied for the enhancement of contemporary IoT
environments, aiming to ensure the interoperability among heterogeneous object
and application, introduce security and accessibility control on virtualized resources
and it is applied in the field of the energy management for wireless enabled IoT

infrastructures.

4.2 Introduction

The virtualization of things and applications constitutes the key enabler for the
provision of advanced, effective IT solutions that hide the technological
heterogeneity and minimize the complexity of the integration and interoperability
processes among heterogeneous hardware and software entities. The virtualization
techniques that are based on the semantic modeling include the design and the
development of abstract virtual representations, comprised by two different parts: a)
the Semantic Description and b) the abstract software module. Combining the
semantics with abstract software modules it is achieved the deployment of Virtual
Objects that bridge the abstract representations of the Real World Objects with the
Virtual World of the Future Internet infrastructures.

Essentially, the Virtual Objects (VOs) constitute the implementation of the Virtual
Thing (VT) entity that is included in the “Semantic Abstraction and Virtualization of
Things” building block of the Semantic Framework. The form of the Virtual Objects

as abstract entities, allows the reuse of the VOs in different operation concepts and
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application domains, even outside of the domain in which they were initially
developed. This practically means that a VO that was initially deployed in the IoT
ecosystem as a virtual abstract representation of a Smart Home real world device, it
can be reused outside of the Smart Home context, such as in a Smart City

environment.

Consequently, the Semantic Framework for the Future Internet enhances the above
processes, through the provision of appropriate mechanisms and software modules
from the “Semantic Abstraction and Virtualization of Things” and the “Semantic
Storage System” architectural blocks. Specifically, the Semantic Framework includes
functional features that satisfy the requirements that are related to the semantic
modeling and the semantic data management of the VOs semantic descriptions.
Furthermore, the Semantic Framework contributes to the virtualization processes by
introducing the Virtual Thing (VT) concept that as it will be presented in the next
subsections of this chapter, it is adapted in the different research concepts and it is

presented in various forms, such as Virtual Objects (VOs).

The evaluation and the validation of the dissertation contribution through the
Semantic Framework entities (mechanisms and/or software modules), as well as the
added value of these mechanism in the IoT, it is presented through the results of
different scientific publications. The most important publications that constitute
research work of this dissertation are presented in the rest of this chapter. In
particular, the section 4.3 is based on the publications [1][2][3] by studding and
presenting the overall concept of the semantic-based virtualization for the creation of
virtual abstract representations, called VOs, in heterogeneous the IoT environments.
Furthermore, the published software prototype in [4] constitutes the dissertation
contribution in terms of software implementation concepts that have been designed

in the context of the Semantic Framework.

4.3 Virtualization of Real World Objects in the Internet of Things

The term ‘Internet of Things’ (IoT), exists for more than 10 years [5]. However, a
reader can find various definitions in the literature [6]. The common understanding
of the IoT is associated with the future where all physical and digital objects or
things could be interconnected by appropriate Information and Communication

Technologies (ICT) to enable new applications and services [7].
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The first attempts towards the virtualization of Real World Objects (RWO) were
connected with Radio Frequency Identifiers (RFID) [8] which could capture only ‘raw’
data. Next steps were done in the contextualization of captured data [9]. Nowadays,
Virtual Objects (VOs), i.e. virtual representations of objects/things, tend to be
‘smarter’ by enriching their models with cognitive management functions and user
information [10]. Although much research has been done in terms of virtualization in
the IoT domain, much more research is required to understand how things and their
corresponding VOs can be connected and interact in a smart way, or how the

concepts can be exploited and implemented.

In this direction, this chapter focuses on the virtualization of real world things,
exploiting semantic technologies. The virtualization of RWOs in this context is
realized through the creation of VOs which are semantically enriched with context
related information. Additionally, VOs of different types can be combined in a more
sophisticated way by forming compositions of VOs, which provide services to high-
level applications and end-users. For the realization of the dynamic VOs composition
and management, it is required the introduction of Cognitive Management
mechanisms. The cognitive management of VOs and the CVO concepts are described
and they are being elaborated in the chapter 5.

The rest of this work is structured as follows. Background on the IoT and Web of
Things key concepts, virtualization of RWO in the IoT, and fire detection using WSN
technology is presented in Section 4.3.1. The semantic data modeling and the
virtualization concepts are described in the sections 4.3.2 and 4.3.3 respectively.
The implementation details are provided in Section 4.3.4. Finally, the chapter
concludes with a summary of the main outcomes as well as targets for future

extensions and/or applications of this work.

4.3.1 Related Work

One the main aspects in the IoT, refers to the Virtualization of RWOs. Many different
research activities have been performed focusing on this field. In [11], the objects
are identified with RFID, while the authors use the ontologies for the description of
the objects. In [12] there is the categorization of the objects into three groups:
resources, entities, and resource users to address a high number of distributed
sensor and actuator networks. Furthermore, the virtual sensor abstraction is used in

[13] to hide the implementation complexity of large scale sensor networks. One of
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the main aims in [14] was to make the physical world information available to smart
services, bridging the physical with the virtual world, using abstract representation
models. The work in [15] aims to provide a standardization scheme for a new
paradigm that is based on a specific description language and allows the
identification and interconnection of every object and event with a standard format.
The work in [16] considers concept of Virtual Sensor Network (VSN) as a crucial
technology for the realization of the IoT vision. The VSN manages the dynamic
collaboration of sensor nodes subsets, aiming to fulfill high computation tasks.
Moreover, the work in [17] proposes an IoT virtualization framework which uses the
notion of sensor-as-a-service. This framework represents connected objects in an
IoT cloud in the form of web services. The Versatile Digital Item (VDI) [18], a very
general data format holding information related to any virtual or physical item, is
used as the main concept in [19] for the enhancement of a publish-subscribe model.
The VDI has been designed to provide broad support to references to RWOs.
Furthermore, the work in [20] introduces the term of Active Digital Identities (ADI) in
order to realize the concept of Web of Things. The ADI uniquely represents a
physical item by using URL as for Web Objects. A number of initiatives and projects
have addressed the concept of “mash-ups” in the scope of user generated composite
applications [21]-[23]. Initially ([21][22]) the focus has been only on on-line services
not looking into issues and requirements related to the integration of physical world
objects and functionalities. The use of mash-ups for the integration with the physical
world is addressed in [23]-[26]. In [27] the Web of Things vision is introduced by
proposing a platform which tries to add, use, share and interconnect smart objects
and services. In particular, these artifacts are represented as “virtual” things. It
elaborates abstractions to create "mash-ups" of heterogeneous things. These
approaches focus on enabling users to create mash-ups from a combination of
available real world objects/devices and services. Our approach introduces the CVO
as a collection of information and services from partial digital images of the world
and their VOs, building on previous work but also introducing additional intelligence
for increased autonomicity and dynamicity. The CVO concept leads to intelligent
services, fulfilling requirements (also from hidden stakeholders), while details and
complexity are hidden from end users. CVOs are self-managed, self-configurable
components, which exploit cognitive mechanisms to enable the mash-up and re-use
of existing VOs and CVOs by various applications, also outside the context and

domain for which they were originally developed. CVOs are created dynamically in an
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autonomous manner taking into account requirements deriving from the user and
objects levels, without requiring any particular user expertise. In this direction, this
chapter describes appropriate mechanisms and specifications for the deployment of
software solutions that will allow the semantic-based virtualization or real world

things.

4.3.2 Semantic Model for the real world things abstraction

The Figure 2 depicts the semantic model that is used for the semantic description of
the virtual abstract representations such as the Virtual Objects (VO). A VO represents
an ICT Object and is owned by one VO owner who essentially is the end-user. The
VO may have one or more VO Parameters that refer on specific information
regarding the VO. Each VO Parameter, depending on its type, may have specific
Access Rights as well as specific Billing Costs. Furthermore, a VO represents the
Functionality that is offered by ICT object. In particular the VO is associated with VO
Functions that, in turn, have specific Input and Output parameters, whilst are
described in terms of VO Function Features, such Utilities (add positive meaning on
the function) and Costs (add negative meaning on the function) as well as it has
Access Rights and Billing Costs. Moreover, the virtual abstract representation
includes information for the further description of ICT and non-ICT Objects. Such
information is classified in ICT Parameters and Geo Location parameters of objects.
An ICT Parameter can include information about the specifications of ICT object and
other necessary data regarding the ICT. The parameters that are associated with an
ICT object describe essentially the specific features that characterize the ICT Object.
For instance, in case where we have as an ICT Object, a sensor, a potential ICT
Parameter could be the range or the accuracy of sensor. On the other hand, the
objects, which belong in the real world, have a physical location that is described in
terms of geographical coordinates through the Geo Location parameters. At this
point it should be highlighted that an ICT and non-ICT can have the same or
different Geo Location. A typical example for this situation arises when we have as
ICT Object, a camera that observes a building that is some meter far away of it. In
this case the [ICT_Object = Camera] hasICTLocation “*X” and the [non-ICT_Object =
Building] hasNonICTLocation “Y”.
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Figure 2: Abstract Virtual Representation Semantic Model

The information that is described above can be clearly readable and understandable
by humans (human readable and understandable data) [28] but it is quite difficult to
be readable and understandable by machines (machine readable and understandable
data) [28]. In order to allow the machines to be able to understand the meaning of
data and consequently to infer conclusions on them, should be carried out the
semantic enrichment of data. In addition through the semantic enrichment of data, it
is allowed the semantic interoperability between heterogeneous entities in the IoT
system. A possible and an efficient way to achieve this, is the use of ontologies that
belong to semantic web technologies [29][30][31]. The visualization of the Semantic

Model concepts is presented in the Figure 3.
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Figure 3: Semantic Model Ontology Concepts
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4.3.3 Specifications of semantic-based virtual abstract
representations

The vast amount of everyday objects that are comprised in the IoT generates
technological heterogeneity that should be addressed in order to achieve the
integration between different types of hardware and software infrastructures. The
abstraction of technology-specific details will enable the development of applications
and interoperability of software entities that handle or use the managed devices.
Additionally, one equally important issue is the different views and goals that derive
from users and stakeholders of IoT systems. In order to address these issues, it is
proposed the introduction of the Virtual Objects that essentially constitute the
instantiation of the Virtual Things concept that is proposed in the context of this
dissertation.

4.3.3.1Virtual Object (VO)

The virtual representations can be structured as virtual objects, as well as the
composition of the virtualized objects so as to provide a more complex functionality
to the end-users. Specifically, a Virtual Object (VO) is the dynamic virtual
representation of a RWO that contains information for the description of the RWO,
while it is implemented as computer software that is used to link the RWO with the
virtual world. Any object, whether it embeds ICT capabilities (e.g. sensors, webcams,
smartphones, etc) or not (e.g. persons, furniture, buildings, etc) is considered to be
a RWO. An ICT object can be associated to a non-ICT object (e.g.: a temperature
sensor that is associated to a room and measures the room temperature) and can be
described in such a manner that it enables its exploitation and accessibility in the
virtual world. Additionally, a non-ICT object can be implicitly described in the virtual
world, through the association with the ICT object. Essentially, a VO provides an
abstract representation of the features and capabilities, of both ICTs and non-ICTs in
the virtual world. The VO is comprised by two parts; (a) the semantically enriched
information for the description of the VO and (b) a software agent, developed as a
RESTful Web Service (WS) [32], that implements a set of functions (e.g.: retrieval of
measurements on environmental conditions, etc) related to the features/capabilities
of the RWO. The Resource Description Framework (RDF) [33], W3C standard model
for data interchange on the Web, has been used for the representation and storing
of the VO information in machine readable/understandable data. The VO information
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is stored as RDF Triples [33] in the form Subject — Predicate — Object (SPO), in the
VO registry and constitutes the description of VO.

4.3.3.2Virtualization (VO) Templates and VO Container

The Virtualization templates are description templates of software entities that allow
the dynamic instantiation of the virtual representations, through the exploitation of
the semantic data of a VO. Essentially the VO Templates are filled with semantic data
that corresponds to functional features of the real world objects, and then are
deployed into the VO Container so as to be executed. Different VO Templates are
available, with each VO Template to correspond to a different real-world device type
(e.g. sensor, actuator, etc). Each template should be available, accessible and
downloadable over the Internet (e.g. through a URL) and it may be provided in
various formats, such as RDF/XML, YAML and JSON. The VO Templates constitute
the deployment description of the REST WS that actually implements the VO, and it
is parameterized using the semantic data, that is included in the VO Semantic
Description, based on the Semantic Model. The VO Container imports a new VO as a
new software package that implements the standard structure of a RESTful WS that
follows the CRUD principles and it uses the VO Template so as to deploy the final
structured and configured RESTful WS that will constitute the virtualization of the

real-world device.

4.3.3.3VO Security Aspects

The VOs support a basic type of access control by exploiting the capabilities of the
semantic data enrichment of their descriptions. Specifically, as it is observed the
Semantic Model (Figure 2) includes the “Access Rights” node that can include meta-
data with respect to the access rights descriptions for the end-users and the third-
party entities that may be able to interact with the particular VO. These descriptive
data are stored into the VO Registries and using a Role Based Access Control (RBAC)
algorithm based on the semantic query language SPARQL [34], it is possible to
create a basic security aspect for the VO. The Access Rights can be represented as
RDF triples in the VO Registry. Every registered VO function or VO parameter goes
along with a set of Access Rights. These Access Rights define whether a function or
parameter can be read or manipulated by a specific user or a specific user role. The
advantage of this implementation is that it provides the possibility to individually

assign read/write Access Rights to every VO function or VO parameter. The
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disadvantage is that it can increase the size of the VO Registry by orders of
magnitude when lots of users or user roles must have access to a VO. This can

potentially result in scalability issues.

4.3.3.4VO0 Registry

Information regarding the available VOs is stored in distributed VO registries. An
information model consisting of the appropriate attributes for the description of VOs
has been designed and is depicted in Figure 2. It includes information regarding the
ICT object being virtualized, its location in the real world expressed in geographic
coordinates, its associations with any non-ICT object(s), information on how the VO
can be accessed and used, as well as details regarding the functions that it offers.
Regarding the latter, details on their inputs, outputs as well as various associated
costs and utilities arising from their usage, are also stored in the VO registries. Such
information on function costs and function utilities are taken into account when
selecting the most appropriate VOs based on the application requirements and
policies, i.e. during the decision making process, which will be described in more
detail in the following paragraphs. Uniform Resource Identifiers (URIs) [35] have

been used for the identification of VOs, ICT objects, and their offered functions.

4.3.4 Concepts Implementation

4.3.4.1Real World Objects: Hardware and Communication

In this implementation we use three embedded platforms (in our case RWOs):
WaspMote [36], a gas sensor node [37][38] for fire detection and Arduino [39] for
the management of actuators. A laptop serves as a gateway and the Internet as the
communication infrastructure among sensors, actuators and the cognitive
management framework. The platforms and their interconnection are described in

more details in the following sub-sections.

Sensing: For fire sensing two platforms are used: WaspMote and gas sensor node.
WaspMote (see Figure 4a) is a commercial wireless sensor platform designed by
Libelium. The platform advantages include its extensibility and ease of use.
Extensibility is provided by a number of extension boards (with various sensors on
board) for various applications: smart city, smart parking, agriculture just to list a
few. One extension board can be connected to the main sensor board at a time. The

main sensor board contains the necessary components for sensing: microcontroller
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Atmegal281 by Atmel, wireless communication unit XBee-802.15.4 (ZigBee, 2.4
GHz), temperature sensor and accelerometer, power supply provided by Li-ion
batteries. For our scenario the ‘Smart City’ extension board with humidity sensor has
been used. In total the temperature and humidity sensors for fire detection have
been used. In fact, to detect the fire using these sensors the increase of temperature
and decrease of humidity need to be checked at the same time. The sensors’ power

consumption is less than 1 mW in active mode.

The gas sensor node (see Figure 4b) is a custom design platform for the detection of
hazardous gases. The platform supports semiconductor and catalytic sensors. In this
work we use a semiconductor one. The principle of fire detection is based on the
sensing of pyrolisys in the environment. Pyrolisys is a gas which contains hydrogen
(H2) and carbon oxide (CO). This gas appears due to smoldering or overheating of
materials that help to predict possible fire in advance. The sensor node is built on
Atmegal168p microcontroller by Atmel, wireless modem ETRX2 (ZigBee, 2.4 GHz) by
Telegesis. Power consumption of the node is, however, around 150 mW which
results in approximately 1.5 years of autonomous operation. More details on the
design and operation of the node can be found in [40]. Both sensor platforms exploit

wireless communication for connection with the laptop.

Actuation: To alarm a user about the potential dangerous situation we use three
actuators (associated with the WaspMote sensors) connected to Arduino (see
Figure 4c): red Light Emitting Diode (LED), colored lamp, and fan. The colored lamp
alarms a user when humidity drops below a threshold, fan turns on when the

a) b) c)

Figure 4: Sensing and actuation devices used (a) WaspMote wireless sensor platform, (b) wireless gas sensor node, and (c)
Arduino platform with connected actuators (LED, lamp, fan).
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temperature increases, and red LED starts to blink when potential fire is detected by
the framework. We would like to note that the gas sensor node has a buzzer on
board. This buzzer serves as an actuator (alarm) when the framework detects a

potentially dangerous situation.

Arduino is connected directly to the internet using Ethernet. The next sub-section

provides a description on how the devices and framework are interconnected.

Communication: The internet provides the sensors, actuators and framework with
the communication infrastructure. The sensor nodes are connected to it through the
gateway (laptop), while the framework and Arduino with the actuators are connected
directly. In order to enable the framework cognitive mechanisms to interact with the
Xively (former Cosm) platform [41] is utilized. This platform allows the online, real-
time submission, storage and access of sensor measurements. In this respect
sensing and actuation feeds have been created. The sensing feed registers the
measured values from the temperature, humidity and gas sensors. The cognitive
mechanisms of the framework access this data through the Cosm platform and
perform an analysis to determined the behavior of the CVO and consequently of the
VOs and corresponding sensors/actuators. In case an action is deemed necessary as
result of this analysis simple binary commands are submitted through the actuation
Cosm feed. Arduino with three actuators on board and the gas sensor node with the
buzzer read the commands and react on the event by turning the actuators on/off.

4.3.4.2Implementation of VO: Virtualization of Real World Objects

The Virtual Object (VO) is the result of the Virtualization Techniques application on
the real-world things. The VO is comprised by two different parts (Figure 5): a) the
Front-End (FE) and b) the Back-End (BE). The Front-End works as the contact point
between any third-party entity (e.g. applications, services, developers, etc) and the
VO. It is implemented as an integrated HTTP-REST Endpoint that implements a set
of different CRUD-based calls for the management of the VO. The Back-End is the
software module that works as the virtualized device driver (system driver) for the
virtual infrastructure. It can be installed either inside the device, since it supports
hosting capabilities for software (e.g. Memory, Processing Power, etc) or outside in a
third-party hosting entity that interconnects with the device directly over some
communication interface, such as a serial port. Independent of the host for the BE

module, it communicates with the VO FE through an abstract software module that is
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named Back-End (BE) Connector. The BE Connector is adapted based on the
Semantic Model for the virtual representations that describes the real-world device.
Essentially, the information that is provided by the Semantic Model structure, is

exploited for the dynamic deployment of the BE Connector functionality.

HTTP-| eﬂuest Response
i {APPLICATION/JSON, APPLICATION/XML}

VO Back-End

{APPLICATION/ISON, APPLICATION/XML}

Figure 5: High-level overview of VO Software module structure

The main idea lies on the approach that the deployment information for the VO is
fetched by the corresponding Semantic Repository (VO Registry), and the BE
Connector is appropriately parameterized so as to adapt its functionality based on
the VO semantic description. The REST-based design approach of the VOs facilitates
the above approach, since it is possible to deploy on-the-fly RESTful WS that are
dynamically configured based on the semantic data. Thus the BE Connector is always
configured by using data from the corresponding VO description, allowing the actual
implementation of the dynamic / on-demand deployment of things, application
and/or services in the contemporary IoT environments. As its main responsibility, the
BE Connector takes over the realization of the communication between the device
and the software module that virtualizes the device functionality in the virtual-world.

4.3.4.3Implementation of VO Templates and VO Container

The available Virtual Objects are hosted and executed on the VO Container (Figure
6). The VO Container constitutes the implementation of a web server that supports
the execution of RESTful WS. The VOs are implemented as REST WS and provide the

Hardware capabilities through the software. For the deployment and the execution of
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the VOs, the VO Container provide a set of different capabilities that allow the
deployment of the REST WS, allowing in the same time the monitoring of the VO
execution. These capabilities are known as Information & Deployment Ops. The
deployment of the VOs is performed by using appropriate VO Templates. Each VO
Template (Figure 7) may correspond to a different device type and it can be
designed so as to present a specific set of functions that are provided by the device
(e.g. temperature monitoring, video streaming, body pulses, etc.). The VO
Templates are configured based on the information that is provided by the semantic
data that describe the VO, using the Semantic Model. A parameterized VO instance
of a VO Template constitutes the virtual abstract representation of the real-world

device and consequently the core operational abstraction part of the VO.
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Figure 6: High-level overview of the VO Container structure and its communication interfaces

The VOs as RESTful WS are executed on the Web Server and forms the Execution
Environment of the VO Container. Each new instantiated VO Template is deployed on
the Execution Environment as REST WS, configured based on the data fetched from
the Semantic Data Management layer and specifically by the corresponding Semantic
Repository. The VO Container functionalities are accessible through an appropriate
HTTP-REST Endpoint that is able to serve particular requests for the management of
the VOs, such as the deployment, the start/stop execution, etc. A REST API is
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offered to the end-user (e.g. VO Developers) so as to allow the interaction with the
VO Container, as well as to enable the development of advance distributed VO
Container clients, management modules and monitoring modules for the available
VOs.

VO Template

VO Semantics
(part of the VO Model that describes -
the VO features) =

VO Software module .

Figure 7: High-level Overview of VO Template structure

4.3.4.4Implementation of VO Security Aspects

Adding access rights properties as RDF triples to the VO Registry makes it is possible
to use the SPARQL query language for finding a certain feature of a VO as well as
use it to directly check whether a VO function or parameter is accessible for the
querying user. To do so a query parser is written. This parser makes use of the
Apache Jena [42] query decomposition abilities to detect which parameters are
requested by the user. Afterwards the parser manipulates the query by adding the
access rights constraints on its structure. An example is of this functionality is given

in the following two figures.

?VO vo:Function "getTemperature™.
?VO location:City "Amsterdam”.

)

1. PREFIX vo: <http://IoT.com/virtualobject/>
2. PREFIX location: <http://IoT.com/locations/>
3.

4. SELECT ?VO

5.

6. WHERE {

7

8

9

Figure 8: Query before parsing
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A user is looking for a VO that has the function getTemperature and is located in the
city of Amsterdam. This query is written as a SPARQL query in Figure 8. The user
sends this query to the VO Registry by making use of RESTful web service. In order
to identify him/her, the user adds his username (UserB) as an additional field to the
http header.

The VO Registry receives the users query together with its username. Thereafter it
checks which variables are requested by the user, in this case there is only one
variable requested namely VO (line 5). In order to check whether the UserB has
rights to read that variable from the DB the VODB adds this as constrain to the
query. This is being done by adding the access rights prefix to the query (line 1) and
adding constrains to the ‘WHERE’ clause (line 10).

PREFIX rights: <http://loT.com/accesrights/>
PREFIX vo: <http://loT.com/virtualobject/>
PREFIX location: <http://IoT.com/locations/>

SELECT ?VO

WHERE

?VO vo:Function "getTemperature”.
9. ?VO location:City "Amsterdam”.
10. ?VO rights:Read "UserB™.

11. }

R

Figure 9: Query after parsing
After parsing the query (Figure 9), the query now asks from the VO Registry
something like “Is there a VO which has a function getTemperature, is located in the
city of Amsterdam and where UserB has read access rights”. The VO Registry will
answer that query with a list of VOs that satisfy these conditions. Similar parsing
concepts can be used to check on write access of VOs.

4.3.4.5Implementation of VO Registry API

The VO Registry is implemented as an RDF Semantic Repository that stores RDF
data. This data corresponds to the instances of the Semantic Model for the virtual
representations. The implementation of the Back-End part of the VO Registry has
been performed based on the RDF4j API [42] that constitutes an extensible Java
framework that supports the management of RDF data. The RDF4j allow the
implementation of multiple repository instances for the RDF data store, whereas it
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supports the SPARQL query language for the execution of queries on the stored
data. For the interaction with the VO Registry, as well as for the implementation of
the data management functionalities and the accessibility endpoints, it has been
implemented as a Java reference implementation the VO Registry API. The Figure 10

presents an overview of the VO Registry design.
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Figure 10: VO Registry design overview

4.3.4.5.1 Java API - reference implementation

The VO Registry API has a set of different specifications that allows the building of
different functional parts related to VO Registry, by third-party entities (e.g.
developers, end-users, stakeholders, etc.). By using this API it is possible to
implement various processes that are summarized as follow: a) dynamic creation of
the semantic description of the VOs and dynamic registration of the VO in the VO
Registry, b) dynamic loading of the VO Description Templates contents in form of
XML, JSON, RDF/XML, RDF/JSON and dynamic registration of the VO in the VO
Registry, ¢) dynamic generation of SPARQL Requests by using the Java API Classes,
d) dynamic discovery of VOs by using specific search criteria. For the implementation
of the discovery process it is used the SPARQL Language and by using the API it is
able to generate SPARQL code, just by calling the corresponding java classes, €)
dynamic modification of VOs and their properties by using SPARUL (aka SPARQL 1.1
Update) [44] for the performance of Update & Delete requests toward the VO
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Registry. The corresponding SPARQL Update code is automatically generated by
using the corresponding java classes, f) dynamic construction of VO Registry
Requests based on the corresponding specifications and g) communication interface
between the VO Registry and its clients, by using HTTP-REST [45], with the data to
be exchanged in usual popular forms such as XML and JSON. The VO Registry API is
supported by a Java reference implementation that is distributed as a Java single
library API. The Java API is comprised by 3 different parts: a) the VO Model, b) the
VO Registry Client and c) the VO Registry Server.

Java Library that contains appropriate classes to support:

v’ the wrap-up of VO Description data, using XML and

JSON wrappers.

v’ read and post of RDF/XML, RDF/JSON, N-Triples, Turtle
- data (from corresponding files).

v the performance of SPARQL requests.

v’ VO Registry communication, based on RESTful WS.

VO Registry API™
VO Registry’
Client

VO Model
. v'Java Library that contains appropriate classes to
. support the dynamic creation of the VOs description,

based on the VO Model meta-data. VO Registry Mechanisms

/v openRDF Sesame API.

i v/ Apache Jena API.

v'Java Library with custom algorithms for the
implementation of various functionalities as RESTful
L WS.

Figure 11: VO Registry Java API overview

The API library includes the required modules for the modelling of the VOs, using the
Semantic Model (aka VO Model), the modules for the Client development, as well as
the VO Registry Server module that can used only by the VO Registry owners, not by
the end-users. This happens because the end-user requirements / needs are fully
covered by the VO Model and the VO Registry Client modules and the end-user
either human or software agent has the absolute freedom to perform requests and
get response from the VO Registry server side. Moreover, the VO Registry offers a
structure communication interface that allows the interaction with different REST
Clients implementations. The VO Registry interface includes two (2) types of data
type: a) the VO Registry Request (Figure 12) and b) the VO Registry Response
(Figure 13). In addition, the Table 1 and the Table 2 present the description of the
structure for the VO Registry Request and VO Registry Response, respectively.
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VO Registry Request

Header Request Body
Q Q
Request-id: ... XML
API'KEY: cee JSON
SPARQL

Figure 12: VO Registry Request Structure overview

Table 1: VO Registry Request - Description of contents

Data type Description

Request The Request head includes some data that are filled
Header(Request- automatically by the system, such the Request id, Request
id, API-KEY) Type, while it includes the API-KEY. The API-KEY is a string

that corresponds to a unique identifier for the end-user entity
which uses the VO Registry API.

Request Body String that corresponds to the data of the VORegistryRequest
payload. Depending on the situation, it may include XML, JSON,
SPARQL data types.
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VO Registry Response
Header Response Body
Q Q
Status-Code: ... List of Virtual Objects
Status-Message: ...

Figure 13: VO Registry Response Structure overview

Table 2: VO Registry Response - Description of contents

Data type Description

Status-Code Integer that presents the code of the response status, (e.g.
200).

Status-Message String that presents the message of the response, (e.g.
“Success”).

List of Virtual Objects | A List of URIs that corresponds to the VOs, which match the
VORegistryRequest. It is null in case the status code is 404,
namely in case there are no available VOs that match the

request.

4.3.4.5.2 CcURL API

Since the VO Registry communication interface is based on the HTTP-REST, it has
been designed and developed a cURL API for the interaction with the VO Registry, by
aiming, in the same time, to enhancement of the interoperability aspects since the
cURL functional aspects are supported by several programming languages such C++,
php, etc. In order to use the cURL API, it is assumed that you have obtained an API-
KEY, as well as that you have installed cURL (comes with Mac OS X and most Linux
and BSD distributions).
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For the support of the cURL API they have been developed the structure of the VO
Registry Response and Request in form of XML and JSON. Thus, a cURL user can
perform specific CURL commands either through its console or via appropriate code
in any programming language, which supports cURL, The Table 3 and Table 4 below
presents the cURL commands that should be executed in order to perform the

corresponding interactions with the VO Registry.

Table 3: cURL Commands - Write Request data directly into the terminal

Interaction | Data Format cURL Command

Type

Discovery TEXT/XML curl -X POST --data

Request APPLICATION/XML "voregistryrequest=<XML_DATA>"
http://<IP>:<PORT>/vo_registry/disco
very.xml

APPLICATION/JSON | curl -X POST --data
"voregistryrequest=<JSON_DATA>"
http://<IP>:<PORT>/vo_registry/disco

very.json
Registration | TEXT/XML curl -X POST --data
Request APPLICATION/XML "voregistryrequest=<XML_DATA>"

http://<IP>:<PORT>/vo_registry/regis
tration.xml

APPLICATION/JSON curl -X POST --data
"voregistryrequest=<JSON_DATA>"
http://<IP>:<PORT>/vo_registry/regis
tration. json

Update TEXT/XML curl -X POST --data

Request APPLICATION/XML "voregistryrequest=<XML_DATA>"
http://<IP>:<PORT>/vo_registry/updat
e.xml

APPLICATION/JSON | curl -X POST --data
"voregistryrequest=<JSON_DATA>"
http://<IP>:<PORT>/vo_registry/updat

e.json

Delete TEXT /XML curl -X POST --data

Request APPLICATION/XML "voregistryrequest=<XML_DATA>"
http://<IP>:<PORT>/vo_registry/delet
e.xml

APPLICATION/JSON curl -X POST --data
"voregistryrequest=<JSON_DATA>"
http://<IP>:<PORT>/vo_registry/delet
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e.json

Table 4: cURL Commands - Read Request data from file

Interaction
Type

Data Format

cURL Command

Discovery
Request

TEXT/XML
APPLICATION/XML

curl -X POST --data-urlencode
voregistryrequest@filename.xml
http://<IP>:<PORT>/vo_registry/disco
very.xml

APPLICATION/JSON

curl -X POST --data-urlencode
voregistryrequest@filename.json
http://<IP>:<PORT>/vo_registry/disco
very.json

Registration
Request

TEXT/XML
APPLICATION/XML

curl -X POST --data-urlencode
voregistryrequest@filename.xml
http://<IP>:<PORT>/vo_registry/regis
tration.xml

APPLICATION/JSON

curl -X POST --data-urlencode
voregistryrequest@filename. json
http://<IP>:<PORT>/vo_registry/regis
tration.json

Update
Request

TEXT/XML
APPLICATION/XML

curl -X POST --data-urlencode
voregistryrequest@filename.xml
http://<IP>:<PORT>/vo_registry/updat
e.xml

APPLICATION/JSON

curl -X POST --data-urlencode
voregistryrequest@filename.json
http://<IP>:<PORT>/vo_registry/updat
e.json

Delete
Request

TEXT/XML
APPLICATION/XML

curl -X POST --data-urlencode
voregistryrequest@filename.xml
http://<IP>:<PORT>/vo_registry/delet
e.xml

APPLICATION/JSON

curl -X POST --data-urlencode
voregistryrequest@filename.json
http://<IP>:<PORT>/vo_registry/delet
e.json
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4.3.5 Conclusions and future work

This chapter focused on the semantic-based virtualization conceptual aspects for the
dynamic creation and composition of virtual abstract representations of real world
things. The concept of VOs has been introduced with the aim of bridging the virtual
world with the physical world. In addition the concept of mash-ups of semantically
interoperable VOs has been introduced, namely CVOs enabling the dynamic creation
of smart applications that can be reused outside of the context and the domain for
which they were originally developed. An indicative smart home scenario was

adopted in order to implement and validate the proposed concepts.

The planning for future work involves the introduction of the proposed concepts and
their specifications into a Cognitive Management Framework for the design and the
deployment of a dynamic self-managed framework for the IoT that will base its
operational capabilities on the semantic-based (C)VOs concepts. Indicatively, such
framework will include various types of cognitive mechanisms for the management of
the information regarding the users, mechanisms for the translation of application
requirements, decision making algorithms, etc. In addition, it is planned to apply the
cognitive management framework in further application scenarios, such as the smart

city application domain.
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5 COGNITIVE MANAGEMENT OF (COMPOSITE) VIRTUAL
THINGS AND SERVICES IN THE FUTURE INTERNET

5.1 Chapter Outline

The IoT paradigm is expected to be a key communication platform between real
world objects and the virtual realm. Nevertheless, the growing number of
heterogeneous physical objects (ICT and non-ICT ones) restricts their application in
the IoT. At the same time the great number of virtualized real world objects along
with the respective services requires significant efforts in the IoT platform
maintenance and management. In this chapter it is proposed the design and the
development of a cognitive management framework for the IoT. In particular, the
framework includes three levels of functionality: virtual object (virtual representation
of real object enriched with context information), composite virtual object (cognitive
mash-up of semantically interoperable virtual objects), and user/stakeholder levels.
Cognitive entities at all levels provide the means for self-management (configuration,
healing, optimization, protection) and learning. The framework is applied to enable
autonomous application in the IoT through the cognitive management, as well as it
is evaluated and validated on the Future Smart Cities that will be enabled by

advanced IoT ecosystems.

5.2 Introduction

The dynamic/on-demand creation of complex services that will be provided to the
end-users, constitute one of the most challenging topics in the context of the IoT
and the Future Internet. The complex services will be created based on end-user
requirements and preferences and they will be resulted as the composition of
different Virtual Objects (VOs) that will be called Composite VOs (CVOs). The main
challenge in this application field lies on the hiding of the processes’ complexity and
their automation, addressing in the same time the technological heterogeneity for
the processes’ integration. The introduction of the Cognitive Technologies combined
with Semantic Technologies, constitutes the key factor for the support of the
requirements that relate to the above challenges, and can work as key enabler for
the Cognitive Management for the IoT ecosystem.

Specifically, the Cognitive Management of the IoT deals with two basic concepts: a)
the realization of the abstraction of the technological heterogeneity that arise from
the vast amount of things/objects and b) the user preferences involvement on the
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creation and the provision of complex services, maximizing the reuse capabilities of
the object and the available application in the IoT ecosystems. The proposed
solution to ensure the satisfaction of the above requirements lies on the design and
the deployment of a Cognitive Management Framework that among others includes
technologies from the Semantic and Virtualization fields. Specifically, the framework
is comprised by three different functional levels: a) Virtual Object (VO) level, b)

Composite VO (CVO) level and c) Application/Service level.

The exploitation of the Semantic Framework mechanisms that are proposed in this
dissertation, for the enhancement of the Cognitive Management Framework and their
distribution on the three available levels will enable innovative capabilities and
functional features that will realize a wide set of functionalities. Indicatively, key
features with added value for the Cognitive Management Framework can be
considered the application of the Semantic Models, for the description of the
available entities (VOs, CVOs, Services, etc.), the semantic data management, in
terms of store, query and modification, as well as the management of templates and
deployment files with respect to the deployment of semantically enriched virtualized

things of the real world (Virtual Thing).

The evaluation and the validation of the Semantic Framework entities (mechanisms
from the "“Semantic Storage System” and the “Semantic Abstraction and
Virtualization of Things” building blocks), as well as their added value in the
Cognitive Management Framework, it is presented through a set of different scientific
publications, with the most important of them to be presented in the rest of this
chapter. In particular, the section 5.3 is based on the merging of the research work
performed in the publications [1] and [2]. The [1] presents a cognitive management
framework providing the means to enable autonomous applications in the IoT,
whereas the [2] describes the application of the cognitive management framework in
the context of Smart Cities IoT ecosystems. As it is described in detail in the next
subsections, various Semantic Framework mechanisms work as enablers for the

provision of the cognitive functionalities of the applied framework.

5.3 Cognitive Management for the Internet of Things: A Framework
for Enabling Autonomous Applications

It is estimated that there will be 50 billion mobile wireless devices connected to the
Internet by 2020, while the total number of devices connected to the Internet could

reach 500 billion [3]. These devices include sensors, actuators, smart phones, cars,
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computers, home appliances, buildings and city infrastructure, etc., that will be
connected to the Internet as well as with each other via heterogeneous wireless and
wired access networks, with the aim of providing smart, personalized applications
and services anytime, anywhere. A vast variety of Internet of Things (IoT)
applications is envisaged that will assist in addressing societal challenges but will also
provide solutions for automating and improving processes in the business sector, by
reducing costs and increasing productivity. However current developments have
mainly focused on specific applications, leading to domain-centric silos that lack
flexibility and interoperability. Given the size and functional needs of the true IoT
vision and especially, large scale IoT applications such as Smart Cities, several
challenges need to be solved to achieve autonomicity, ubiquity, scalability,
dependability and sustainability of IoT service provision. These key challenges
include: (i) Increased integration of heterogeneous networks, technologies and IoT
applications; (ii) Efficient addressing of the complexity of the IoT infrastructure; (iii)
Increased usability of diverse “things” and applications; (iv) Support for smart, self-
adaptive, autonomous applications and objects; (v) On-demand and flexible IoT

service provision [4][5].

This paper presents a Cognitive Management framework targeted to overcoming
these key challenges. This Cognitive Management framework has the ability to
dynamically select its behaviour, through self-management functionality, taking into
account information and knowledge (obtained through machine learning) on the
situation/context of operation (e.g., internal status and status of environment), as
well as policies (designating objectives, constraints, rules, etc.). The framework
comprises three main levels of enablers, namely the Virtual Object (VO), Composite
Virtual Object (CVO) and Service levels, which are reusable for the realization of
diverse applications [4]-[6]. Three main processes of this framework, enabling
autonomous IoT application are presented in this paper: the Dynamic CVO creation,
the Knowledge-based CVO Instantiation and the Self-healing of a CVO. The
remainder of this paper is organized as follows. First, an overview of related work is
given and the innovation of the work addressed in this paper is highlighted. An
overview of the aforementioned Cognitive Management framework is provided, and
some indicative operation processes are presented. Finally, the paper presents a first
prototype implementation of this framework as well as corresponding derived results
that demonstrate high potential towards the self-reconfigurable IoT.
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5.3.1 Related Work and Contribution
This section provides an overview of selected related work on IoT architecture, VOs,
CVOs and cognitive management and aims to highlight the added value of this work

with respect to existing work.

A key challenge for the realization of the IoT, as already introduced, will be to
overcome the heterogeneity of diverse objects, in terms of their features as well as
the network technologies exploited for their interconnection. This can be achieved
through the virtualization of these objects [7]. In [8], the complexity of large scale
sensor networks is addressed through the virtual abstraction of sensors.
Identification of objects is another important issue that needs to be tackled
efficiently. Radio-frequency identification (RFID) can be exploited for this purpose
[9][10]. The authors in [9] follow the representation strategy, while the authors in
[10] exploit ontologies. In addition, there are a number of European projects
addressing some of the issues related to the IoT and especially, the management of
Real World Objects (RWOs). In the SENSEI project approach [11] the digital world
has been divided into three abstractions, resources, entities and resource users for
addressing a large number of globally distributed wireless sensor and actuator
networks. In the EBBITS project [12] every subsystem or device is virtualized
through a web service with semantic resolution. Abstract representation models for
integrating the physical with the virtual world, in the SOFIA project [13]. In [14] the
authors present a description language that allows the identification and
interconnection of objects and events utilizing a standard format. The
CONVERGENCE project [15] introduced a common container for any kind of digital
data, including representations of services, people and RWOs. The IoT-A project [16]
has specified an architectural reference model that comprises a set of building blocks
that provide appropriate functions to allow the interoperability and connection

between IoT entities.

A number of initiatives have also addressed the concept of “mash-ups” in the scope
of user generated composite applications and for the integration of the physical and
virtual worlds [17]-[20]. These approaches focus on enabling users to create mash-

ups from a combination of available real world objects/devices and services.

Cognitive wireless systems emerged as a solution towards addressing the complexity
in emerging and future composite radio networks [21]. Numerous research efforts in

radio communication have focused on cognitive technologies for the efficient
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management of resources and components in future networks. In particular, the E3
project [22] following the “cognitive radio” and “cognitive network” paradigms,
suggested a distributed architecture over different network elements in order to
introduce cognitive and self-x functionalities into different communication
components in future networks. The OneFit project [23] realized the vision of
opportunistic networks, which are managed and coordinated with the infrastructure,
by advanced cognitive systems, introducing a set of cognitive mechanisms that can
support the management of opportunistic networks and their coordination with
infrastructure networks. The UniverSelf project [24] aims at overcoming the growing
management complexity of future networking systems, and to reduce the barriers

that complexity and ossification pose to further growth.

The cognitive management framework presented in this paper capitalizes on these
efforts, applying cognitive technologies for the management of objects and
applications in the IoT. As already introduced, this paper presents cognitive
management mechanisms so as to enable autonomous IoT applications through the
dynamic creation, deployment, self-configuration and self-management of VOs and
CVOs and reuse of existing RWOs outside the context and domain for which these
were developed. In this framework, any type of RWOs can be represented in various
ways, independent of a particular single technology, as in [9] and [10]. The VO
concept is introduced as a dynamic virtual representation of RWOs and the CVO
concept further enhances this dynamic representation capability. The intention is not
to create new digital representations/objects, but to use the concepts that already
exist in the domain (representing IoT resources as services, e.g. [25]), and merge
them into advanced, intelligent representations, which are exploitable by existing and
new applications. A VO can be dynamically created and destructed, may consist of
information and services and is a dynamic object since it has to represent
dynamically changing RWOs. A CVO, which can also be dynamically created and
destructed, represents a collection of information and services from partial digital
images of the world and their virtual objects. CVOs are created in an autonomous
manner given: (i) the requirements coming from the service/stakeholder level and
(ii) the capabilities offered by available VOs. The CVO concept leads to autonomous,
intelligent  services/applications, fulfilling requirements (also from hidden
stakeholders), while details and complexity are hidden from end users. In this sense,
this work is closely related to the concepts presented in [19], [26], but also
combined with cognitive management concepts. Furthermore, self-managed and
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self-configurable CVOs represent a collection/"mash-up" of information and services
from VOs, contrary to [12] where a single service or application is provided from

each object.

5.3.2 Cognitive Management Framework Overview

This section provides a high-level view of the Cognitive Management framework
(Figure 14) [5][6] for enabling autonomous applications and efficient service
provisioning in the Internet of Things. This framework comprises three levels of
functionality. From a bottom-up perspective these are the VO level, the CVO level
and the Service/stakeholder level. Cognitive entities at all levels provide the means
for self-management (configuration, healing, optimization, protection) and learning.
In this respect, they are capable of perceiving and reasoning on context (e.g. based
on event filtering, pattern recognition, machine learning), of conducting associated
knowledge-based decision-making (through associated optimization algorithms and
machine learning), and autonomously adapting their behaviour and the configuration
according to the derived situation. The aim of the proposed Cognitive Management
framework is to enhance context-awareness by providing the means to exploit more
objects, render high reliability through the ability to use heterogeneous objects in a
complementary manner for reliable service/application provision, and improve
energy-efficiency through the selection of the most efficient and suitable objects
from the set of heterogeneous ones, and, in general, through the optimal

management of a large population of resource constrained devices.

5.3.2.1VO Level

The VO level comprises VOs that represent RWOs. RWOs can be distinguished in
Information and Communication Technology (ICT) enabled objects and objects that
are not ICT-enabled (hereafter termed non-ICT objects). Sensors and actuators can
be identified as ICT enabled objects. In particular, sensors can be exploited for
acquiring various types of data, while actuators enable the enforcement of
appropriate actions. The state of non-ICT objects can be retrieved, influenced or
controlled through one or more ICT enabled objects attached to them. VOs are
linked to one RWO, which may provide one or more than one functions. The aim of
VOs is to allow for the introduction of new objects/devices and the removal or
replacement of existing elements in a "plug ‘n play" fashion. VOs provide a high-level

(generic) interface to devices/objects abstracting the complexity of the underlying
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IoT infrastructure (in terms of devices/objects and networking technologies used for
their interconnection). VOs allow for the description, discovery and exploitation of
objects/devices. Information regarding each VO is stored in the VO Registries of this
level. In this manner, the type of a VO, the object that is connected to, the functions
that it can provide, its features and other related data can be acquired by querying

these registries.
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Figure 14: Cognitive Management Framework Overview [2]

5.3.2.2CVO Level

A service can be realized through the composition of functions of one or more VOs
and/or CVOs. CVOs can be dynamically created, in order to offer a particular
service/application. Information regarding these CVOs can be found in the CVO
Registries of this level. This information includes features of the CVOs and data
regarding the conditions under which they were created, as well as information on
the VOs comprised in a particular CVO. Moreover, at this level, there are two further

key components of the Cognitive Management framework, i.e. Request and Situation
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Matching and Decision Making. The Request and Situation Matching component
comprises functionality for building knowledge and experience related to CVOs
created in the past. The derived knowledge is then exploited in order to enable
reaching reliable decisions faster. In other words, this component is responsible for
searching for already existing CVOs that can fulfill the requested service
requirements, thus enabling the reuse of already existing CVOs, in order to increase
efficiency in terms of time, computation and resource savings. More specifically,
information/knowledge stored in the CVO Registries is exploited and a similarity
metric-based matching algorithm searches and finds an adequate match (if available)
based on a specific threshold. In case this component cannot succeed in this target
(because no suitable CVO is yet available), it triggers the Decision Making component
for the optimal composition of VOs, which will dynamically create a CVO according to
the requested functions and policies. To this end, an objective function is utilized,
with the goal of maximizing the value of the CVO that will be created (in terms of

encompassed features such as performance, energy efficiency, cost, etc).

5.3.2.3Service Level

The Service level allows users/stakeholders to define features of a required
service/application through appropriate interfaces and provides functionalities for
autonomously deriving the requirements for the requested service. These
requirements consist of the functions required for fulfilling a certain service, the
policies for various functions features (e.g. performance, energy efficiency, etc) and
in addition a number of situation parameters (e.g. time, location, desired level of
luminosity, etc). At this level, there are two more components of the Cognitive
Management framework: Situation Acquisition and Application Translation. The
Situation Acquisition component evaluates the conditions under which a
service/application was requested and provides the corresponding situation
parameters (e.g. time, location). The Application Translation component infers the
functions and the policies from the user’s request, which is received from a dedicated
User Interface. Moreover, learning mechanisms are exploited for obtaining and
learning information on user preferences. All this information is then forwarded to
the CVO level for the dynamic composition of VOs and the instantiation of the

corresponding CVOs.
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5.3.2.4Cognitive Features

Cognitive features can be identified in all three levels of this framework, exploiting
optimization, machine learning and pattern recognition techniques. In particular, in
the VO level, optimization and learning techniques are used in order to select the
optimal links between VOs and RWOs and additionally, to forecast problematic links
and propose alternative ones. In the CVO level, learning techniques are used for
acquiring situation information and exploiting this information for the instantiation
and re-use of CVOs. More specifically, pattern recognition techniques are exploited
for this purpose to propose CVOs that can be reused for a certain requested
service/application. Optimization techniques are exploited for evaluating candidate
VOs and creating optimal CVOs. Finally, at the service level, semantic reasoning is
used for the translation of the request and the derivation of the application
requirements, while learning techniques are used for obtaining information on

user/stakeholder preferences.

5.3.3 Framework Operation

This section presents aspects of the operation of the proposed Cognitive
Management framework through three main processes it enables, namely Dynamic
CVO creation, Knowledge-based CVO Instantiation and Self-healing of a CVO. The
first process is targeted to the creation of a CVO "from scratch" and offers the
requested service/application to the wusers, the second process offers a
service/application, achieving time and resource savings through the reuse of an
already existing CVO and the third process sustains the functionality of this
service/application, in case of faults and misbehaviors. To this end, the dynamic CVO
creation evaluates VOs and creates a CVO, the knowledge-based CVO instantiation
evaluates already existing CVOs to propose one to be reused and the self-healing of
a CVO evaluates VOs to replace a malfunctioning one in a composed, running CVO.

5.3.3.1Dynamic CVO Creation

A user requests a service and declares the importance of service/application function
features, denoted as policies, which should be respected by the system. This request
is captured through the User Interface at the Service level and is forwarded to the
Application Translation, which derives, from the overall issued service request, the
requested functions and defined policies. This information is forwarded to the
Situation Acquisition component that examines the situation parameters and
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forwards these, as well as the requested functions and defined policies to the
Request and Situation Matching component. Moreover, learning mechanisms provide
information regarding the user preferences. The Request and Situation Matching
component searches for an already existing CVO that can fulfill the request, in the
CVO Registry. If this reuse of a CVO is not possible, then it forwards the relevant
information to the Decision Making component, in order to create an optimal
composition of VOs, according to requested functions and policies. For this purpose,
information on available VO features and provided functions (VO descriptions) are
retrieved from the VO Registry. Once a CVO is created, the request, associated
situation parameters and CVO composition (e.g. comprised VOs) are recorded in the
CVO Registry, in order to ensure that if a similar contextual situation occurs again,
the solution may be retrieved directly. Finally, the created CVO provides the

requested service/application to the user.

5.3.3.2Knowledge-based CVO Instantiation

This process enables the reuse of an already existing CVO. The steps of the previous
operation are repeated until the request is received by the Request and Situation
Matching component. At this point the service request and situation information can
be compared with records in the CVO Registry for an adequate match. Past records
corresponding to CVO components (VOs) with functions that are unavailable in the
current situation (either exact or approximate ones) are filtered out, as they
definitely cannot fulfil the service goals. The remaining records are ranked based on
a satisfaction-rate similarity metric and the highest ranked one is tested against a
pre-defined similarity threshold. The satisfaction-rate depends on the amount of total
requested functions being available as well as their correlations and it is calculated as
a score (i.e. a sum) of these correlations between the set of the requested and the
required CVO functions. Apart from the functions, for the calculation of the overall
similarity metric also the rest of the situation and request parameters (requested
policies, time of request, area of interest, available VOs) are taken into account. The
similarity threshold is derived from the user preferences and from learning
mechanisms that exploit user feedback/ratings for past CVOs. If the overall similarity
metric for an existing CVO equals or exceeds this threshold, then this existing CVO
can be considered as suitable for a newly issued request. In this way the CVO level

components can apply known solutions as a response to a service/application
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request, thus, reducing the time needed for handling of requests from the Service

level.

5.3.3.3Self-healing of a CVO

The self-healing process enables the detection of a problem in the operation of a
used RWO/VO and dynamic reconfiguration of the corresponding CVO (and
consequently application) to overcome the problem. This process is triggered when a
VO failure is identified due to an RWO becoming unreachable (e.g. due to loss of
connectivity of the VO with RWO, RWO hardware failures, etc). A Reconfiguration
request is issued from the Request and Situation Matching to the Decision Making
component. The Decision Making component then selects the most appropriate VO
(and consequently RWO) for replacing the problematic VO. Information on the
reconfiguration of the CVO is stored in the CVO Registry, to be exploited for future

similar CVO creations/instantiations.

5.3.4 Case study validation

This section intends to demonstrate the use of the proposed IoT cognitive
management framework and the cross-application nature of objects in one smart city
scenario. The smart city scenario connects horizontally several application domains
and more specifically the smart health / smart home / smart living, the smart
transport and the public safety. Smart Cities are actually a real driver for connecting
application domains. Furthemore, it is presented the perfrormance assessment of the
framework operations, including detailed results of the mechanisms execution,

complemented with their evaluation.

5.3.4.1Storyline summary

This scenario refers to how the proposed framework may be exploited to protect and
facilitate the daily life in the smart city. Sarah, an elderly woman, has opted for an
assisted living service that is provided by a medical centre. A doctor, who monitors
Sarah’s health remotely from the medical centre, receives an alarm that Sarah has
fainted. An ambulance is informed to run for assistance of Sarah. A smart driving
application is used by the ambulance, so as to reach Sarah’s home as faster as

possible.
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5.3.4.2Proof Of Concept description

The storyline introduces three different smart city applications domains (smart
health, public safety, smart transport). The situation in each domain requires a
respective CVO, namely (a) the CVO in the medical centre for the monitoring of
Sarah’s health and of the environmental conditions in the smart home, (b) the CVO
in the police department for the traffic jam monitoring and (c) the CVO in the smart
vehicle for the smart driving in the city roads.
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Figure 15: Smart City scenario implementation aspects [2]

The use case workflow is depicted in that is associated with the scenario description
in section 5.3.4.1 would be presented as follow. Initially, the request parameters
(e.g. Sarah’s Pulse, Room Temperature, Alarm (in the medical centre and in the
smart home) etc.) and the situation parameters (e.g. Sarah’s location, time, available
VOs representing a body pulse sensor, a temperature sensor, a fire alarm etc.) are
extracted by Application Translation and Situation Acquisition to be used for deriving
the CVO in the medical centre. The scenario assumes that an appropriate existing
CVO cannot be found by RSM, so that DM selects the appropriate VOs and triggers
the creation of a new CVO. The fire alarm is selected to play the role of the alarm in

the smart home based on proximity. This selection of an object to deliver an

116



PhD Dissertation Dimitrios G. Kelaidonis

application requirement (“raise an alarm”) in an approximate way (“can make noise”)
enhances the resilience of the offered by the CVO service in absence of other more

appropriate objects. The CVO is then executed.

When Sarah faints, the CVO becomes aware of the accident, since it receives
periodic measurements from the body pulse VO and compares them with a
predefined threshold. An alarm is raised by the CVO in both the smart home (fire
alarm) and the medical centre, the last one being automatically transmitted to an
ambulance, potentially with some policies about the seriousness of incident. The
ambulance requests a CVO for the smart driving, so as to find the best itinerary to
Sarah’s home and save valuable time. The RSM mechanism finds and instantiates an
existing CVO that matches the incoming request. This CVO receives input data from
the ‘Traffic Monitoring’ CVO in the police department, which combines real-time data
from different types of sensors (e.g. cameras, Gas Sensors, Magnetic Field Sensors
(MFSs)) and infers about the traffic status in the city’s streets. For instance, if the
MFSs detect many cars and the Carbon Dioxide levels are higher than a value, it can

infer that there is a traffic jam in the specific area.

The implementation aspects are depicted in Figure 15. The emulated smart city
includes the smart home of Sarah that is equipped with actuators and sensors hosted
by Wireless Sensor Network (WSN) Platforms A and B respectively. The CVO in the
medical centre uses the Cosm on-line database service, in order to get the sensor
measurements from WSN Platform B as well as to send the actuator commands to
WSN Platform A. In the smart city, there are various types of sensors, which are
connected with the type of WSN Platform C using various access technologies and/or
communication protocols (e.g. ZigBee, Bluetooth, Wi-Fi, etc) sharing their data. The
CVO in the police department receives data from the distributed platforms of type C
in order to infer about the traffic status in the city streets.

5.3.4.3 Performance evaluation

A number of experiments have been performed on the implemented prototype
platform in order to assess its performance and validate the efficiency of the
proposed Cognitive Management framework, in terms of execution time and amount
of bytes required for the various components of the framework to accomplish their
task. In addition, the value of the CVO and the overall time needed for its

instantiation have been explored for the three processes. In the following figures,
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results for eight different cases are presented, which vary in the number of
considered available VOs that could possibly be exploited, thus also showing some
aspects of the scalability of the proposed mechanisms. Each experiment has been
repeated five times. The outcomes were quite similar in each repetition, however in
the results presented in the following the corresponding mean times are depicted,
for the sake of accuracy. In all cases, the requested CVO was instantiated
successfully. The related experimentation results, as well as the conclutions and the

evaluation of them, is described in the rest of this section.

Initially, the Figure 16 presents the evolution of the execution time required for the
Request and Situation Matching component operation as the number of considered
available VOs increases. As can be observed, this execution time remains relatively
constant, around 9 msec. Thus, it can be concluded that this process is not affected

by the number of available VOs in the area of interest.
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Figure 16: Request and Situation Matching Execution Time

The Figure 17 shows the evolution of the execution time for the Decision Making
component as the number of considered available VOs increases. This duration
corresponds to the optimization process of selecting the appropriate VOs for the
creation of the optimal CVO. In particular, two algorithms have been utilized for the
implementation of this mechanism; the CPLEX [28] algorithm for finding the optimal
composition of functions of VOs or the Decision Making Heuristic Algorithm (DMHA)
that finds the optimal solution for each requested function separately and combines
them in order to compose the optimal CVO. The DMHA algorithm is more time
efficient than the CPLEX. Moreover, the time required for both algorithms increases,
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as the number of the available VOs in the area increases. Nevertheless, this duration

can be considered as short.
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Figure 17: Decision Making Execution Time

The Figure 18 depicts the evolution of the time required for discovering available VOs
and retrieving corresponding information from the VO Registry as the number of
relevant available VOs increases. As can be observed this process is affected by the
increase in the number of considered VOs. However, it should be noted that due to
the fact that this time mainly influences the set-up/creation time of a CVO (prior to

its execution) it does not influence the efficiency of running CVOs (IoT applications).
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Figure 18: VO Discovery Process Execution Time

The Figure 19 depicts the value of the composed CVO, in terms of comprised
features such as performance, energy efficiency, etc. As the number of VOs
increases, it is possible that the CVO value increases due to the existence of more
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suitable VOs, in terms of offered functions and features of these functions (e.g. VOs

that correspond to RWOs that exhibit improved performance).
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Figure 19: CVO Value

The amount of bytes that were received from each functional component has been
recorded and depicted in Figure 20. As can be observed, the number of received
bytes is similar for the Request and Situation Matching and the Decision Making
components. This is anticipated as the major portion of this data corresponds to the
information that is received from the VO Registry for the requested VOs. Both of the
aforementioned components acquire information on VOs from the VO Registry.
Furthermore, as expected this amount of bytes increases as the number of

considered available VOs increases.
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Figure 20: Received bytes vs. Number of available VOs
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Finally, the Figure 21 presents the overall picture of the framework performance,
including the three different supported operations. Specifically, the diagram presents
the overall time that is required for the three processes to accomplish their task. As
can be observed, the creation of a CVO from scratch demands more time, as it
depends on the evaluation of the available VOs according to the requested functions
and policies. The processes for Knowledge-based instantiation of a CVO and Self-
healing of a CVO demand much less time in comparison with the CVO creation. The
Knowledge-based instantiation mainly depends on the Request and Situation
Matching execution time, while the CVO Self-healing essentially involves the Decision
Making for selecting a particular VO. Both of these components, as also presented in

the previous figures, are quite time efficient.

CVO Time - Available VOs

600

o

500

(]

w

E 400

S

()

B —4— CVO Creation
'6 200 —— CVO Instantiation
a 100 CVO Self-healing

0 10 20 30 40 50 60 70 80 90

Available VOs (#)

Figure 21: CVO Execution overal time for the three different operations

Throught the result observation, as well as aiming to provide the evaluation of the
framework application in the described PoC, a set of benefits have been highlighted.
Specifically, the benefits of the framework can be summarized to the following: (a)
easy creation and delivery of added-value services from business actors allowing
them to increase profits and market share, (b) service provision dynamically tailored
to the needs of end users, even being able to act on behalf of them, (c) decrease on
Capital Expenditures for telecom and service providers due to a gradual replacement
of legacy technology enabled by VO abstraction without disrupting the currently
delivered services, (d) development of innovative cross-domain applications due to
CVO abstraction, (e) support of large-scale networking through cognition, (f) reduced
OPEX in terms of time, maintenance, energy consumption via cognition / proximity,
(g) decrease on time-to-market by reusing available VOs and (h) new business roles

as (C)VOs may be owned by different stakeholders.
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5.3.5 Concepts Implementation

The proposed Cognitive Management framework has been implemented in the
context of the Smart City PoC, described in the section 5.3.4.2. The current
corresponding implementation comprises, apart from software components for the
various functional components presented in the previous, as well as of a number of
real world object that corresponds to actual sensors and actuators. In particular,
Arduino and WaspMote platforms have been combined with a variety of sensors
(such as luminosity, temperature, humidity, and location), actuators, a (Zigbee-
enabled) Gateway, as well as various software technologies such as RESTful Web
Services, JSON, RDF, SPARQL, Sesame API, etc. An OWL ontology has been
developed which includes all appropriate metadata (e.g. offered functionalities,
access rights and features [6][27]) for the description of VOs, CVOs and Services.
The semantic data that describe the instantiated CVOs is stored in Semantic

Repositories implemented with RDF4j API.
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Figure 22: Overview of the Cognitive Management Framework implemented components involved in
Dynamic CVO Creation

Specifically, the CVO Registry stores and provides semantically enriched data on the
existing CVOs. This information can be utilized for the re-usability of CVOs and
includes information on the context in which CVOs have been created and/or
activated. Such context information may comprise the requirements coming from the
service level, the time of day, the creation/activation domain, etc. It should be noted
that there may be various, CVO registries which may be distributed across several
domains, while the information can be exploited by machine learning and knowledge
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functionality to link the current requirements for a CVO, with previously encountered

requirements and consequentially other, existing, VOs and CVOs.

At this point it should be highlighted that the exploitation of the VO Level semantics
as well as of the CVO Lovel semantics, constitute a critical process for the realization
of the framework operations as they have described in the section 5.3.3. Specifically,
the VO semantics, that is stored in the VO Registry, is used by the decision making
mechanism allowing the dynamic creation of decisions with respect to the
composition of virtualized objects that will compose the CVO. Additionally, the
semantic data that is stored in the CVO Registry and essentially constitute the
description of the corresponding CVO, enable the dynamic instantiation of existing

CVOs and their reusability into different application/services contexts.
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Figure 23: Overview of Cognitive Management Framework implemented components involved in
Knowledge-based CVO Instantiation

Finally, the VO Level interactions among the software modules and the real world
objects, such as the ICT devices, include the sensing and actuation streams, that
essentially realize the interaction of RWOs with the Cognitive Management
framework. The implementation approaches followed for the realization of the
streams, lie on two different ways: a) using TCP/IP sockets and direct connections to
the WSN gateways and b) with the use of VO Container that includes the
implemented VOs as RESTful web services. Indicative views of the framework
components user interfaces for its operation in the context of the smart city scenario

are presented in the figures: Figure 22 to Figure 24.
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SELF-HEALING PROCESS REQUEST AND SITUATION MATCHING
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5.3.6 Conclusions

This work presented a Cognitive Management framework for addressing the
complexity and technological heterogeneity of the envisaged IoT infrastructure and
facilitating the development of new IoT applications and the re-use of
objects/devices across various domains. The exploitation of such a platform will
enable the faster development of more and better IoT services and applications,
taking into account requirements from various stakeholders and will also allow for
greater flexibility, reliability and efficiency of the IoT infrastructure. The reusability of
objects (equipment/software) can reduce the CAPital EXpenditures (CAPEX) for the
service provider/manufacturer. Furthermore, the reusability of already utilized
resources, the optimum resource utilization as well as the support of policies (e.g.
energy efficiency) can increase OPeration EXpenditures (OPEX) savings. Also,
autonomic reconfiguration of CVOs (self-healing process) can reduce the OPEX for
the service provider. Consideration of user preferences and the provided user
friendliness can increase the satisfaction for end users and consequently increase the
funds for the service provider. The paper started from an overview of the proposed
Cognitive Management framework, highlighting the features of its main components.
The operation and the corresponding interactions among the Cognitive Management
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framework components were described. The key features of the corresponding
Cognitive Management framework implementation were presented as well as
indicative performance results, showcasing the efficiency of the proposed framework

components.
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6 CLOUD INTERNET OF THINGS INFRASTRUCTURES FOR
THE FUTURE INTERNET

6.1 Chapter Outline

In the future internet era, the Internet of Things (IoT) has consolidated its presence
in the contemporary IoT environments, such as the Smart Cities, with a variety of
innovative IoT platforms for the provisioning of relevant services. The provisioning of
such services requires ubiquity, reliability, high-performance, efficiency, scalability.
For the accomplishment of the addressing of the challenges and the requirements, a
popular trend is to merge IoT and Cloud concepts by combining multi-Cloud IoT
architectures. The introduction of cognition was the first step for the IoT success, as
it brought essential self-management and awareness capabilities combined with
knowledge-generation functionality. The Cloud-IoT architectural vision is paving the
way to the next/vital step for the IoT success and for new business value
propositions for the IoT world leveraging cloud principles. Towards this direction, this
chapter presents a set of challenges that have been identified, with a set of different
research initiatives that aim to address them. Moreover, it is elaborated the
deployment of innovative Cloud-IoT architectures, enabled by the Semantic
Technologies, for the Future Internet environments, such as the 5G Wireless
Networking ecosystems. This chapter presents a promising approach for the design
of Cloud-based architectures for enabling Cloud-IoT services over multi-Cloud smart
environments. Furthermore, it is analyzed how the proposed architecture,
empowered by the Semantic Framework mechanisms, could enable the deployment
of Federated Edge Cloud-IoT environments over 5G wireless communication

technologies.

6.2 Introduction

The last decade the IoT field introduced new visions and trends with respect to the
communication capabilities between heterogeneous devices, whereas enabled
contemporary application and services that improve and facilitate the daily life of the
humans in our world. This fact has introduces new technological challenges and
requirements in the various fields, such as the data management, communication
and access management, IT services delivery, etc. At the same time, Cloud
Computing came into play to offer enormous storage, computing facilities and data
sharing opportunities. It is obvious that the convergence of IoT and Cloud can
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provide new opportunities for both technologies. The use of cloud computing is
considered as a viable approach for alleviating the burden of limited resources on
smart devices. However there is no particular solution that could be applied to all
different situations, taking into account the wide range of applications, the
corresponding use of the cloud resources, such as offloading computation, edge
content delivery, distributed data processing, etc, and their respective requirements,
such as the mobility support, real-time interaction needs, etc. Combining the two
different technological fields, Cloud-IoT platforms can be deployed by introducing a
new horizon of ubiquitous sensing and data monitoring, devices interoperability,
services distribution and on-demand delivery, as well as plethora of other
applications. Moreover, the Cloud-IoT solutions will enable powerful processing and
storage facilities in the Big IoT-data worlds, and it will be realized the real-time
automated decision making for various challenging processes. Consequently, the
convergence of the IoT and the Cloud can enable the development of new innovative
applications in various emerging areas such as smart cities, smart healthcare, smart

energy management and others to improve all aspects of life.

Particular interest it is positioned to the next generation mobile and wireless
networking technologies such as 5G wireless networks and software-defined
networking (SDN). While there are many different research activities that focused on
the study of IoT and cloud convergence, there is a limited effort with respect to the
combination of the Cloud-IoT solutions with the 5G communication technologies. The
5G technologies could constitute the success factor for realizing the IoT-Cloud
convergence since they will allow the acceleration of the communication among
heterogeneous devices, allowing in the same time the boost-up of data generation
and processing. Furthermore, the 5G technologies can lead to a new form of
interaction between IoT and Cloud by supporting better spectral efficiency, network

capacity, mobility and coverage.

The combination of the Semantic Framework concepts with the Cloud-IoT, are
presented and evaluated in the next subsections. In particular, the next sections are
comprised by research work that was performed in the context of the publications
[1][2][3] that study the Cloud-IoT concepts, as well as the design and the
deployment of innovative 5G enabled Cloud-IoT architectures that support the

efficient service provisioning and management.
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6.3 A Federated Edge Cloud-IoT Architecture — Enabling semantic-
based service provisioning in Future Internet

The contemporary era of the future internet has already been deployed, in the form
of innovative Internet of Things (IoT) infrastructures, in different application domains
that range from Smart Health and Smart Buildings to Smart Cities. Focusing on the
Smart Cities domain, by 2030 it is anticipated that more than twenty seven large
cities with more than ten million population will exist, while sixty percent (60%) of
the world population will live in an urban environment [4]. Major challenges will be
presented due to the increase of cities’ population and some of the most important
of them will refer to energy and waste management, citizens’ health status
monitoring, traffic management and air pollution monitoring and control. Such
challenges will require the combination of existing heterogeneous Information and
Communication Technologies (ICT) solutions, so as to provide innovative and more
efficient composite services to the people that will live in these cities[5][6].

The application of the IoT paradigm in the context of Smart Cities implies a wide
range of heterogeneous devices such as sensors, actuators, smart phones, cars,
computers, home appliances, buildings, smart city infrastructure elements, that will
be connected to the internet, as well as with each other via heterogeneous access
networks, with the aim of providing smart, personalized applications and services
any-time, anywhere [7]. A vast variety of IoT applications is envisaged; however
most current developments have mainly focused on specific applications, leading to
domain-centric silos that lack flexibility and interoperability. Given the size and
functional needs of the true IoT vision and especially, of large scale IoT applications
such as those deployed/required in Smart Cities, there are key challenges to be
solved to achieve ubiquity, scalability, dependability and sustainability of real-time
IoT service provision. The vast amount of objects and devices that have to be
handled and the variety of networking and communication technologies, as well as
the administrative boundaries, that have to be supported, require a different
management approach. The added value of IoT consideration consists not only in
providing the objects with the infrastructure for physical communication, but also in
exchanging derived data and knowledge, which can be (re-)used by other objects
and applications and, therefore, making possible the development of totally new or

already existing applications but with more enhanced features/functionalities [8][9].

The last decade, various fundamental technologies have been introduced and used in

various domains so as to realize the IoT [10], including technologies such as the
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Radio Frequency Identification (RFID) [11][12] and Near Field Communications
(NFC) [13][14], Wireless Sensor Networks (WSN) [15], etc. As it has been
highlighted in previous research activities [16]-[20], the IoT paradigm of the “7
trillion devices for 7 billion people” requires cognitive self-x (configuration,
optimization, healing) solutions that will effectively contribute to the overcoming of
the various issues that arise. Moreover, whereas various research efforts, such as
[20]-[30] have significantly contributed to the definition of IoT architectures and
cognitive communication technologies to ensure interactions and facilitate
information exchange, there has been less focus on the distribution of the solutions
that will enable greater scalability and extensibility of the capabilities of IoT infra-
structures and relevant data processing. Furthermore, there is a lack of distributed
management functionality to overcome the technological heterogeneity of the
capillary networks, to enhance the context awareness, as aspects that can be
resolved though the design and the deployment of cloud-based applications from the
IoT field.

This work focuses on the current trends in the context of cloud infrastructure
services combined with IoT integrated systems/platforms and/or frameworks
towards the provision of large scale cloud-based distributed IoT services in the
context of the Smart Cities of the future. These trends include [31] the integration of
special devices in the whole computing continuum, from high performance
computing ones to mobile devices, and the design of decentralized service-oriented
systems. Moreover, the main contemporary trends include the improvement of the
virtualization technologies, the achievement of portability and interoperability
requirements, or the automation of the organization and management of the
backend resources. Consequently, cloud-based applications from the fields of the IoT

and Big Data are expected to guide the new services.

The next sections present the evaluation and the validation of the Semantic
Framework entities (mechanisms and/or software modules), as well as their added
value in the Cloud-IoT field. In particular, the rest of this chapter is structured as
follows: section 6.3.1 presents the identified challenges for the cloud-based IoT
architectures, and section 6.3.2 presents an overview of the work in progress in this
field. Furthermore, section 6.3.3 presents a promising multi-Cloud IoT architectural
solution, and the section 6.3.5 presents our proposed architecture. Moreover, the

section 6.3.6 presents a case study evaluation of the proposed architecture, focusing
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on the "“Semantic Storage System” performance evaluation. Finally, the work
concludes with the section 6.3.8 that summarizes the findings and paving the way

forward.

6.3.1 Challenges

The IoT realized the vision of an interconnected world with emerging volume of data
and numerous services that are delivered via heterogeneous access networks. At the
same time, the Cloud Computing participating the technological innovation board, by
offering enormous storage, computing facilities and data sharing opportunities. The
convergence of IoT and Cloud can provide new opportunities for both technologies
as well as bring new challenges on the forefront. Indicatively, Cloud-IoT realizes
ubiquitous sensing, allows the interconnection of devices [32], enables the service
sharing and provisioning, and provides automated decision making in real time [33].
However, there are various critical challenges that should be taken into account,
whereas the contemporary trends in the application provisioning require capabilities
for services migration [34], data aggregation close to the end-
users/consumers/applications [35], interworking of infrastructures in a peer-to-peer
way, hamely cloud peering [36], distributed data processing over small and medium

scale mobile cloud environments (aka Edge Clouds) [37].

The heterogeneity of the entities that are involved in the context of the smart cities,
including devices, services and applications, requires the deployment of innovative
mechanisms that will enable the production, the discovery, the mix and the re-use of
different service components and the creation of new added value public services
through pooling and sharing of resources, data, content and tools, even across
national borders. In this way, they will facilitate the collaboration between different
stakeholders, end-users and public administrations. The “automated discovery and
composition of services” [27][38][39] will enable the establishment of federated
environments that will support publicly available cloud services. The last requires
interoperable, reusable modules for public service functionalities, which ideally

address the smart cities requirements.

The “federated environments” concept [40] is one of the core concepts for the
design, the deployment and the management of decentralized cloud infrastructures.
Such a concept may be applicable to “software-defined data centers” (SDDC)
[41][42], “software-defined networks” (SDN) [43][44] and additional appropriate
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cloud-based mechanisms to enable incorporation of resources and services
independent of their location across distributed computing and data storage

infrastructures.

Through the federation of distributed environments, different approaches to-wards
the design and the development of standards should be elaborated. These
approaches will lead to increased interoperability between cloud services and
infrastructure providers. The “interoperability and standardization” [45][46] aspects,
in turn, will enable efficient migration of services, applications and data. Having
overcome potential borders with respect to interoperability aspects, the design and
the development of distributed, federated and heterogeneous cloud computing
architectural models [47][48] will ensure the harmonization of the heterogeneous

cloud-based systems interworking in an efficient and high-performance way.

In this direction, “services deployment and management” [49][50] in a decentralized
and autonomous way should be supported. This will be achieved through the
introduction of tools for automatic and dynamic deployment, configuration and
management of services to enhance availability, flexibility, and elasticity to meet
targeted performance constraints (e.g. resources management based on “minimum
requirements vs. available resources”). In addition, the introduction of innovative
software and hardware solutions should be elaborated, so as to facilitate the
coherent deployment of distributed applications over heterogeneous infrastructures
and platforms from multiple providers, as well as the design and the deployment of
mechanisms to off-load computation and storage tasks from mobile devices onto the
cloud at both design and execution time.

“Security and privacy” [51][52] constitute challenging aspects for cloud systems by
including mechanisms, tools and techniques ensuring the security and transparency
of cloud infrastructures and services, including data integrity, localization and
confidentiality, also when using third party cloud resources.

The “trust” [53] aspect focuses on data and services from different cloud providers
that refers to the collaborative development, adaptation and testing of open-source
software for innovative and trusted cloud-based services. In this way, “trust” will
allow the collaboration across different platforms and different technical
environments for the deployment of integrated systems.
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Table 5 summarizes the identified topics and challenges in the context of the

research field that focuses on the design and the development of Cloud-IoT

architectures for smart cities environments. Bearing in mind the identified challenges,

the next section presents the latest research activities towards the realization of the

Cloud-IoT architectures.

Table 5: Identified topics & challenges for Cloud-IoT Environments

Challenge

Description

Development of distributed, federated
and heterogeneous cloud computing
models

This challenge refers to the design and
the development of multi-Cloud
architectural models that will allow the
distribution of the resources, the
services and applications in multi-IaaS
(Infrastructure-as-a-Service)
environments.

Deployment and management of
resources: in a decentralized,
autonomous way

This challenge is related to the issues
with respect to the introduction of tools
for autonomic and dynamic
deployment, configuration and
management of services to enhance
availability, flexibility, and elasticity to
meet targeted performance constraints
(e.g. resources management based on
“minimum requirements vs. available
resources”).

Security, privacy

Cloud systems with built-in security
mechanisms and tools that will exploit
techniques ensuring the security and
transparency of cloud infrastructures
and services, including data integrity,
localization and confidentiality.

Trust: data and services from different
cloud providers

Definition of specification and standards
for the provision of Cloud mechanisms
that will address multi-cloud concerns
with respect to data manipulation and
exploitation, as well as will take into
account the trust issues to define the
suitability of data generating devices.

Federated environments

The federated cloud environments deal
with the deployment and the
management of cloud-based
mechanisms to enable incorporation of
resources and services independent of
their location across distributed
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computing and data storage
infrastructures. It can be ideally
combined with the outcomes of the
modeling activities with respect to the
design and the development of multi-
Cloud architectures, as they are
investigated in the context of the
“development of distributed, federated
and heterogeneous cloud computing
model” challenge.

6.3.2 Cloud Internet of Things architectures

An important number of research initiatives in the context of the identified challenges
for the Cloud-IoT architectures have been kicked off from different European
Research and Innovation projects. The outcomes of these research activities will
contribute to advanced, innovative architectural solutions to enable Cloud-IoT
capabilities in the context of diverse application domains, with particular focus on
large-scale experimentation environments in smart cities. In the following sub-
sections some indicative research projects that are currently being performed are
introduced and reviewed.

ClouT: Cloud-of-Things

ClouT [54], which stands for “cloud of things”, is providing infrastructure, services,
tools and applications that will be used in the context of smart cities (e.g. by
municipalities, citizens, service developers, etc.) integrating advances from the IoT
and Cloud domains. The main features of the proposed architecture include: a) the
support of the capability for acquisition of Smart City data leveraging IoT and
Internet of People, b) the functionality for the city data provision so as to allow the
easy development of scalable, dependable, and semantic services, and c) the
deployment of innovative Smart City applications in pilot cities. ClouT projects
proposed reference architecture for the integration of IoT enabled Cities
deployments with the Cloud computing. The architecture includes IoT related
technologies in terms of devices (e.g. sensors, actuators, etc.) and appropriate
software for the device management, data gathering and management
(Sensorisation and Actuatorisation, IoT Kernel and Interoperability & City Resource
Virtualization building blocks). Moreover, the architecture includes components from
the Cloud field, for the provision of computing and storage capabilities (Computing

and Storage building block). The Cloud-IoT integration is realized through the ClouT
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architecture that is structured in the City Platform-as-a-Service (CPaaS) and the City
Infrastructure-as-a-Service (ClaaS) view, complemented with security aspects in a

cross architecture view.
MUSA: Multi-cloud secure applications

In the context of heterogeneous cloud ecosystems a key factor refers to the dep-
loyment of applications that are able to maximize the benefits of the combination of
the cloud resources in use in the involved clouds, therefore to the creation of multi-
cloud applications. The MUSA project [55][56] aims to the design and the
development of a framework that will include security-by-design mechanisms to
allow application’s self-protection at runtime, as well as methods and tools for the
integrated security assurance in both the engineering and operation of multi-cloud
applications. Aiming to the deployment and the support of a multi-Cloud environment
(that among other integrates IoT deployments) the proposed framework is
composed by four different architectural building blocks. First introduces an
integrated development environment (IDE) for creating the multi-cloud application
taking into account its security requirements together with functional and business
requirements. Advanced security mechanisms designed and embedded in the
application components so as to allow the self-protection, ensuring in the same time
the dynamic, automated and secure collaboration among different applications, such
as distributed IoT deployments. In large-scale IoT deployment and Cloud
applications, framework’s intelligent decision support system will realize an
automated deployment environment that will allow the dynamic distribution of the
components according to security needs. Finally, a security assurance platform in
form of Software-as-a-Service (SaaS) that will support multi-cloud application’s
runtime security control and transparency to increase user trust, that constitutes a

critical factor for the integration of distributed Cloud-based IoT environments.

RAPID: Heterogeneous secure multi-level remote acceleration ser-

vice for low-power integrated systems and devices

The RAPID project [57] focuses on the development of efficient and powerful
computing infrastructures that among others will be exploited so as to accelerate
cloud-based applications for the IoT, by improving significantly their perfor-mance.
In particular, the project focus on the introduction of innovative Cloud computing

processing capabilities, enable by an efficient heterogeneous CPU-GPU (Central
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Processing Unit — Graphics Processing Unit) cloud computing in-frastructure. Such
infrastructure can be used to seamlessly offload CPU-based and GPU-based (using
CUDA API [58]) tasks of applications running on low-power devices such as Wireless
Sensor Networks (WSN) nodes, wearable devices, etc., to more powerful devices
over a heterogeneous network (HetNet). This will benefit the existing IoT
infrastructures in terms of energy management, distributed processing and load
balancing on IoT deployments. The proposed solution by the project, consists of
three different core modules: a) the accelerator client that take over the decision
making with respect to the execution host of particular tasks either locally or
remotely on accelerator servers, b) the accelerator server that takes over the
execution of particular tasks and returns the results and c) the directory server that
keeps status and resource information of the RAPID accelerators. Throught the
introduction of RAPID enablers complemented with appropriate APIs it will be
achieved the realization of evolved Cloud-based IoT deployments and software
solutions that require high-performance and resource availability so as to achieve the

best possible re-sult.

INPUT: In-network programmability for next-generation per-sonal

cloud service support

The INPUT project [59] aims realize a distributed Cloud-IoT architecture for the
deployment of Cloud-based IoT environments, through the virtualization of physical
infrastructures in the smart infrastructures, including smart city concepts such as
Smart Homes. In particular, through the replacement of the Smart Devices (SDs)
with virtualized images that will provide their functionalities, the INPUT system wiill
provide to the end-users integrated virtualized devices functionalities as services. The
project aims to overcome current limitations on the cloud service design by
introducing computing and storage capabilities to edge network devices in order to
allow users, operators and service providers to create/manage private clouds “in the
network”. Essentially, through the introduction of Cloud capabilities such as cloud-
images and virtualization it is realized a Cloud-IoT environment for the future
internet, focusing on the end-users. Specifically, particular interest has been
positioned on moving Cloud services closer to the end-user. Moving the cloud
services closer to end-users and smart devices, the project aims to avoid pointless
network infrastructure and data-center overloading, and to provide lower latency to
services. The project technologies allow the integration among the Cloud and IoT,
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and enable next-generation cloud applications to go beyond classical service models,
namely Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), and
Software-as-a-Service (SaaS). The project enablers aims to a new Cloud
infrastructure that replace physical Smart Devices (SD), which are usually placed in
users’ homes (e.g., network-attached storage servers, set-top-boxes, video
recorders, home automation control units, etc.) or deployed around for monitoring
purposes (e.g., sensors), with their “virtual images”, providing them to users “as a
Service” (SD as a Service — SDaaS). For the validation of the project, different proof-
of-concept implementations are planned, such as Intelligent Transportation Systems

(ITS) in large cities, including traffic status monitoring [60].

SPECS: Secure Provisioning of Cloud Services based on SLA

Management

The SPECS project aims [61] at developing and implementing an open source
framework to offer Security-as-a-Service based on particular Service Level
Agreements (SLAs), by providing comprehensible and enforceable security assurance
by Cloud Service Providers (CSP), which is a critical factor to deploy trustworthy
Cloud ecosystems, such as those related to smart cities infrastructures. The SPEC
framework architecture includes tools and mechanisms that are distributed in
building blocks for negotiation among multi-Cloud environment modules, monitoring
of decentralized, cloud deployments and the enforcement of real-time on-demand
Cloud environment (re-)configuration. The implementation of a multi-Cloud
environment, supporting among other the IoT, is based on the particular application
of the above three architectural principles. Specifically, for the composition and use
of Cloud services the project introduces a user-centric negotiation of security
parameters in Cloud SLA, along with a trade-off evaluation process among users and
CSPs. The Cloud SLAs are evaluated fulfilling a minimum required security level that
is called Quality of Security (QoSec). Moreover, the framework, through the
introduction of advanced tools and techniques for the enforcing agreed Cloud SLAs,
aims to keep a sustained QoSec that fulfils the specified security parameters. SPECS’
enforcement framework will also “react and adapt” in real-time to fluctuations in the
QoSec by advising/applying the correct countermeasures (e.g. triggering a two-factor
authentication mechanism). Consequently, the project aims to realize multi-Cloud
environments focusing on security aspects for the secure and reliable collaboration
among distributed modules.
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SOCIOTAL: Creating a socially aware and citizen-centric Inter-net of

Things

The SOCIOTAL Project [62] works towards an IoT eco-system that has trust, user
control and transparency at its heart in order to gain the confidence of everyday
users and citizens. By providing adequate socially aware tools and mechanisms that
simplify complexity and lower the barriers of entry this encourages citizen
participation in the Internet of Things. The project designs and provides key enablers
for a reliable, secure and trusted IoT environment that enable creation of a socially
aware citizen-centric Internet of Things by encouraging people to contribute their
IoT devices and information flows. The project proposes an architecture combined
by three core parts that allow the integration among heterogeneous distributed IoT
deployments with Cloud services. The architectural building modules are: a) the
application level components, b) the core components and c) the communication
layer. The application levels includes all the related components to applications,
services, management interfaces and Cloud clients for the interconnection among the
platform components with distributed Cloud infrastructures for the service
provisioning. The core components include different technological aspects, with main
focus on security modules and IoT services orchestration and management. Finally,
the communication layer provides the modules for the bridging between the platform
and the external entities, such as IoT devices. Essentially, this project realizes the
Cloud-IoT architectural approach, not by hosting technological solutions over the
Cloud, but through the integration of IoT services with Cloud services for the

provision of secure IoT applications.

COSMOS: Cultivate resilient smart objects for sustainable city

applications

The COSMOS project [63] aims at enhancing the sustainability of Smart City
applications by allowing IoT based systems to reach their full potential, by enabling
in the same time things to evolve and act in a more autonomous way, becoming
more reliable and smarter. The project combines multiple technological aspects from
the Cloud computing field and the IoT area, aiming to create a combined solution
that will enable the things of the IoT to be able to learn based on others
experiences, being in the same, aware about their context time through the
acquisition of situational knowledge and analysis. The introduction of the Complex
Event Processing (CEP) building block, combined with appropriate mechanisms

140



PhD Dissertation Dimitrios G. Kelaidonis

and/or APIs that enable the interaction with the social media, leads to the
deployment of a Cloud-based IoT platform. This platform enables innovative feature
and capabilities on the data delivering and processing, as well as the information
management with appropriate mechanisms for the handling of the exponentially
increasing “born digital” data. Essentially, the project aims to realize a Cloud-based
IoT ecosystem, realized by smart object, innovative data gathering mechanisms
connected to social media, and advanced data processing mechanism including

complex event processing of multi-dimensional datasets.

CITY PULSE: Real-time IoT stream processing and large-scale data

analytics for Smart City applications

The CITY PULSE project [64] focuses on the smart city applications challenges, such
as integration of heterogeneous data sources and the challenge of extracting up-to-
date information in real-time from large-scale dynamic data. The project’s main aim
is to provide a scalable, adaptive and robust framework that provides Virtualization
capabilities (virtualization of Internet of People and IoT), supports large-scale data
analytics (cloud-based infrastructure for the distributed data processing), integrates
semantic technologies for machine-interpretable descriptions of data and knowledge
and allows the easy creation of real-time smart city applications by re-usable
intelligent components. As general purpose, the project aims to develop, build and
test a framework for semantic discovery and processing of large-scale real-time IoT
and relevant social data streams for reliable knowledge extraction in a real city
environment. The project introduces a distributed architecture, enriched with Cloud
computing capabilities and features that realize the distributed IoT large-scale data
analysis and processing, by producing data for the end-user applications. The project
provides a set of different tools and datasets that work as enablers for the Cloud-IoT
architectural aspects. Such tools are the ontologies such as the Quality Ontology and
the Stream Annotation Ontology, tools for the sensor data streaming, annotation and
managements, knowledge building tools using the sensor data and application
management tools. Consequently, the project integrates IoT and Cloud in the level of
the sensors streaming data processing over distributed cloud-based facilities, as well
as through the provision and support of innovative IoT applications that cooperate
with existing Cloud services and CITY PULSE project enablers’ tools.

141



PhD Dissertation Dimitrios G. Kelaidonis

FIESTA: Federated Interoperable Semantic IoT/cloud Testbeds and
Applications

The FIESTA project [66] investigates the aspects with respect to the production of a
"first-of-a-kind" blueprint experimental infrastructure (tools, techniques and best
practices) enabling testbed operators to interconnect their facilities in an
interoperable way, while at the same time facilitating researchers in deploying
integrated experiments, which seamlessly transcend the boundaries of multiple IoT
platforms. Essentially the project is providing a Cloud-IoT testbed infrastructure, for
experimentation purposes, that is realized over the interconnected/interoperable
underlying testbeds. The main idea is the provision a single entry point to all FIESTA
Experimentation-as-a-Service (EaaS) services using a single set of credentials. They
will be able to design and execute experiments across a virtualized infrastructure i.e.
access the data and resources from multiple testbeds and IoT platforms using a
common approach. FIESTA offers various Cloud-based tools for enabling capabilities
such as a) to design and execute experimental work-flows, b) dynamically discover
IoT resources, and c) access data in a testbed agnostic manner. FIESTA enables
Cloud-IoT architectural infrastructure that lies on the provision of an IoT EaaS atop a
middle-ware infrastructure that adapts and federates existing IoT platforms and
testbeds. This entails the adaptation of the data of those testbeds to a common
FIESTA ontology (i.e. compliance to common semantics), as well as the provision of
a common standards based API for accessing the IoT services of the testbeds.
FIESTA will be validated and evaluated based on the interconnection of different
testbeds, as well as based on the execution of novel experiments in the areas of
mobile crowd-sensing, IoT applications portability, and dynamic intelligent discovery
of IoT resources.

iKaaS: Intelligent Knowledge-as-a-Service

The work in the context of the iKaaS project [67] relies on the definition of the multi-
Cloud architectures for the IoT, and proposes the design and the deployment of an
“intelligent Knowledge-as-a-Service” (iKaaS) platform for the IoT environments. The
iKaaS project is developing an intelligent and secure multi-Cloud IoT Smart City
platform based on Semantics and Data Models, Big Data resources and
heterogeneous Cloud environments, with data collected from a variety of sensors
from IoT environments deployed as mobile terminals, smart devices, and smart

homes. The platform features will be applied by means of Smart City applications

142



PhD Dissertation Dimitrios G. Kelaidonis

promoting self-management of health and safety of citizens, as well as an
information system improving data analysis for a smarter life in the city. A well-
defined approach has been structured so as to address the whole life-cycle of such a
platform. This approach focuses on the definition of a universal data model based on
the Semantic Web for data collected from IoT and stored in cloud platforms,
complemented with security-by-design features for the data. Furthermore, the
project’s approach focuses on the development of a decentralized heterogeneous
secure multi-Cloud environment, building an integrated knowledge-as-a-service
platform concept. A multi-dimensional Cloud architecture with multiple Local Clouds
and a Global Cloud will be deployed, validating its operation with multiple
applications, as well as determining the utility of the distributed knowledge-base
through experiments in model smart cities and Smart Homes. The separation
between ‘Local’ and ‘Global’ cloud, in the context of iKaaS, is determined as follows.
The ‘Local Cloud’ is a cloud infrastructure that covers a specific geographical area in
a specific time period, by providing sufficient computing, storage and networking
capabilities, responsible for the provisioning of particular requested services. The
‘Global Cloud’ is considered as a traditional cloud infrastructure that provides on
demand/elastic (illusion of infinite) processing power and storage capability, ensuring
at the same time the increase of the business opportunities for service providers, and
the ubiquity, reliability, performance, efficiency, scalability of ser-vice provision.

Having identified the different challenges (section 6.3.1), as well as having described
the different research projects, initiatives and related research activities, with respect
to the design and the development of Cloud-IoT architectures for smart cities, Table
6 presents, a correlation between the challenges and the projects. The correlation is
performed in terms of the challenges that are covered in the context of the

corresponding project.

Table 6: Identified challenges vs. projects for Cloud-IoT architectures
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INPUT X

SPECS X X X X
SOCIOTAL X X X
COSMOS X X
CITY PULSE X X
SMARTIE X X X
FIESTA X X X
iKaaS X X X X X

6.3.3 Overview of a powerful multi-Cloud architecture prototype

Bsed on the previous results arise through the study of a wide range of existing
and/or ongoing multi-Cloud architectures, this ection aims to provide the overview
and the high-level principles of the iKaaS project architecture. This architecture can
be used as the basis for the design of a distributed Cloud-IoT architecture enabled

by the operational capabilities of the Semantic Framework.

The iKaaS architecture (Figure 25) introduces the approach of the Local Cloud
environments and a Global Cloud environment, having the ability to interconnect
with each other. The introduction of the Local Clouds and the Global Cloud focuses
to the development of an intelligent, privacy preserving and secure Big Data
analytics engine build atop a multi-Cloud infrastructure, that will be fed with large
scale ubiquitous data collected from heterogeneous sensing networks and data
sources, including cyber-physical systems, wearable sensors, and social or crowd-

sources.

The Local Cloud environment comprises the sufficient computing, storage and
networking capabilities, and provides requested services to users in a certain
geographical area and time period, as well as it offers additional processing and
storage capability to services. The Local Clouds can involve an arbitrary large number
of nodes (sensors, actuators, smart-phones, etc.). The aggregation of resources
comprises sufficient processing power and storage space and networking can rely on
heterogeneous network technologies. The goal is mainly to serve users of a certain
area. In this respect, a Local Cloud is the virtualized processing, storage and
networking environment, which comprises IoT devices in the vicinity of the users;
users will exploit the various services composed of the Local Cloud devices

capabilities.

The Global Cloud is seen in the “traditional” sense, as a construct with on-

demand/elastic (illusion of infinite) processing power and storage capability. It is a
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“backbone infrastructure”, which increases the business opportunities for service
providers, and the ubiquity, reliability, performance, efficiency, scalability of service
provision. In this way, the Global Cloud offers more opportunities for offering
services, more options on which to base service features in case of context changes,
more resources for contributing to the decisions, elastic provision of resources on
demand, etc. Further to that, the Global Cloud can enable, as a special (yet
important) case, the existence of IoT service providers capable of providing larger

scale services without owning actual IoT infrastructure.
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Figure 25: iKaaS multi-Cloud architecture [67]

The iKaaS platform encompasses a wide range of innovative functionalities that
range from semantic data storage, management and protection to autonomic service
management and knowledge building on various concepts including the service
provision. In particular, the platform provides distributed data storage and
processing capabilities for efficiently communicating, processing and storing massive
amounts of, quickly-emerging, versatile data (i.e. “big data”), produced by a huge
number of diverse IoT devices, while aiming at the same time to ensure the security
and privacy of the available data and information [67]. A core architectural feature of
iKaaS refers to the Knowledge-as-a-service (KaaS). This includes capabilities for the
derivation of information and knowledge (e.g. on device behavior, service provision,

user aspects, etc.). KaaS enables the reuse of knowledge (on users, devices,
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services, etc.) allowing the realization of enhanced situation aware applications as
well as new business models where various stakeholders may provide knowledge to
other service providers, which can in turn exploit this knowledge to develop new

applications.

In addition, KaaS can contribute to the improvement of service provisioning through
additional reliability (e.g. due to the exploitation of experience in the decisions),
performance (e.g. due to the potential for faster decisions), efficiency (e.g., reuse of
knowledge enables the realization of faster and more reliable decisions on
resource/service provision). The platform involves both in the local and the global
level, consolidated data and service logic descriptions and semantic storage
repositories, referred as catalogues. These enable the reuse of data/data-sources,
services and service logic, enabling capabilities for autonomic service management.
The latter includes a) dynamically understanding the requirements, decomposing the
service (finding the components that are needed), b) finding the best service
configuration and migration (service component deployment) pattern, and c) during
the service execution, reconfiguring the service, (i.e. conducting dynamic additions,

cessations, substitutions of components).

As it can be observed, part of the iKaaS functionality determines the optimal way to
offer a service. For instance, service components may need to be migrated as close
as possible to the required (IoT) data sources. IoT services may need generic service
support functionality that is offered within the Global Cloud, and at the same time,
they do rely on local information (e.g. streams of data collected by sensors in a given
geographic area), therefore, the migration of components close to the data sources
(i.e. in Local Clouds) will help in the reduction of the data traffic.

Having elaborate the prototype multi-Cloud architecture, proposed by iKaaS project,
in the next sections of this chapter, it is presented a multi-Cloud IoT architecture for
the Future Internet. The proposed Cloud-IoT architecture merges features from
different sectors, such as the IoT, the Cloud Computing and the 5G communication
technologies. The basic design of the proposed architecture is based on the
Cognitive Management Framework that was analyzed in Chapter 5, whereas it
focuses on the deployment of the “Semantic Storage System” (proposed by this
dissertation) over a 5G enabled federated Cloud-IoT environment.
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6.3.4 Federated Cloud-IoT Architecture

The proposed architecture involves two main parts: a) the Edge Cloud-IoT
infrastructures and b) the Cloud federation. The Edge Cloud-IoT infrastructures
constitute distributed small and/or medium scale deployments of Cloud-IoT platforms
applied in a particular application domain, such as smart homes and smart city. The
Cloud federation constitutes the federation of the distributed Edge Clouds under a
large-scale Cloud deployment that includes a set of mechanisms for the federated
service management, as well as for the federated analysis, storage and management
of heterogeneous data, such as semantic data and sensor measurements. The next
sections present the architectural concepts as well as the supported functionalities by

the proposed architecture.
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Figure 26: Proposed Architecture

6.3.4.1Concepts

The proposed architecture (Figure 26) is structured by Edge Clouds and Federated
Cloud that collaborate for the support of the dynamic creation, composition and
provision of IoT services in particular application domain (e.g. smart home IoT
services), as well as enable the IoT service migration among heterogeneous Edge
Cloud-IoT environments, ensuring the seamless interoperability of the end-user
services. The IoT services are consumed by end-user, using smart mobile devices,

such as smart phones with multiple wireless connectivity capabilities. In the context
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of this architecture, the end-users may use complex services that essentially
constitute the combination of isolated distributed services in the Edge Clouds,
comprising powerful IoT applications for the end-user, such as remote health
monitoring applications. For the provision of such innovative IoT applications there
are two main phases: a) the creation of the complex services and b) the cognitive
management of the existing services, including the service migration in the different
Edge Clouds that the user may be presented. The following sections present more

details with respect to the above two phases.
Semantic based Cloud-IoT Service creation

The complex service creation deals with the operation that should be performed, in
the proposed architecture, so as to achieve the combination of existing services in
the Edge Cloud-IoT that will fit particular requirements for the provision of an IoT
application. The existing services are composed based on particular users’ requests
for the application provision, and they are collaborated with each other under a
specific service logic that essentially corresponds to the application capabilities (e.g.
monitoring of the indoor/outdoor environmental conditions). The isolated services
are composed by different functionalities proposed by the virtualized IoT devices that
are deployed in the corresponding Edge Cloud-IoT. The virtualized devices are
named Virtual Things, and the composition of them for the provision of advanced
more complex functionalities, is named Composite Virtual Thing. An Edge Cloud-IoT
service may involve the composition of Virtual Things so as to provide an integrated
functionality (e.g. data retrieval from sensors), and in turn each isolated service can
be combined with another existing service that provides different functionality (e.g.
control of actuation devices) so as to create the complex service. As the final result
the complex service is associated with an IoT application that is used by an end-
user, using a smart mobile device that allows the mobility features of a ubiquitous

IoT application with multiple functional capabilities.
Cloud-IoT Service migration

In order to allow the mobility capabilities of the ubiquitous IoT applications, the
proposed architecture supports the seamless migration of the complex service
among different Edge Cloud-IoT environments. The migration of the service is
realized through the collaboration among the Cloud Federation mechanisms and the
distributed Edge Cloud-IoT mechanisms. The migration is triggered based on the
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contextual information that corresponds to the end-user location, which is fetched by
the smart mobile device that hosts the IoT application. Each Edge Cloud-IoT
environment has a particular location of coverage in terms of a mental geo-location
area. Since the end-user is moved out of this area the IoT application should be
reconfigured realizing the migration of the service functionalities from the one Edge
Cloud to the other that covers the location that the user is moving. Indicatively, if the
IoT application used the smart home Edge Cloud services for the indoor
environmental conditions monitoring, considering that the user is moving outside in
the smart city, the environmental monitoring service should be reconfigured so as to
consume data from the data sources that are available in the smart city Edge Cloud.
In this way, seamless migration of the IoT application functionalities is achieved,
hiding the technological complexity by the end-user. Thus, the IoT application is
always up&running across heterogeneous Edge Cloud-IoT environments, realizing

mobility features and capabilities.

6.3.5 Architecture overview and instantiation

The proposed architecture includes different architectural blocks and mechanisms
that are distributed across the Edge Cloud-IoT environments and the Cloud
Federation. The next sections present the details of the architectural components

and mechanisms in the Edge and in the Federated Cloud respectively.

6.3.5.1Edge Cloud

The mechanisms in the Edge Clouds implement IoT related features, such as the
abstraction and virtualization of real devices, the composition of the devices
capabilities and the interoperability among heterogeneous entities. Furthermore, the
Edge Clouds perform store semantic data of the existing entities, such as
(Composite) Virtual Things and service, and also support management capabilities
for their services. The subsections below present the four different architectural
blocks that comprise the Edge Cloud-IoT.

Semantic Abstraction and Virtualization of Things

This building block provides relevant functionality for the semantic-based
virtualization of IoT devices (e.g. sensors, actuators, wearable). Each device is
represented by a unique semantic description that is structured based on a semantic

model with meta-data information, which describes the device functional capabilities
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and its features (e.g. type, connectivity capabilities, etc.). The semantic description is
combined with appropriate software module that virtualizes the device
functionalities, composing the Virtual Thing. The software module includes: a) the
Backend part that constitutes a type of the device driver with particular software
implementation to allow the connection with the device, and b) the Frontend part
that works as a generic communication interface that allows access to the virtualized

device.
Cognitive Management and Composition of Virtual Things

The composition of the functional capabilities that are provided by the isolated
Virtual Things is performed by this building block. Essentially, it supports required
capabilities for the composition of the existing isolated virtualized devices, in order to
provide more complex functionality that will enable the provision of services to the
end-users. An indicative example relates to the existence of three isolated sensors;
temperature, humidity and luminosity, that should be combined for the provision of a
more complex functionality that will allow the environmental condition monitoring.
The complex functionality can be associated with a service that provides aggregated
sensing data of the environment. Aiming to ensure the proper execution, control and
availability of composite things, this block can support the management of such
entities, such as in terms of their association with particular services that are
authorized to use them. Essentially, this block allows the composition of virtual
things so as to support more complex services in the context of the small and

medium scale Edge Cloud-IoT environments.
Cognitive Management of Services

The Edge Cloud-IoT services are managed by the functionalities provided by this
building block. Specifically, services are used to support innovative Cloud-IoT
applications for the end-users. The services are described by semantic data that
represents service capabilities and features. The application can involve many Edge
Cloud-IoT services. This block can support the autonomous creation of combined
services for the IoT applications, as well as ensure the seamless migration of services
in terms of their reconfiguration, while the mobile IoT application is moving among
the Edge Cloud-IoT environments. Consequently, the end-user of the application will
continuously be facilitated without caring about its operation in the different Edge
Cloud-IoT deployments.
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Semantic Storage System

The “Semantic Storage System” works as the cloud storage repository for semantic
data that describes the entities deployed in the Edge Cloud-IoT environments, such
as the services. This system provides appropriate functionalities that allow the
semantic data management, in terms of queries and modifications. The cognitive
components require semantically annotated data that allow them to perform
advanced decision making processes, to make inferences, etc. These components
can interact with the storage system either in a local scale (inside the Edge Cloud) or
in global scale through the “Federated Semantic Storage Systems”. In the last case,
federated SPARQL queries are supported by the federated system, towards the
distributed semantic data among the Edge Cloud-IoT environments. Consequently,
this block works as the semantic data manager for the overall system.

6.3.5.2Cloud Federation

The mechanisms in the Cloud federation enable the long-term data processing of the
data that is associated with the operation of the IoT applications, as well as integrate
the distributed semantic storage systems so as to allow the semantic data
management and the performance of federated queries on data. Further to that, it
includes service management capabilities that allow the manipulation of the
distributed Edge Clouds services, such as service creation and migration. The
subsections below present the three different architectural blocks that comprise the
Federated Cloud.

Cognitive Management of Services

This building block enables management functionalities for the complex services,
such as orchestration, migration, distribution, etc. The mechanisms in this block
support the dynamic creation of complex services and take over the seamless
migration among the distributed environments. Further to that, the mechanisms
monitors continuously the IoT application as it is launched in the distributed
environments and reconfigure its functionalities when is needed. Essentially, this
building block constitutes the contact point among the heterogeneous Edge Clouds
and allows the federation of the functional capabilities among the distributed

heterogeneous IoT services.
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Data Analytics

This building block includes functionalities that allow the long-term data processing
and analysis. The IoT applications are able to perform some short-term data
processing (e.g. thresholding sensors measurements), but for heavy load data
processing such as the analysis of sensing data for the provision some
recommendation can be performed by the mechanisms in this building block.
Moreover, functional capabilities of this block can allow the massive processing of
semantic data, during complex service creations (e.g. processing of federated

queries’ results).
Federated Semantic Storage System

The distributed semantic data that correspond to the description of the Edge- Cloud-
IoT services is federated in the context of this building block. Specifically, this block
offers a single point for the interaction with the huge amount of the semantic data
that represents the distributed services that can compose an IoT application. It
allows the performance of federated queries on the semantic data, enabling the
semantic-based complex service creation by the complex service management
building block. Through this block the integration of the distributed semantic storage
systems, that contributes to the efficient data management of the distributed

semantic large-scale data, is achieved.

6.3.6 Case study and validation

This section intends to demonstrate the use of the proposed Federated Edge Cloud-
IoT architecture and how it is benefited by the application of 5G technologies for the
creation, provision and support of a multi-Cloud application scenario that connects
horizontally different Edge Cloud environments, with heterogeneous communication
technologies. In particular the distributed Edge Clouds are federated, namely
interconnect, over the federation network. The implementation of the federation
network, by applying Wi-Fi and 3G/4G wireless communication technologies is
elaborated, whereas the implementation of the federation network is studied through
the introduction of a Network-as-a-Service (NaaS) infrastructure, supporting Network
Functions Virtualization (NFV) and Software Defined Network (SDN). Particular focus
is positioned on the elaboration of the “Semantic Storage System” performance over

different wireless communication technologies for different amount of data.
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6.3.6.1Storyline summary

This scenario presents how the proposed architecture, complemented by 5G
technologies, can ideally fit the contemporary trends of ubiquitous smart mobile
applications in the Future Internet era. Specifically, the deployment of a Federated
Edge Cloud environment comprised by two different Edge Cloud instances is
considered: a) the Smart Home cloud and b) the Smart City cloud. A user has been
opted for an ambient assisted living cloud-based ubiquitous application that takes
over the real-time monitoring of the indoor/outdoor environmental conditions using
distributed sensors, while it also supports the health status monitoring using
wearable devices. Furthermore, the application supports the provision of
recommendations with respect to user’s health status quality improvement and/or

protection.

6.3.6.2Proof of Concept description

Considering the above storyline, a smart mobile application, hosted on a smart
phone device, is used so as to realize the ambient assisted living services for the
end-user. The application interacts with the Edge Cloud-IoT and the Federated Cloud
for the data gathering, data processing and services management respectively.
Moreover, the application should always be “up and running”, following the end-user
everywhere, tracking its real-time location, monitoring its health and environment, as
well as taking over the seamless migration of the supported services in the
distributed edge cloud environments. In the above processes the “Semantic Storage
System” has critical role.

For the studied proof-of-concept, it is considered that the end-user is initially located
in the smart home, and decides to go outside (in the smart city) for shopping. While
the user is moving in different environments, the application is reconfigured so as to
communicate over different wireless communication interfaces. The “Cognitive
Management of Services” components both in federated and distributed Edge
Clouds, in collaboration with “Cognitive Management and Composition of Virtual
Things” and the “Semantic Abstraction and Virtualization of Things” components,
take over the completion of this process. Moreover, the “Cognitive Management of
Services”, in the Federated Cloud, uses the semantics data in the distributed Edge
Clouds’ “Semantic Storage System” and completes the seamless migration of the
application’s services among the Edge Clouds where the user is moving. The

“Semantic Storage System”, will be elaborated in combination with 5G technologies,
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so as to highlight how it affects the overall performance of the proposed

architecture.

6.3.6.3 Performance evaluation

For the evaluation of the impact of the 5G wireless technologies in the proposed
architecture an indicative experiment that studies the storyline described above has
been conducted. Specifically, it is studied how “service migration” from the smart
home to the smart city cloud is affected in terms of time, using different
communication technologies for the implementation of the federated network. For
the performance evaluation of the proposed solution, the overall required time for
the complementation of the “service migration” is estimated, in conjunction with the
wireless communication and networking technology (e.g. Wi-Fi, 3G/4G, SDN) and the
amount of semantic data that are available in the semantic storage system, in terms
of the number of RDF Triples. It is considered that each service semantic description
corresponds to 100 RDF Triples. During “service migration” all required information
for the reconfiguration of the application is available in the semantic storage system
and is transferred over the federation network. Consequently, the performance time
is depending on the data amount that should be transferred among the Edge Cloud-
IoT environments and over the federation network. The Edge Cloud-IoT
environments and the Federated Cloud are hosted as Virtual Machines (VMs) on a
mixed virtualized environment composed by OpenStack and VirtualBox. The VMs can
communicate with each other, using Wi-Fi, 3G/4G and SDN. The SDN is implemented
using the OpenStack Neutron, the NaaS for NFV and SDN deployment in OpenStack

cloud environments.

The experiments performed in an indicative number of loops, considering the
performance of “service migration” requests towards the semantic data that was
available on the distributed semantic storage systems. The requests were performed
as federated SPARQL queries on the Federated Semantic Storage System that
communicated with the Semantic Storage Systems in the Edge Clouds over the
federation network. The experiments were conducted for three different
implementation approaches of the federation network (Wi-Fi, 3G/4G, SDN), with the
same type of “service migration” requests towards the same amount of data. The
required time for the Internet fixed access network (i.e. ISP and/or Telecom
operator) is considered as negligible and is not taken into account in the

performance results
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Figure 27: Service Migration Time depending on available semantic data and the communication
technology

The diagram in Figure 27 collates “service migration” time with the underlying
networking technology and the amount of semantic data. In all cases, “service
migration” time is increased, as the amount of the semantic data (RDF Triples) is
increased. This is normal, since the increase of the stored data in the distributed
semantic storage systems, implies the increase of the amount of data that are
transferred over the federation network to the Federated Cloud. Furthermore, the
proposed Cloud-IoT architecture presents the best possible performance, in terms of
time completion for service migration, over SDN networking technology, with Wi-Fi
(802.11n) being the second best option and 3G/4G being the less efficient
communication technology. Consequently, Cloud-IoT architecture is benefited by
SDN in terms of the lower performance time, with fast and reliable deployment of
Cloud-IoT applications and services. Moreover, the contemporary era of Future
Internet demands high-performance, scalability and reliability that can be ideally
fitted by SDN communication deployments for the Cloud-IoT.

6.3.7 Consepts Implementation

The implementation of the proof-of-concept prototype processes as they are
described in section 6.3.6.2 is depicted in Figure 28. Such implementation would be
realized using 5G heterogeneous access infrastructure. The smart phone device
supports different wireless communication interfaces, such as Wi-Fi (IEEE 802.11 n)
and 3G/4G mobile network. In addition to that, Edge Clouds include heterogeneous
wireless technologies for the interaction with IoT data sources, such as ZigBee and
BT4.0 enabled Wireless Sensor Networks (WSNs). The main focus of the
implementation is given to the realization of the federation aspects for the “Semantic

Storage System”.
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The implementation of the federated semantic storage system plays a critical role for
the successful and efficient realization of the architecture supported operations with
respect to the cognitive management of the (e.g. deployment, migration, etc.)
services. In particular, the already introduced, in Chapter 4, semantic and
virtualization mechanisms, have been evolved, adapted and enhanced so as to
support the semantic data management of Cloud-IoT services and their associated
entities. The Semantic data storages and their associated mechanisms for the data
management have been re-structured so as to support their deployment on the

Cloud environments.
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Figure 28: Indicative architecture instantiation for case study and validation

Through this evolvement it has arise the "“Semantic Storage System” APIL.
Specifically, using the capabilities of this API, the “Semantic Storage System” can be
easily installed over any Unix-based guest VM (in various cloud systems, such as
VirtualBox [69], OpenStack [70], etc.), and/or Docker Containers [71]. The
installation, configuration and management of the “Semantic Storage System” are
realized by using appropriate Cloudification Scripts that have been implemented as
Linux Shell scripts [72]. The storage system after the installation can be used as a
Linux Service, while it can be easily configured (using external configuration files) so
as to connect to a semantic storages federation.

The federation of the “Semantic Storage System” is realized through the exploitation
of the RDF4j API [73] that provides appropriate functionality for the deployment of
Federation Stores [74]. The logical workflow for the deployment of a new semantic
repository in the semantic storage system federation is depicted in the Figure 29. As
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it can be observed, the “Semantic Storage System” API supports the automated
registration of a new instance of a local semantic storage system, to the federated
cloud (namely to the federated semantic storage system). Since the new instance
will be deployed on the federation, it is accessible for the performance of federated
queries and modification requests on the semantic data. Depending on the
federation network, the semantic storage system can improve its efficiency.
Specifically, if the federation of the distributed semantic storages is performed over a
dedicated storage Software Defined Network (SDN), then the federated system can
get the best possible performance in comparison to other network setups. The last
consideration could be easily observed and proved by elaborating the
experimentation results of this research work that were presented in the section
6.3.6.3. The implemented “Semantic Storage System” API, complemented with its
Cloudification scripts, is distributed on GitLab source control system [75], under the

owned repository of dissertation’s author.
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Figure 29: Semantic Storage System federation process - High Level overview

6.3.8 Conclusions

The Cloud-IoT convergence introduces new requirements for services and
applications, demanding innovative architectures and powerful networking
infrastructures for their realization. New challenges, such as service migration, data
aggregation near the end-users, cloud peering, distributed data processing over
small and medium scale mobile cloud environments (aka Edge Clouds), should be
taken into account. The impact of 5G technologies could ideally contribute to handle

the emerging challenges both at the end-user side as well as in the system side,

157



PhD Dissertation Dimitrios G. Kelaidonis

leading to a new form of interaction between Cloud-IoT environments. In our work
we studied how 5G infrastructures could contribute to the enhancement of the
Cloud-IoT, proposing an appropriate Edge Cloud-IoT architecture. This architecture
allows the federation so as to support cross-domain services that use different Cloud-
IoT resources. We applied the semantic technologies, through the “Semantic Storage
System” component, as enablers for the creation and the management of such
services. To validate and evaluate our work, we studied the performance of the
communication among the end-user IoT Application and the Cloud environments
over different wireless communication technologies. For the simulation of the Edge
Cloud-IoT and the Federated environments we deployed VM instances on OpenStack,
interconnected through Neutron SDN. For the benchmarking of our system, we
performed application requests from the smart phone towards the semantic data
stored into the distributed semantic storage systems. Indicative results with respect

to the studied processes were elaborated and presented.

Concluding, the benefits of introducing 5G wireless technologies into the proposed
Edge Cloud-IoT federation architecture can be summarized in the following: a) easy
creation and efficient delivery of ubiquitous Cloud-IoT applications, b) provision of
real-time services dynamically tailored to the needs of end-users, even being able to
act on behalf of them (e.g. smart recommendations), c) deployment of innovative
multi-Cloud applications due to service migration, d) deployment of fast, reliable and
high-performance smart applications for the improvement of the daily people life.
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7 SUMMARY — ON GOING CHALLENGES

The “Internet of Thing” — IoT constitutes one of the milestones for the Future
Internet vision. The IoT includes a huge number of devices, communication
infrastructures and applications. This leads to the technological heterogeneity of the
IoT available entities that should be effectively addressed in order to hide the
technological complexity, as well as to allow the seamless interoperability among the
heterogeneous entities. The interoperability among the IoT entities will allow the
deployment of more complex technological solutions for the end-users in the context
of the contemporary IoT ecosystems. The IoT entities are characterized as
objects/things, and classified as ICT and non-ICT entities, that can be provided with
particular abstract capabilities for their communication, as well as it includes the data
that is exchanged among the heterogeneous available entities. The IoT entities data
can be re-used from different objects/things, enabling the dynamic deployment or
the evolution of the existing IoT applications and services.

The introduction of the Semantic Framework that is proposed in this dissertation
should support and ensure the smooth operation of the processes for the
management of the technological heterogeneity and the hiding of the complexity, in
the IoT, by exploiting the innovative mechanisms that are distributed in its three
functional layers. The Semantic Framework has been designed based on Cloud
computing architectural principles and it is comprised by three different functional
layers: a) Semantic Data Management, b) Semantic Abstraction and Virtualization
and ¢) Semantic Storage System. For the addressing of the requirements with
respect to the semantic data modelling of the heterogeneous IoT entities related
data and information, as well as in order to ensure the interoperability it will be used
the mechanisms from the Semantic Abstraction and Virtualization layer. The
mechanism from the Semantic Data Management and the Semantic Storage System
will be used for the management of semantic data in terms of its distributed storage,
query and modification, enabling the large-scale semantic data management in
current and future IoT environments. The distributed storage and management of
the semantic data can be applied in different use cases, such as the virtualization of
things and applications, the dynamic deployment of virtualized hardware capabilities
through software functionalities and in large-scale heterogeneous semantic data

reconciliation and representation (e.g. knowledge representation).
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Towards the future steps of this work, the Semantic Framework facilitates the
extension of its functional capabilities so as to allow the future integration of
additional innovative mechanisms for the Future Internet. Various rising technologies
and application domains that will be integrated with the IoT ecosystem can be
enhanced through the Semantic Framework capabilities. Potential integration
activities may be associated with the Smart Cities (V2X, Smart Transportation, etc),
Smart Health (e.g. Ambient Assisted Living applications), and the Wearables field
(e.g. wearables for people with disabilities). Further to that, it can be further
elaborated the deployment of an Energy-Efficient Cloud infrastructure build on

embedded computers technology (e.g. Cloud-IoT in-the-box infrastructure).

Concluding, it should be highlighted that the dissertation focused on the detailed
study of the proposed concepts by investigating the existing scientific and
technological solutions, aiming to produce innovative results based on the legacy
work. The research results that are presented in the dissertation chapters are
associated with a set of different scientific publications that are included in the

current literature.
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8 APPENDIX A — EKTETAMENH EAAHNIKH NEPIAHWH

8.1 Emiokonnon KegpaAaiou

To napov KePAAalo anoTeAel TNV ekTETAPEVN nepIAnwn TG dI0aKTOPIKNG dIaTPIRNG
otnv EAANVIK yAwooa. Apxikd oTnv evotnTa 8.2 napoucialeTal n €iocaywyn Tng
d1aTpIBAG anoTeAoUevn and Tnv neplypa®rn Tou npoBAnuartog (unoevotnta 8.2.1)
Kal TNG OXETIKAG OUVeEIopopac (unoevotnta 8.2.2). XTn OUvéxeld oTnv evotnta 8.3
napouaialovral kal avahuovTal ol EPEUVNTIKEG dPACTNPIOTNTEG Nou OxeTi(ovTal HE
TNV Beuatikn nepioxn TnG dIdakTopikng diaTpiBnc. H evotnta 8.4 napouadialel kai
avaAUel TIG MPOTEIVOUEVEG EMIOTNUOVIKEG AUCEIC ONWC auTeg OlapBpwvovTal oTd
nAaioia TnG OIdaKTOPIKAG dIaTPIBNG, MEPIYPAPOVTAC OXETIKN APXITEKTOVIKN yia TnV
avanTu&n onuaacioloyikoU nAaiciou dlaxeipiong yia To d1adikTuo Tou WEANOVTOG. ZTIG
evoTnTeC 8.5 €w¢ kal 8.7 napouoialeTal n avaluon Twv NPoBANUATWVY WE Ta onoid
aoXOANBNKAUE OTNV EPEUVA KAG KAl N GUVEIOPOPA TNG dIOAKTOPIKAG dIaTpIBNG, kabwg
kal n pebodoAoyia eniduonc Twv NPoBANKATWY Kal N a&loAdynon Twv NPOTEIVOUEVWY
AUogwv. KaBe keaAalo oupdnAnpwveTal e neplypa®n ano Ti¢ dNUoaoIeUOEIC KATA TIG
OMNOIEC €PAPUOOTNKE Kal EMIKUPWONKE TO EPEUVNTIKO E£pyo TNG OIOAKTOPIKAG
olaTpIBAG. To Ke@AAalo kAesivel pe Tnv evotnTa 8.8 ouvowilovtag Ta OXETIKA

OUMNEPAOHATA KAl NEPIYPAPOVTAG HEANOVTIKEG EEEAIKTIKEG DUVATOTNTEG,

8.2 Eicaywyn

H napoloa evoTnTa anoteAei Tnv eloaywyn Tng O10akTopikng dIaTpIBnG Kai
OlapBpwveTal o€ dUo KUpla OKEAN, @) TNV NEPIYpapr Tou npoBARUATOC E TO Onoio
katamaveral n OidakTopikn diaTpIBr) Kal B) TNV ouvelopopd TnG OIOAKTOPIKAG

d1aTpIBAG oToxelovTag oTnVv eniAuong Tou NPOBARKATOG.

8.2.1 Nepiypapn npoBARHATOG

H aApatwdng €EENIEN Twv OIAdIKTUAK®MY TEXVOAOYIWMV ExEl 0dNyNOEl OTNV avanTuén
VEWV UNOJOPWV MOU EMITPENOUV TNV 0IACUVOEON OAO KAl NEPIOCOTEPWV CUOKEUWV
Kal gnxavowv oTto diadiktuo. O BeapaTtikd au&avopevog aplBPOC OUOKEUWV Kal
punxavav pe duvatotnTeg diaclvdeonc oTo dIadikTuo €xel 0ONnyNOEl OTNV €KKivnon
MIOC vEac enoxnc Tou OIadikTUou, MOU avagepeTal w¢ To <«AIadikTuo Twv
AvTikelpévwv» (Internet of Things). To «AIadikTuo Twv AVTIKEIHEVWV>» aMOTEAEI Eva
andé Ta opduarta yia To «Aiadiktuo Tou MéMovToc» (Future Internet), To onoio

EICEPXETAI OTNV OUYXPOVN €noxn OUVAUIKA TNV OTIYHN MOU TO «OnNUEPIVO» dIadikTuo
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EXEl JeTaTpanei oe NAATPOPHAC ENIKOIVWVIAG GUOKEUWV Kal UNXavwy anod nAatpopua

avtailayng nANpoQopIwV yia TEAIKOUG-XPrOTEC.

To peydo nANBoG avTIKEIMEVWY, TOU MPAyuaTtikou kOGpou, nou duvartal va yivouv
MEPOC TOU «AIadIKTUOU TWV AVTIKEIHEVWV» KAl N MOIKINIA Twv  JIKTUWV Kal TV
ENIKOIVWVIOV Mou Ba npénel va unooTtnpidovral, anaitouv Tov oxediaopo, Tnv
avanTuén kar TNV Xpnon VEéwv Texvoloyiwv nou Oa kartaoTtnoouv duvartn Thv
anoTeAeopatikn dlaxeipion eTepoyevav unodopwv. H 10éa Tou «AiadikTUou Twv
AVTIKEIHEVWV>» ouvioTaTal Ol HOVO OTNV NApoXN TWV AVTIKEIWEVWV HE UNOJOMES YIa
TNV UNOOTAPIEN TNC QUOIKAG EMIKOIVWVIAG, aA\a €niong kal oTnv avralhayr Twv
O0edopévwy nou pnopolv va (enava-)xpnoidonoinBoUv and AAAa  avTIKEIYeva,
kaBioTwvTag duvatn TNV avantuén véwv N Tnv €EENIEN unapXovTwV £QApUOYWV HE

NEPIOOOTEPEC Kal Mo oUVOETEC duvaToTnTeg [1].

TNV €noxn MHacg, undapyel eva oUVOAO TeXVOAOYIWV Mou XpnoidonolouvTal yia Tnv
npayuartonoinon Tou «AladikTuou Twv AvTIKEIMEVWV>». H Texvoloyia Radio Frequency
Identification (RFID) kai/n Ta AcUppata Aiktua Aiodnmipwv (Wireless Sensor
Networks - WSN) unooTtnpiouv Tnv duvatodTnTa TauTonoinong Twv aVTIKEIMEVWY NoU
aviKouv OTOV NpayuaTikd koopo. EmnAgov, n ekpeTaleuon ala kai n €EENIEN TNG
«Znuaoioloyikng TexvoAoyiag> (Semantic Technology) [2][3] emTpénsl Tnv
OnuIoupyia «EIKOVIKWV avanapaoTacswv» (abstract virtual representations) Twv
NPayHATWV/avTIKEIMEVWY Kal BonBd OTO va avTIHETWNIOTOUV NPOBANUa nou
oxeTilovral We TNV OIGAEITOUPYIKOTNTA KAl TNV €VOMOINON TWV QAVTIKEIUEVWV OF
eTepoyevn nepiBariovra “ubiquitous computing”. QoTO00 N enikoIvVwvia PETAEU Twv
QVTIKEINEVOV PEOW Tou O1adIkTUOU, O Naykoopio €ninedo, 6a pnopouces va
anotehéosl onuavTikd npofAnua yia To ‘“ubiquitous computing” e€aitiac TNG
EKTETAMEVNG TEXVOMOYIKNG ETEPOYEVEIAC KAl TWV MNEPIOPICUEVWY  avOpwNIVLV
duvatotnTwv [4]. MpdyuaTi, akoAouBwvTac To napadelypda nou avagepel «Ta 7
TPIOEKATOPMUPIA CUOKEUEC YIa 7 OIOEKATOPUpIa avlpwnouc» [5] ME TOV OUVEXWC
au€avopevo apiBuod  TWV  ETEPOYEVWV  AVTIKEIUEVWV anoTeAel €va and Ta
ONMAVTIKOTEPA TEXVIKA Kal TEXVOAOYIKA BEPaTa nou oXeTidovTal Je To «AIadikTuo TwV
AVTIKEINEVWV>» [6] Kal KAT' enNéKTAoN ME To «AiadikTuo Tou MéMovTog». MapaAAnAa,
N ETEPOYEVEIA TWV £PAPHOY®V Mou avantUuooovTal Kal PnopoUv va €niKOIVVIOOUV
HEow O1adIKTUOU, anoTeAei €va emnAéov onuavTiko {ATnUa, TO OMoio eVTACCETAl
oTNV  avTIMETWNION NPORANUATWV ETEPOYEVEIQG Ot  €NinNedo  €MIKOIVWVIAC  Kal

dlaxeipiong TWV EQApHOYV.
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H «apaipeTikdTnTa» (abstraction) avTikelpEvwv kal EpapPoywv anoTeAEl akpoywvidaio
NGB0 yia TNV anoTeAeoMaTIK aAvTIMETWNION TwV NPOBANUATWV Mou avagépovTal
napandvw, nNpaypaTonoliwvTag Tnv 10€a katd Tnv onoid, kKABs avTiKEiNeVO Mou eival
0l1a6€010, NPooBACIYO Kal €AEYEINO OTOV MPAYMATIKO KOOWO, MMOPEI va EXel Hid
“elkovikn  avanapdotaon”  (virtual representation) oTo  «AladikTUOU  TWV

AVTIKEIHEVWV>,

H xprion Tn¢ «Znuaociohoyiac» (Semantics) oTo d1adikTuo, NPOEKUWE anod TNV avaykn
nou enéBale Tnv elpeon Wia mbavig duvatng AUong yia Tnv nepiypagr Tou
TEPAOTIOU OyKou dedopevwy [7] nou cuykevTpwvovTal oTtov Maykoopio Iotd (World
Wide Web or Web). H sioaywy Tng «ZnuacioAhoyiac» oto Web odnyei otnv
EMPAvION Tou «ZnuacioAhoyikoU IoTou» (Semantic Web) [8][9], nou anoTeAei Tnv
EMEKTAON TOU onuepivou Maykoopiou IoTou, Onou ol NANPOPOpIieC NapexovTal HE
«KaAG@ OpIoHEVN» Onpacia e€mITPENOVTAG TNV anodoTIKOTEPN Ouvepyacia HeTa&u
«AvBpwnou — Mnxavic» (Human to Machine) kai «Mnxavic-Mnxavne» (Machine-to-
Machine). Tnv idla oTiyuR, €omialovTag OTIC TEXVOAOYIEC Kal TIC TEXVIKEC MOU
XPNOILOMOoIOUVTAl OTO «GNHEPIVO» dIadiKTUO YIa TNV AVTIMETWMION TNG TEXVOAOYIKNG
ETEPOYEVEIAC, EVTOMI(OUPE TNV XPron TwWV «TEXVOAOYIWV TOU ZnHacioAoyikou IoTous
(Semantic Web Technologies), ol onoieg ouoiaoTikd avrikouv 0To EUPUTEPO NEJIO TNG
«Znuaaoioloyikng Texvohoyiac» kar epapudlovTal NPOKEIMEVOU Va UNooTnpiEouv Tnv
dladikagia €Ikovikonoinon Twv unodop®v UAIKOU kal AoyiopikoU (Hardware and
Software Virtualization) w¢ «Aiadiktuakouc Mopouc» (Web Resources). To onpeio
autd B6a npenel va avagepBei OTI n O1adIKaoia EIKOVIKOMOINONG TWV UMNOJOH®Y,
€pappoleTal Kata KOpov 0To TEXVOAOYIKO nedio Tou «YnoAoyioTikoUu vépouc» (Cloud
Computing) [10] 6énou TO JIadikTUO Xpnoidonoisital G n KUpIa UModoun
EMIKOIVOVIAG, TWV OVTOTATWY MOU To anapTi{ouv. H evonoinon TwV «ZnPacioAoyIKwV
Texvoloyiwv» (Semantic Technologies) pe TiG oUyxpoveg TexvoAoyie¢ Tou Cloud
Computing duvaral va unooTnpi&el TNV Napoxn KaivoTopwv kai UWnAng noioTnTag
oUVOETEC UNNpecieG Nou Oa avTanokpivovTal OTIC VEEG TEXVOAOYIKEC TACEIC MOU
ouvdgovTal PE TO «MeAAOVTIKO AladikTuo». O oXedIAOUOC TEXVOAOYIK®DY AUCEWV MOU
Oa Baocilovral oTn oUVOEON <«ZnNUACIOAOYIKWV TeXVOAOYIWV» HE TEXVOAOYIEC Kal
TEXVIKEC €lkovikonoinong nopwv (Virtualization of resources, Platform-as-a-Service
(PaaS)[11][12] kai Infrastructure-as-a-Service (IaaS)[13][14]), kaBw¢ kar o
ouvduaopog TexvoAoyiwv dlaxeipiong JOedOPEVWV HEYAANG KAIMAKAG HE UMNPECIEG
Cloud Storage (Cloud storage services)[15][16], 6a anoTeAégouv Tnv oTabepry Baon
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yla TNV UNooTAPIEN TwV TEXVOAOYIKWV Kal WETEMEITA BIOMNXAVIKWV AVAYKWV OTNV

paydaia avanTuoaopevn enoxn Tou «AiadIkTUoU Tou MEAAOVTOCY.

8.2.2 Zuveio@popa AiIdakTopikng AlaTpIBng

AapBavovTac unoyn Ta Napandvw, KPIVETAl avaykaio 0 ouvoudaopog dIapOopPETIKWV
TEXVIKOV KAl TEXVOAOYIWV TOU «MeAAovTikoU AIadiKTUOU», MPOKEIMEVOU Va
QVTIMETWNIOTOUV Kal va ikavonoinB8ouv ol anaitrioei§ nou npokUNTOUV OTOV TOUEQ
€vVOnoinonG Kal anoTeAeoPaTikKNG dlaxeipiong TnG €TepoyevoUc NANPogopiac nou
nepIAaPBaveral oTouc Topeic autou. H napouoa diaTpiPr) €0TIAlel 0TOV OUVOUAOHO
™G «Znuacioloyiag» (Semantics) kai Tou «YnoAoyioTikou VveEpouc» (Cloud
Computing), ol onoie¢ evraocoovTal oTo NAGICIO TWV TEXVIKWV KAl TWV TEXVOAOYIDV

Tou «MeAAOVTIKOU AIadIKTUOU».

To KOUMATI TNG «Znuaacioloyiac», Je Tov «Znuacioloyikd IoTo», avagepeTal o€ duo
dlapopeTika nedia epappoyng [17][18]. To npwTo nedio nepidaupavel BEpata nou
apopolVv TNV avantu€n TeEXVIKWV OUAMOYAG/ANWNG ETEPOYEVWV OEDOPEVWY ano
NOIKIAEC Kal OIAPOPETIKEG MNYEG. To deUTEPO NEdiO EPAPHOYNG ENIKEVTPWVETAI OTNV
NpooEyyion KaTa Tnv onoia Oa kartaoTei duvatr n HOVTEAOMOINON ETEPOYEVWV
Oedopévwy (data modeling) Ta onoia oxetifovral Pe OVTOTNTEC/AVTIKEIMEVA TOU
npayuatikoU kOopou. AnO Ta napandvw napatnEoupe OTI N €@Apuoyrn Tng
«Znuaciohoyiac», Ba pnopouce va anoteAéoel To ‘kA€IBI’ yia TNV KAAuwn Twv
avaykwv Mou npokUNTouv oTo «MeAoVTIKO AIadiKTUO» TO OMOI0 OUYKEVTPWVEI
TEPAOTIO aPIOUO  OIACUVOEDEPEVWV CUOKEUWV Kal TEPAOTIO Oyko OIaBECIPWV
0edOPEVWY. ZUVENWG, N XPAoN TNG «Znuacioloyiac» WMOPEi va GUVEIOQEPEI OTNV
npayparonoinon  TnG 106 TwWV  «EIKOVIKWV  avanapaotdcswv»  (virtual
representations) Twv NPaypaTwy, TwV UNNPECIOV Kal TwV £pappoywv. To TeAeuTaio
B6a odnynoel oTnv avanTuén KaivoTOMWV Kal UWNnANG noldTnTag Unnpeciwv
glkovikonoinong nopwv  UAIKoU  kal  Aoyiopikou  (Hardware and  Software
Virtualization), dopwvTac kat@ auTtov Tov TPOMo &va and Ta Bacikd ouoTaTIKA Yid

TNV uAoMoinon Tou opapaTog Tou «MeAAovTIKoU AladIKTUOU.

ErminAéov, onwe Ron €xel avagepBei n didakTopikn diaTpIBn PEAETA TNV oUYKAION TWV
TEXVOAOYIOV TNG «ZNMAcioAoyiac» HE TeXVOAoyieG and To «YMOAoyloTIKO NEPOC».
Apevog, Onwg €xel nOn enionuavlei, n afonoinon Twv  «ZNPACIOAOYIKWV
Texvoloyiwv» Ba  Olao@aAicel Tnv  npaydaronoinon TG  €IKOVIKOMOINGNG

QVTIKEIMEVWV, UNNPECIWV Kal EpapHoywV, Kabwg Kal Tnv dIaAEITOUpYIKOTNTA HETAEY
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ETEPOYEVWV OVTOTHTWYV. APETEPOU, Ol TEXVOAOYIEC and To Nedio Tou «YMNOAOyIOTIKOU
vépouc» (Cloud Computing) 6a evioxUoouv oOnuavtika TIC NPOPRAENOPEVEG
EPEUVNTIKEG OPACTNPIOTNTEG NOU KaTaypdgovTal oTa nAaioia diIdakTopikng d1aTpIPnG.
Juykekpipeva n eiocaywyn Cloud Texvoloylwv yia Tnv €lkovikonoinon kai dlaxeipion
kaTaveunuévwv unodopwyv, onwc 1o OpenStack [19], CloudStack [20] kai Docker
[21], Oa evioxUoel noAU onuavTika Tnv anodoan, TNV akpiBela kal TNV TEXVOAOYIKNA
noIOTNTA TWV UNXAVICKWY TOU onuacioAoyikou nAaigiou. O1 unxaviopoi w¢ ouoTaTika
MEPN Tou onuacioloyikoU nAaiciou 6a pnopoUv va napéxovTal w¢ KAaTavepnueva
UNocUCTAKATA/UNXAVIOHOI (distributed mechanisms) ME duvaToTNTES
enekTaolydTNTag (scalability), avayovrac pe autov Tov TpOMO TO ZNHACIOAOYIKO
MAaiolo o€ éva katavepnuévo Cloud-based Semantic Framework. TauTtoxpova e Tov
ouvduaouod Twv napandavw, 6a uhonoinBoUv KaIVOTOPEG TEXVOAOYIKEC AUCEIC, WG
anoTéAeopa TnG OIaTpIBRG, nou ©a ouvdudoouv Cloud Me  ZNPACIONOYIKEG
TEXVOAOYieC, ONWG n avanTu€n KATAveEMNUEVOU OUCTAPATOC anoBnkeuong Kai

OlaxeipIonG onUACIOAOYIKWV JEDOHEVV.

8.3 ZIxemikég EpeuvnTIKEG ApaoTNPIOTNTEG

Mia ocipd and EPeuvNTIKEG OPaCTNPIOTNTEC €XOUV NPAyUATONOINOEl OXETIKA HE
«Eikovikonoinon Twv Avtikeldevwv» (Virtualization of Objects) péow TnG epappoyng
NG «ZnuacioAoyiag» (Semantics) yia TNV UNOOTAPIEN TwWV aAvaykwv OTIG oUyXPOVeES
HOop®EC Tou O1adIkTUOU, ONWC To «AIadikTUO TwV AVTIKEIHEVWV» [22]-[24]. H
nAsioyn®ia auTtwv, €IoNyaye TNV «XnUacioloyikn TexvoAoyia» oTo «MEeAAOVTIKO
A1adikTUO» KUPIWG w¢ MECO yia TNV Eac@alion Tng dIaAEIToupyIkOTNTAC. EminAgoy,
TNV TeAeuTaia dekaeTtia, NANBwpa €peUVNTIKWV OPacTNPIOTATWV EXEI E0TIACEI OTOV
ouvOUAOPO TWV  «ZNUACIONOYIKWV — TeEXVOAOYIWV» HE  TeEXVOAOyiEC and To

«YNOAOYIOTIKOU VEPOUG».

H napoloa evoTnTa avallel TIG €PEUVNTIKEG OpPacTNPIOTNTEC MNOU  EXOUV
npayupatonoinfei €wg Twpa Kal OxeTi(ovTal PE TO EPEUVNTIKO QAVTIKEIMEVO TNG
OI10aKTOPIKAG OIaTPIBNC. ZUYKEKPIPEVA, napoucialel éva oUVOAO and OnNPAvTIKEG
EPEUVNTIKEG OpaCTNPIOTNTEC MOU €XOUv npayuaTtonoindei: a) oto  nedio NG
onNHacioAoyIKNG apalpeTIKOTNTAG Kal EIKOVIKOMOINONG AVTIKEILEVWY, B) TNV YVWOIaKr)
OlaxeipIon EIKOVIKOMOINKEVWVY QVTIKEIMEVWV KAl UNNPECIWY, Kal Y) TOV ouvOUAOHO TwWV
napandvw TeXvoAoyiwv HE Texvoloyiec and To nedio Tou Internet of Things nou

BaoileTal oTo «YnoAoyioTiko Népoc» (Cloud Internet of Things).
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8.3.1 ZnpaocioAoyikn AQaIpETIKOTNTA Kal Eikovikonoinon
AVTIKEINEVWV 0TO MegAAovTIKO AladikTuo

>Tnv evOTNTA QUuTR NPAYMATOMOIEITAl N  avaokonnon TwV EPAPHOYWV TNG
>nuaacioloyiac Kai TNG EIKOVIKOMOINONG AVTIKEIHEVWV OTO «AIadiKTUO Tou MEAAOVTOC»,
oUPPWVA HYE TO KATAYEYPAUHMEVO EPEUVNTIKO £PYO £WC ONUePd. OI KATAYEYPAUMEVEG
EPEUVNTIKEG OPACTNPIOTNTEC OXETICOVTAI UE TO EPEUVNTIKO AVTIKEIMEVO TNC Napoucag
dlaTpIBrG To onoio avaAleTal oTi¢ evoTnTeG 8.4.1.2 Kai 8.4.1.3.

JUYKEKpIPEVA, napoucialovTal Ta PEXPI OTIVUNG edpaiwpéva standards oTo nedio TG
«Znuaocioloyikng MovTelonoinong» o1 TEXVIKEG Kal  TeEXVOAOyieg  dlaxeipiong
>nuaocioloyikov Acdopevayv, kabwg Kal €va upU OUVOAO JIEBVOV EPEUVNTIKOV
NpoypauudTwV Kkai dpacTnpIoTATWV Mou npaygatevovral TNV €papyoyn Tng
«Znuaaoioloyiag» aTo «AIadikTuo Tou MENOVTOC».

Tic TeAeuTaiec OUO DEKAETIEC £XOUV PEAETNOEI, avanTuyBei kal enikupwOei diagopa Kal
dlapopeTika standards yia Tnv HOVTEAOMOINGN TWV ONUACIOAOYIKWV OEOOHEVWV
(Semantic Data Modeling standards). O opyaviopdg Open Geospatial Consortium
(OGC) [25] napéxel £va oUvoAo ano diagopeTika standards 0TO OUYKEKPIYEVO TOPEQ
Ta onoia &€xouv ndn apxioel va evonoloUvTal YE Ta Texvoloyika standards Tou
naykoopiou opyaviopou World Wide Web Consortium — W3C (W3C Semantic Web
technological standards) [26] oToxeUovTac oTnv BeATiwon TNG dIAAEIToUpYIKOTNTAG
Kal TNV €vonoinon €Tepoyevav Oe00UEVWY OTO «Znuaacioloyikd Aiadiktuo» [27]. O
napanave ouvOUAdOMOG €XEl wC AmnOTEAEOUA Tnv napoxn HIAac WeyaAng ykaupag
standards yia To «Znuaciohoyikod AiadikTuO» Kal KaT’ €NEKTACN YIA TNV €pApHoyn TG
«Znuaoioloyiag» oTo «AiadikTuo Tou MéeANovToc». Ta napexopeva standards
NEPINAUBAVOUV TNV POVTEAOMOINGN, TNV MEPIYPAPr), TNV avanapdacTacn, kabwg Kai
Tnv dlaxeipion Twv Znuacioloyikwv dedopevwv [27][28] nou nepihappavovral oTo
«A1adikTUO TOU MENNOVTOC». AUTA Ta DEDOUEVA UNOPEI VA avapEPOVTAl OE UMNNPETIEC,
EPAPUOYEG, aVTIKEIJEVA, TOMNOBEoieC, avlpwnouc, OIKTUAKEC Kal OladIKTUAKEG
UNOJOMEC, KABWG Kal 0 KABs ovTOTNTA MOU AnoTeAEl I} MNOPEi va anoTeAegel TUNUA
TOU «MeANoVTIKOU AIadIKTUOU». ZUYKEKPIPEVA, OTOV TOMEA TNG HovTeAomnoinong
OedOPEVWV  MOU  apOopoUV  UMNPECIEG, €PAPHOYEC Kal  AVTIKEIMEVA EVOEIKTIKA
ouykaTtaAeyovTal Ta standards povrehonoinong onwc Ta povtéAa: Catalog Service for
the Web (CSW) [29], Observations and Measurements (O&M) [30], SensorML [31],
Sensor Observation Service (SOS) [32], TransducerML (TML) [33], Web Processing
Service (WPS) [34], Web Registry Service (WRS) [35], IoT-A Entity Model [36], IoT-
A Resource Model [36], IoT-A Service Model [36]. Aiagopa standards €xouv
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avanTuxBsi yia Tnv unooTApIEn TNG MovTeAonoinong OedOoUEVWY Nou  agopouv
XWPOUC/TonoBeaieg Kal TEXVOAOYIKEG UNOJOUEG, ONWE evOEIKTIKA: Geography Mark-up
Language (GML) [37], CityGML [38], Geographically Encoded Objects for RSS feeds
(GeoRSS) [39], Geographic Query Language for RDF Data (GeoSPARQL) [40],
WaterML [41]. EninpooB&Twe, o Znuaciohoyikog IoToc nepidappavel €va ouvoho
OlIaMOPETIKWV TEXVOAOYIKWV MPOTUNWY 1 / Kal EVVOIOAOYIKWV EPYAAEiV Mou
unooTtnpilouv Tn Odlaxeipion Oedouévwy, kabw¢ kal TNV avalntnon kai Tnv
Tpononoinon (evnuépwon / dlaypad®r). ZUYKEKPIYEVA, Ol TEXVOAOYIEC TOU
>nuacioloyikoU IoToU €mITPENOUV GTOUC avBpwnoug va OnNHIoOUPYRoOUV amnobnikeg
Oedopévwy oTtov Maykoopio IoTo, va xTioouv Ae€IAOyIa, Kal va KaTtaypagpouv Toug
KavOVEG Kal TIG APXEC NMou apopoUV OTO XEIPIOPO TWV ONUACIOAOYIKWY OEDOUEVWV.
AappavovTag unown Tnv NPooeyyion Tou opyaviopou W3C [42], ol TeExVoAoyieg Tou
>nuaacioloyikou IoTtoU kal Ta e€pyaleia pnopolv va Tagivounbolv oTIGC akOAouBeg
katnyopiec: a) Aiaouvdedepeva Aedopeva (Linked Data) [43]-[45], B) A<&Aoyia /
Ovtohoyiec  (Vocabularies/Ontologies) [46]-[50], Y) ZUA\OYIOTIKNA Kal
oupnepaocpaToAoyia Twv onuaciohoyikwv dedopevwy (Semantic Data Reasoning and
Inference) [51]-[54], kai &) Tn diaxeipion Twv Znuacioloyikwv dedopévav (Semantic
Data Management) onou neplAapBdvel Tnv anobnkeuon JedopévVwY, TNV
npayuparonoinon avalntnong kair avakaAuywng dedopEvwY, Kal TNV TPOMonoinon Twv
dedopévwy (evnuepwoan / diaypapn) [55]-[64]. O kUpIOC KOPHOG TWV ONUACIOAOYIKOV
TEXVOAOYIOV MOU CUYKATAAEyovVTal OTIC NApAnavw Katnyopiec oupnepiAapPavel Ta
€€nc: Resource Description Framework (RDF) [49], RDF Schema (RDFS) [50], Web
Ontology Language (OWL) [47], SPARQL query language [56], RDF Stores / Triple
Stores [57], kaBwC Kal YAWOOEC yid TNV CUMNEPACUATOAOYIA O OnuacioAoyikd
dedopeva, onwg n Prolog Reasoning Language [54].

8.3.2 N'vwolakn Alaxeipion EIKOVIKONOINHEVWV AVTIKEIHEVWOV Kal
Ynnpeoiwv oto MeAAovTiko AladikTuo

STV evOTNTA AuTR  NPAYMATOMOIEITal N avaokonnon TwV — EPEUVNTIKOV
dpacTnpIoTATWV OTO nedio TNG yvwolakn Olaxeipiong kal TG €IKOVIKOMOINONG
AVTIKEIMEVOV KAl UMNPEoIV 0To «AIadikTuo Tou MEANOVTOG», oUP@Wva HE TO
KATAYEYPAUMEVO EPEUVNTIKO €pyo €we ONMepd. OI KATAYEYPAUMEVEC EPEUVNTIKEG
OpaoTnPIOTNTEG OXETICOVTAl E TO EPEUVNTIKO AVTIKEINEVO TNG Napouoag diaTpIRng To

onoio avaAueTtal oTiG evoTnTeC 8.4.1.4 kal 8.4.1.5.
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H nAatgoppa EBBITS [65] oToxeUsl oTnv napoxr onuacioAoyikng avaAuong oTo
«A1adikTuo TwWv AvTikelpEvwv» - “Internet of Things” kal €101 napouoialel pia vea
YEQuUpa dlaouvdeong YeTa&U backend eTaipikwv epapuoywy, avepwnwy, UnnpecIuV
Kal TOU (uOIkoU kOopou. 'Eva aMo napadeiypa anotelei To SPITFIRE (Semantic-
Service Provisioning for the Internet of Things using Future Internet Research by
Experimentation) npoypappa [66] To omnoio anookonsi oTnv  dlEpelvnon
EVOMNOINUEVWV EVVOIWY, HEBODWV Kal UNodOU®V AOYIGHIKOU Nou Ba JIEUKOAUVOUV Thv
anoTEAEONATIKA avanTugn epapuoywv nou 6a npayuaTonoinoouV TV EVONoinan Tou
01adIkTUOU Kal JE TOV NPpayuaTiko koopo. H anooTtoAn Tou npoypaupatog SOFIA [67]
nepIAapBaver Tnv dnuioupyia PIAg onpacioAoyiknG SUCGAEITOUPYIKNG NAATPOPUAC yia
VEEG unnpeaieg nou Ba eniTpénouv kal 6a unooTnpifouv Tnv dienayyeAPaTikn (cross-
industry) diaAsiroupyikoTnTa. To npoypappa SENSEI [68] oTidlel, o€ kanoio Babuo,
oTa onpaciohoyikd xapakTnpioTikd yia TV €vonoinon Tng npooBacng o€
NANPOQPOPIEC MEPIEXOMEVOU KAl TNV EVEPYOMOINON  UMNPECIWV,  EMNIKAAOUHEVO
avTIKEipEVAG TOou npaypaTikou koopou. To DIEM (Devices and Interoperability
Ecosystems) [69] anoTeAei pia aAAn epeuvnTikn 0pdon n onoia €o0Tialel oTa «€Eunva
nepiBalovTa» - “smart environments” 6rnou dIGAEITOUPYIKEC GUOKEUEG KAl UMNNPETIES,
napexouv veéa €idn nAnpogopiwv. ‘Eva PBacikd oToixeio oto DIEM e€ivai n
onuaciohoyikr) SIAAEITOUPYIKOTNTA METAEU OUOKEUWY ano dIaPOpPETIKOUG XwWPoue. To
OPUTE (Open Ubiquitous Technologies) npdypappa [70] uAonoiei kai napoucialel
TNV ONUAcIONOYIKr OIGAEITOUPYIKOTNTA METAEU EVOWUATWHEVWY OUCTNUATWV ME
duvaToTNTEG NMou KupaivovTal ano Tnv anAn nadnTikn €Tikéta RFID péow evepywv
ETIKETWV O NOAUNAOKA KATAVAAWTIKA MNPoIOVTA KAl OUOKEUEC ME EVOWHATWHEVEG
duvaToTNTEC eNeEepyacia Kal NPOOWMIKEC CUOKEUEC KIVNTAC TNAepwviac. To Internet
of Things Architecture (IoT-A) [71] Eupwnaikd npoypaupa €iodyel TNV £pappoyn
MOVTEAWV MEPIYPAPNG TWV QVTIKEIMEVWV WECW TNG avanTuéng Twv HovTEAwv [72]
IoT-A Domain Model kai IoT-A Information Model. Ta povtéda auTtd, opilouv TIG
OUOXETIOEIC HETAEU QVTIKEIHEVWV KAl XAPAKTNPIOTIKWV / ywpliopaTtwy (attributes) kai
EVOWMATOVOUV 1010TNTEG METa-0edopévav (meta-data properties) yia Tnv nepiypaen
TWV avTIKEIYEVWV. EmnAgov, gi0ayouv kal ouvdualouv TOUG OPOUG «AVTIKEINEVO» —
“Object” kal «OvroTnTa» - “Entity” npokeidévou va avantu&ouv kai va npowenoouv
€va NoAU KaAd OpPIOHEVO KAl EUNAOUTIONEVO, HEOW META-OedoPEVWY, OUVOVOUAEUUA
NANPOPOPIWYV NMOU APOopPoUV TIC IDIOTNTEG KAl TA XAPAKTNPIOTIKA CUOKEUWV f/Kal TwV
OVTOTATWV MOU €l0ayovTal/eunAékovTal oto €ninedo ouokeun (device level) o éva

nepIBalov Tou «AIadIKTUOU TwV AVTIKEIJEVWV>» MOU avanTuooeTal Ye Baon Tng IoT-
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A apyitekTovikne. 1o Internet of Things Initiative (IoT-i) [73] eicayetal o 6pog IoT
Device Onou avagQEPETal OTNV OVTOTNTA MOU XPNOIUOMOIEITAl NPOKEIMEVOU Va
avanTu&el Tnv dlena®n Twv IoT ouoTNUATWV PE TOV MPAyHaTiko / QUOIKO KOOHO
(Physical World). To IoT-i yia Tnv nepiypagn Twv CUCKEUWV napouaialel eva device-
centric ava@opikd YOVTEAO MEPIYPAPNG TO OMNoio NEPIEXE! IBIOTNTEG / XAPAKTNPIOTIKA

TWV OUOKEUWV, CUMNANPWUEVEC HE TIG HETAEU TOUC OUOXETIOEIC.

H epeuvnTikn Opdon [74] avaQépeTal oTNV aQvAnTUuEn <«EIKOVIKWV alodnThpwv» -
“virtual sensors” yia Tnv ‘anokpuyn’ TV AENTOMEPEIWV TNG UAonoinong and Tov
XPNoTn, OupdnepIAaUBavovTag napdlnAa kai éva Meyado aplBud npaypaTikwv
OUOKEUWV ONwG KIVNTA TNAEPwVA Kal Kapepec. MARBoC npooeyyioewv onwc n [74],
eomialouv oTnv eikovikonoinon (virtualization) Twv npayuaTikwv ouokeuwv. H
EPEUVNTEG OTIG €pyaonieg [75] kai [76] neplypdgouv TIG NPoondaBEIeG TOUG yia Thv
EVIOXUON EIKOVIKWV QVTIKEIMEVWV HE ‘€EunveC AsIToupyieC’ MpPOKEIYEVOU  va
KaTaoTrnoouv duvaTn TNV WeTa&U Toug enikoivwvia. H [77] oToxelel oTov oxXediaopo
Kal TNV avanTtu€n evog oTAvTapvT HOVTEAOU MEPIYPAPNC Yia TNV NEPIYPAPN Kai Tnv
OIaAEITOUPYIKOTNTA TWV QAVTIKEIMEVWV BAON MIAG CUYKEKPIMEVNG  MEPIYPAPIKNG
vyAwooac. H epelva nou npayuatonoigital otnv [78] e&etalel Tnv &vvold Tou
«EikovikoU AikTUoUu AloBntipwv» - Virtual Sensor Network (VSN) w¢ akpoywviaio
AiBo yia Tnv avantuén ouoTnuaTwv Tou <«AIadIKTUOU Twv AvTIKEIMeEvwv» (IoT
Systems). Zuykekpipéva 1o VSN pnopei va SiaxeipioTel TV OUVAMIKN OUVEPYAoia
UNoouvOAwV aIoBNTAPWV oToxXeUOVTAG OTnV avanTuén AUCEwv yia TNV unooTnpIEn
OUA\OYIK®WV UnoAoyIoTIkwv OpacTtnploThTwv. EninAéov n [79] npoTteivel éva nAaioio
€IKOVIKOMoinong yia To «AIadIkTUoU Twv AVTIKEINEVWV» - “Internet of Things”onou
AanTETAl OTNV €vvold Sensor-as-a-service. To OUYKEKPIYEVO NAaiolo napoucialel Tnv
d1aoUVOEDN Kal EMNIKOIVWVIA ETEPOYEVWV AVTIKEIMEVWV GTO unohoyioTikd vepoc (Cloud
computing) Tou <«AIadIKTUOU Twv AvTIKEIdEVWY» - “Internet of Things”, g
dladikTuakéG unnpeoiec*Web Services”. To Versatile Digital Item (VDI) [80], pia
NOAAN YEVIKN HOp®R yia TNV Ooun Twv OedopEVwY, unooTnpilel Tov dlapolpacuo
NANPOPOPILY  HETAEU  EIKOVIKWV KAl (QUOIKWV  OVTOTATWY,  AEITOUPYWVTAG
UMNoOCTNPIKTIKA NPOG TNV NPOCEYYIoN nou napouoidletal otnv [81] yia Tnv evioxuon
evoc povteAou Anpooicuong — Eyypagpnc (publish-subscribe model). H évvoia Twv
Active Digital Identities (ADI) napouaialetal otnv [82] w¢ To Yeow nou Ba odnynoel
oTnv npaydaronoinon Tou «IoToU Twv AvTikelyévwv» (Web of Things). To ADI
napouoialel yovadika KABE aVTIKEIUEVO MOU €UNAEKETAl / OUUNEPIANAUBAVETAI GTOV

O1adIKTUAKO 10TO TWV AVTIKEIHEVWY, XpnoidonolwvTag eva Uniform Resource Locator
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(URL). Mpoc Tnv kaTtelBuvon Tou «IoTou Twv AvTiKEIWEvwv» — “Web of Things”
npooavaTtoAifeTal kal n epeuvnTikn OpacTnpioTnTa oTto [83] npoTeivovtag Tnv
avanTu&n kataAAnAng 81adIkTuakng NAATPOPHAC yia TNV UNOOTAPIEN TNG NPOoONKNG,
TNG XpNong kai Tou JlapolpdooU  JIaCUVOEDEPEVWY  EEUNVWY  QVTIKEIMEVQV,
UI0BETVTAC EVVOIEC Kal TEXVOAOYIKEC TAOEIGC and Ta nedia TnG Eikovikonoinon Twv
AvTikelpévwv (Objects Virtualization) kai Tic Znpaacioloyikég Texvohoyieg (Semantic
Technologies). EninAéov, 101aiTepo evdlaPEpov Napouaialouv ol NMPOOCEYYIOEIC nou
napouaialovral oTi¢ [84]-[87] oOnou npoTeiveTal n MiEN Twv AVTIKEIMEVWV TOU
(PUOIKOU KOOMOU YIa TNV avanTu&€n oAokAnpwpevwv AUCEwV nou Ba odnynoouv oTnv
€vonoinon Tou QUOIKOU HE TOV EIKOVIKO KOOWO, £papuolovTac TEXVOAOYIKEG AUOEIG
ané To nedio TNG Znuacioloyiag (Semantics) kai TnG Eikovikonoinon Twv

avTikelpevwv (Objects Virtualization).

8.3.3 Cloud Internet of Things nepiBaAAovTa

3TN &vOTNTA QUTH NPAYMATOMOIEITAl N avaokonnon TwV — EPEUVNTIKWV
OpacTnNPIOTATWY MOoU agopoUV ToV GuVOUACHO ONUAGIOAOYIKWV TEXVOAOYIWV Kal TV
TEXVIKQV EIKOVIKOMNOINONG QVTIKEIYEVWV Kal unnpeciov o ouvduaopo pe Cloud
TEXVOAOyieC yia Tnv avantuén anodoTikwv ouoTnuatwv. O KaTayeypauueVES
EPEUVNTIKEG OPACTNPIOTNTEC OXETICOVTAI E TO EPEUVNTIKO AVTIKEIHEVO TNG Napouoag

dlaTpIBAG To onoio avaAlsTtal oTnv evotnTa 8.4.1.6.

O ouvdUAoHWV QUTWV TWV TEXVOAOYIWV WMOPEi va apopd dIaPOPETIKEG NEPINTWOEIG
€pappoyne. EvOeikTika oTnv napouoa HEAETN €0TIAJOUME: a) O€ NTUXEC MOU APopouV
TOoV 0XedIaopo ouoTnUaTwv nou Bacifovral oto «Nepoc» (Cloud) evonoiwvTac Tnv
onuaciohoyikn neplypa@n yia Tnv unooTnpiEn unnpeciwv «Népoug» - (Cloud
Services) ([88]-[104]), kai B) n diaxeipion O0edOpEVWV WeyAANG kAipakag ([105]-
[113]). ZTn ouvéxela napouoialovTal EVOEIKTIKA, KAMOIEC Ano TIG ONUAVTIKOTEPEG, £WG

TWPA, EPEVVNTIKEC EPYATIEG OTO OUYKEKPIMEVO £EETAlOMEVO NEDIO.

H epeuvnTikn dpaoTtnpioTnTa oto [88] napoucialel Tnv avanTuén evog oxedlaoTIkoU
MOVTENOU napaywync unnpeoiwov nou Bacifovral oTov  OUVOUAOWO TV
ONMUACIONOYIKWV TEXVOAOYIOV Kal TwV TeXVOAoyiwv Tou «NEPoug». To HOVTEAO
avanTtuéng npoidvtwv  yia Tov «Népoc» ovopaletar  Cloud-based design
manufacturing (CBDM). H epeuvnTikiy opada, npokeipévou va avanTtuéel To CBDM
TaQuTOMOINOE ApXIKA TA KOIVA XAPAKTNPIOTIKA avanTu&ng kal ev ouvexeia enéAeEe To

oUVONO €KEiVWV MOU MpENEl va IkavonoiouvTtal and To CBDM cuoTnua. Katoniv
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npayuparonoinoav  ouykpion TOU avanTUCCOMPEVOU GUCTAMATOC WE avTioTolxa
ouoTAMATa avantuéng kal enmkUpwoav TNV AEIToupyia Tou Wéoa and  €va
OAOKANPwWHEVO Oevapio epappoyns. Me 1o avrtikeigevo Tou Cloud manufacturing
(CMfg) aoxoAsital n [89] napoucialovtag To wG €va MPOnyWEVo service-oriented
MovTENO Blounxavonoinon (manufacturing) yia Tnv Biopnxavia. O TpoONog opyavwong
TNG NApaywyng Twv enixelpnoswv aAlAalel Baon Tou CMfg opyavwvovtag TIG
Napaywylkeg dpacTnpIOTNTEG UAIKWV Kal QUAWV MOpwV wC EYKAEIOTEC OladIKATIES
ONWG CUMPBAIVEl PE TIC EIKOVIKEG UMNPETIEG NOU NAPEXOVTAlI OTOUC TEAIKOUG XPHOTEG.
Ma Tnv eniteudn TwWv Napanavw nPOTEIVETAI N €l0aywyn Twv semantics yia Tnv
avanTuén Twv OIadIKaoiwv HOVTEAOMOINONG Kal MEPIYPAPNG Twv  dla@opwv
01a0IKaoIwV. ZUYKEKPIMEVA MpoTeiveTal n avanTuén kataMnAng ovrtoloyiag (GCMT
Ontology) yia Tnv onuacioAoyikn neplypa®r Twv AEITOUPYIKWV OladikaoiwVv OF
ouvOuaouo pe kaTtaAAnAa PovTeEAa neplypa®nc kal aAyopibpoug semantic similarity.
H [90] eomalel oTig Cloud-based Mobile Augmentation (CMA) npooeyyioeic. ZTiIC
KUPIEG EPEUVNTIKEC OPAOTNPIOTNTEC oUMNEPIAQUBAvVOVTAl O avaAuTIKOG EAEYXOC TWV
NON avenTuypEVwV AUCEWV Kal 0 ouvOUAOMOC auTwV Yid Tnv avanTuén kataAAnAou
OUOTNMATOC YIa TNV UNOOTAPIEN resource-intensive KIvTwV £pappoywv. EninAgov, n
avanTtuén Cloud-based ouoTnuaATwy yia augmentation o€ KIVNTEG EQAPHOYEG, EICAYEI
TNV avaykn vyia MeAETN taxonomies, onuacioloyiac (semantics) kai TUNWV
augmentation, Ta onoia ouvdEovTal PE TO NEJIO TwV GNUACIOAOYIKWV TEXVOAOYIwV. H
EIKOVIKOMOINON TWV UMNPECIOV TNG «TEXVOAoyiag Tng nmAnpogopiac»-"Information
Technology(IT)” anoTeAei To KUPIO AVTIKEIMEVO JEAETNG OTNV €PEUVNTIKA HEAETN [91].
JUYKEKPIMEVA NPAYUATOMNOIEITAl HEAETN OXETIKA WE Tov Tpdno nou Ba pnopouoav va
napexovtal Asiroupyikec duvatoTnTtec ano Cloud-based cUoTnua yia Tnv epapuoyn
kar xpnon IT Cloud-based Services kat' anaitnon (on-demand). O1 gpeuvnTeg
e€etalouv TEOOEPIC (4) DIAPOPETIKEG KATNYOPIEG ANAITACEWV yid TNV avanTuén Tou
KUkKAou (NG Twv unnpeciwv: a) avakaluyn (discovery) B) dianpaypdrteuon
(negotiation) y) ouvBeon (composition) kai d) katavahwaon (consumption). ZTnv idia
KaTewBuvon KIvoUvTal Kal Ol €peuvnTeC oTnv [92] npoTeivovTac KaTaAAnAn
peBodoloyia yia Tnv avanTtu€n OIadIKTUaK@V UMNPECIMV MOU XPNOIKOMoIoUV Tnv
Service-oriented apxiTekTovikr] (SoA). QoTdo0, N NPOCEYYION TOUC NePIOPIlETAl OTN
OnMioupyia kar Tnv avantuén Twv dIadIKTUAKWV UMNNPECIOV Kal OEV EMNEKTEIVETAI O€
glkovikonoinuéva nepiBdAovTta (virtualized environments) onou ol UNNPECiEg
avantUooovTal Kal xpnoidonolouvTal kata napayyeiia (on-demand). O1 PeAETNTEC
otnv [93] aoxohoUvTal pe Ta Ofuata povTeAonoinong enavadiapopPOOIPwY
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unnpeoiwv  (modelling of reconfigurable services) kar Tnv  UNOOTNPIEN
AEITOUPYIKOTNTAG YIad TNV ANOTEAEOHUATIKA AQWn ano®acswv dnuioupyiag ouveeon
unnpeoiwv. Elodyouv pia véa ouvBeTikn diadikacia Afwng anogacswv, To CDP, n
onoia OIEPEUVA TIC PBEATIOTEC AUCEIC TWV ENIMEPOUC UMNPECIWV oUCTACNG Kal
XPNOIMOMOIEl TIG YVWOEIC yia va avtAnoel Tnv BEATIoTn QoS pe yvwpova TIG
OlIaBEDIPEC NPOTEIVOUEVEG OUVOEDEIC. QOTO0O, N €QAPMOYN TOUG NeplopileTal o€
npoUndapyouoeg unnpeoieg Web kal dev enekTeiveTal oe virtualized unnpeoieg nou
anoTeAoOUV NPWTN MNPOTEPAIOTNTA YId TO «AIadiKTUO TWV AVTIKEIHEVWV». ZTnV [94]
napouaialetal n GoodRelations ovToAoyia n onoia avantUxOnke yia TNV NEpIypagn
TWV NPOIOVTWV OTO NAEKTPOVIKO €Unoplo. Evw auTr n ovroloyia eival xpRoiun yia
TNV neplypa@n TnG ouvotaong Miag Cloud-based unnpeoiag, €ival duokoho va
NEPIYPAWEI OUVOETEC EIKOVIKEG UNNPETIEC NOU NApEXovTal anod noAAanAouc napoxoug
Mou XPNOIKOMoIoUV auTnyv TNV ovtoAoyia. ZTnv [95] npoTeiveTal pia TEXVIKA yia Thv
MO anoOTEAEOMATIK OUVOEON ONUACIOAOYIKWV  UMNPECIwV. TMOAU  OnNUavTiko
€PEUVNTIKO UAIKO napouaialeTal o€ oxeon Ke Tov Topea Tou Grid computing énou o€
O1APOopeG epeuvnTIKEC OpaoTnPIOTNTES ([96]-[101]) o1 onoieg e€eTalouv {nNTHKATA Mou
apopolv Tnv on-demand npoBAewn, avakaluyn kar ouvBson unnpeciwv. Ta
anoOTEAEOUATA  TWV  EPEUVNTIKWV  OpACTNPIOTATWV oto Grid computing
EMIKEVTPWVOVTAl KAl WMNOpouV MEPICCOTEPO VA OUVEIOPEPOUV KUPIWG OTNV MNapoxn
Cloud-based unnpeociwv. H emoTtnuovikn €peuva nou napoucialetar otnv [102]
HEAETA TO B€ua TnG noioTnTac unnpeoiwv (Quality-of-Service - QoS) oe Cloud kai
Service Oriented ApXITEKTOVIKEG, XPNOILONOIWVTAG TNV onuacioloyia. EminAéov ol
EPEUVNTEC MEAETOUV TO OUVOAO TWV ANAITAOEWV MOU OUVOEOVTAl HE TIC TEXVIKEG
dlaxeipiong Twv Big Data kai npoteivouv Tnv avantuén apxITEKTOVIKAG AAuda
(Lambda Architecture) n onoia 6a BacileTal oTnVv epappoyn Twv Semantics kar Twv
Big Data . Ztnv [103] napoucialeTal n avanTu€n €vog VEO KAIVOTOHUOU HOVTEAOU
apxiTekTovikn yia To IoT To onoio BaadileTal OTIG ONUACIONOYIKEG TEXVOAOYIES Kal TIG
TEXVOAOYIEG TOU UMOAOYIOTIKOU VEQPOUG. ZUYKEKPIPMEVA TO MOVTEAO ovopaleTal
Semantic Fusion Model (SFM) kai oTdXoG Tou €ival n EVOWPATWON €VOG
onuaciohoyikou nAaigiou To onoio Ba napéxel Ta MEOA yia Tnv  e€epyacia
nAnpo@opiwv and Ta diktua aiodntrpwv. To cUOTNPA EVOWHATWVEI semantic logic
Kal semantic-based nAnpogopiec nou To npocdidouv duvaToTNTEC cupuiac. H
€PEUVNTIKN opada otnv [104] €&eTalel TIc dIGPOPEC ANAITACEIC NOU OUVOLOVTAl WE
TNV avakdAuyn Kivntov unnpeoiov Web ol onoie¢ evowpaTmvouv  ninAgov

noAUNAOKOTNTA €EQITIAC TIC ETEPOYEVEIAG TWV OUOKEUWV Kal TwV OIKTUWV.
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JUYKEKPIPEVA Ol EPEUVNTEG NpoTeivouv TNV avanTtugén evog Cloud-based ouoTApaTog
TO onoio 6a unooTnpilel TNV avakaluyn unnpeoiov Web Bacn evog nAaigiou nou
ovopaletal Discovery-as-a-service (Daas). To Daas evowpaTwvel OTa KpITHpIa
avalnTnong TIG NPOTIMNCEIG XpnoTwv (user preferences) kal NApAPETPOUG TOU
YevikoU nAaigiou (context parameters) npokeipévou va enitUxel Ta kaAuTepa duvaTtd

anoTeAéopara oTi¢ diadikaaoieg avaliTnong UNnPeCIwY.

H epeuvnTiky opdada otnv [105] napoucialel TNV MNPOCEYYION TNG OXETIKA HWE TNV
BeATioTOMOINON TNG ANOBNKeUong Kal ene€epyaniac KAIJAKOUPEVWY DEDOPEVWV OTOV
ONMUAcIOAOYIKO 10TO. ZUYKEKPIKMEVA Ol EPEUVNTEC MEPIYPAPOUV TNV avantuén &vog
oAokAnpwpévou  mAaigiou  Asrroupylwv  Baciopeévo  oto  Hadoop, oOmou  kal
XPNOIJOMOIOUV TOUG MWNXAVIoHOUG TOUu yia Tnv anobrkeuon kal Tnv avdaktnon
Oedopévwy and To Hadoop Distributed File System (HDFS). EninAéov, €xouv
avanTu&el &va ouyKekpIPEVOnoINUEVO aAyopiBpo eEunnpétnong SPARQL epwTnHATWV
o onoiog xpnoiponolei To Hadoop MapReduce framework npokeiyévou va anavthoel
Ta OXeTIKA SPARQL epwTtiuara. ZTnv idla kateuBuvaon KiveiTal kal n dnuoagisuon
[106] 6nou o1 cuyypageic NePypAPouV Tov NPORANUATIONO OXETIKA PE TOV OIAPKWG
au&avopevo OYKO TwV ONHACIOAOYIKWV OEOOMEVWV, EVM YIA TNV AVTIMET®MION TOU
napouoialouv €va enekTaoiyo ocuotnua Oiaxeipionc RDF dedopévwv. To ouoTnua
€l0ayel TPeic OIaPOPETIKEC TeXVIKEC Olaxeipionc RDF dedopévwv: a) a&ionoinon
TEXVOAOYIOV evidiou kOpBou anobrikeuonc RDF dedopévwy, B) kaTakepuaTiopoc RDF
dedopevwv o dlapopoug KOPPBouUG kai y) avaiuon SPARQL epwTnHATWY O UYWNANG
anodoonG TPAMATA Yid TNV avakTnon MANpoQoOpIWV OXETIKA HE TO HEYEOOC
KATAKEPUATIOPOU Twv dedopevwv. H epeuvnTikn dpactnpiotnta [107] €&eraler Ta
{nmuata diaxeipiong RDF ypdgwv HeYAANG KAiMakag kai MpoTeivel €va nAqiolo
AeIToupyliv To onoio Ba KaTaoTel IKAvO va UnooTnpiéel TNV anoBnkeuon Kai
avaktnon peyalou oykou RDF dedopévav aglonoliwvTac TIC AEITOUPYIKEC OUVATOTNTEG
Tou Hadoop kai xpnoiponoiwvrtac To HDFS yia Tnv anoBnkeuon Twv &v AOYo
Oedopevwyv. EmnAéov, napouoialeTal OXETIKOG aAyopiBUoG eneEepyaciag  Kai
anobrikeuon RDF dedopévwv oe katavepnuevec Hadoop ouotddec. >tnv [108]
napouoialeral n epappoyrn Tou HBase [109] cuoTAPATOC ANOBAKEUONG KAl TWV
MapReduce Texvikwv yia Tnv avantuén piag peyding kAigakag RDF ouoTthuatog
anobrikeuonc. H ouykekpipévn npoogyyion BacileTal otnv 10€a TnG Hexastore [110]
o€ ouvduaopo Pe Tnv RDF povtelonoinon dedopevwy Kai TiIC duvaToTnTeG Tou HBase
OUOTNHATOC anoBrKeuonc. ZUYKEKPIYEVA Mpayuartonolieital anobrikeuon and RDF
Triples (TpinAéTec dedopévwv) oe €€ dlapopeTikoUc nivakeg HBase (S_PO, P_SO,
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O_SP, PS_O, SO_P «kai PO_S) oI onoiol kaAUnTouv OAOUG TOuG miBavoug
ouvduacopoUg RDF Triple npoTunwy, kai XpnoidonoloUv w¢ kAEIdi eupeong (index key)
Mia oTAAN and kdaBe nivaka. EminAéov xpnoidonoleital n Texvikn Twv SPARQL Basic
Graph Pattern (BGP) Ta onoia ektehouvTal and MapReduce aAyopibuoucg, ouppBaToug
ME TO oOXNMa anoBnkeuong Oedopévwv TNG Pacng OeGOMEVWV MOU MPOTEIVEI N
OUYKEKPIKEVN €PEUVNTIKN OpaoTnEIOTNTA. TNV KATeLBuvon dnuioupyiag anodoTIKwV
Baoswv dedopeEvwV PeYaANG KAIPAKag KIVEITAl Kal N €peuvnTikn 0pacTnpidTNTA OTN
Onuoaiguon [111] onou ol ouyypageic Napoucialouv OXETIKO aAyopIBuo yia Tnv
EKTEAEON ypAyopnc avalnTnong o€ PJeyaAng kAijakac RDF dedopevav (anobnkeupeva
wG RDF Triples) a€onoiwvtag TIG ASITOUPYIKEG OuvaTOTNTAG TWV TEXVIKWOV
MapReduce. Ztnv [112] o1 ouyypageic napouaialouv pia oAoKANpwHEVN €pEuva OTa
{nTAMATa TNG MIENG TeXVIKWV Tou MapReduce kal eKTEAEONG EPWTNHATWY OE HEYAANG
KAidakag onuaociohoyika Oedopeva. MapouoialovTtal  TEXVIKEG avanTuéng  kai
EPAPHOYNG NPOTUNWV EPWTNUATWY OE GNHAcIoAOyIKA OeDOMEVA, KABWG Kal TEXVIKEG
EQApoync Twv npoTunwv o MapReduce aAyopiBuouc nou 6a avahauPavouv Tnv
ekTENeON Touc. H [113] aoxoAsital Ye To (ATNHA TwWV ONHACIOAOYIKWY OEBOHUEVIV
MEYAANC KAipakag and pia dlIagopETIKN MATUXN, AUTA TNG aneikdviong Toug yia Tnv
dleukOAuUvan TNG ene€epyaoiac Toug Pe diagopa cIDIKEUPEVA epyaleia. H epeuvnTIKN
OpaoTnpIOTNTA NPOTEIVEl TNV avanTuén evocg ouoTnuaToc Baciopevou oto Hadoop yia
TNV avaAuon oUVOETWV Kal HEYAANG KAiakag ovroloylwv. To NPOTEIVOUEVO oUCTNHA
anoTeAeiTal anod Tpia oUCTATIKA WEPN: @) &vav €EUnnNPETNTA yia TNV avaiuon Twv
dedopévwy TNC ovToAoyiac, B) Evav €EunNnPETNTN yia TNV ANEIKOVION TWV AVAAUPEVOV
OedoPEVWY Kal y) TNV €(papuoyry Tou TEAIKOU XprioTn n onoia 6a aneikovilel Ta
dgdopEva TNG avaAuong TwV OVTOAOYIWV. ZUPPWVA PE TOUG EPEUVNTEG TO CUCTNHA
nou napoucialeTal €ival eneKTACIYO Kal PNOpEi va Xpnoidonoindei yia Tnv avaiuon
MEYAANG KAiNaKac ovToAoyIKwV OESOHEVWV.

8.4 ZInpaogioAoyiko MAaioio yia To AladikTuo Tou MéAAovToG

'Evac and Tou PBacikou¢ okomnoUG auTng Tng diaTpIBnG agopd Tnv avantuén
«ZnuaociohoyikoU MAaigiou» (Semantic Framework) yia To «AiadikTuo TwvV
AVTIKEIJEVWV» Kal OUVEN®G Yia To «MeAAovTIkO AladikTuo». Katd Tnv dIApKeia TNnG
eknovnong TnG OIOaKTOPIKAG OIaTPIBNG, EXOUV ONMOCIEUTEI OXETIKEC EPEUVNTIKEG
MeAETeC ([115]-[121] kai [127]-[133]) nou agopolv TNV NPOTEIVOUEVN APXITEKTOVIKA
KAl TOUG EMIYEPOUC HNXaviopoUc Tou XnuacioloyikoU MMAaiciou  (Semantic

Framework).
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JUYKpIYEva, ol dnuoaievoelg [115]-[121] apopouv To oxediaopo, TNV avanTuén kai
EQAPMOYN  KAIVOTOMOU  APXITEKTOVIKAG yia Tnv  onuacioAoyikd Pacifopevn
€IKOVIKOnoinon kal TNV Yyvwolakn Olaxeipion avTIKEIYEVWY KAl UNNPECIWV OE
nepIBaiovTa Tou «AiadIkTUoU Twv AVTIKEIMEVWV>». EmnAéov, ol dnuoaieloeig [127]-
[133] napouaoialouv TNV pApPoyn TWV PNXAVIGHWV TOU NPOTEIVOUEVOU NAAICIOU yia
TNV onuacioloyikd Bacifoyevn yvwaolakn OIaxeipion EIKOVIKWV AVTIKEIWEVWV Kal
unnpeoiwv o multi-Cloud / Federated Cloud IoT olkoouoTtruata. Méoa and Ti¢
napanavw PeAETEC kaTaAn&ape oTnv avanTuén Tou apxITEKTOVIKOU OXedIACHOU TOU

>nuaacioloyikou MAaiagiou, o onoiog aneikovieTal otnv Eikdva 1.

>T0 onueio autd Ba npénel va emonuavOsi 0TI 0 MPOTEIVOUEVOG aPXITEKTOVIKOG
oXeOIA0NOC JIQUOPPWVETAl CUMPwva HE Ta OIEEaxBeEvTa €peuvnTIKG aANOTEAEOHA,
otoxelovtag oTnV  avantu€n anoTeAeoHaTIKV, €NavayxpnoiponoInCIwy  Kal
ENEKTACIHWV TEXVOAOYIKWOV AUCEwV. O OKONOG auTwVv TWV TEXVOAOYIKWV AUCEWV
apopd Tnv OuvaTtoTNTA va avranokpiBoUv OTO MEYIOTO duVATO OTIC TPEXOUOEG
anartroeIC NMou MPOKUMTOUV HE TNV €PApupoyn TNG ZnNMAcioAoyiag OTov XWPO TOU
«AIadIKTUOU TwV AVTIKEIJEVWV» Kal KAT' €nEKTaon Tou «MeAAovTikoUu AladikTUou»,
ouvoualovTac anoTEAEOUATIKEG KAl I0XUPEC TEXVOAOYIKEC AUCEIC and TOV XWPO TOU
Cloud Computing.

8.4.1 ApxiTekTovikn ZnpacioAoyikoU MAaigiou yia To AladikTuo TV
AVTIKEIHEVOV

8.4.1.1 Aopn NPOTEIVOHEVNG APXITEKTOVIKNG

To «Znuaciohoyikd MAgiolo» (Semantic Framework) €xel oxedlaoTei wOTE va WNOPEI
va €ival KaTavePNUEVO Kal €NEKTACIYO UIOBETWVTAG TIC APXITEKTOVIKEC APXEC TOU
«YnoAoyioTikoU Népouc» (onw¢ OpenStack [19] kai Docker [21]). H apXITEKTOVIKNR
Tou dlapBpwveTal oTa €ERC kaTaveunuéva dopika TuRuara (building blocks):

«ZnuaoioAoyikn AQalpeTikOTNTa Kal Eikovikonoinan AvTIKEInEVwV» (Semantic

Abstraction and Virtualization of Things)

e «Znuacioloyiko ZUoTnua AnoBnkeuong» (Semantic Storage System)

o «lvwolakr) Alaxeipion kai ZUvBeon Eikovikwv AvTikelMévav» (Cognitive
Management and Composition of Virtual Things)

o «[vwalakn Alaxeipion Ynnpeoiwv» (Cognitive Management of Services)
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L Cognitive Management of Services J
| ||
Semantic /j— Cognitive Management and Composition
Storage System < of Virtual Things

Semantic Abstraction
and Virtualization of Things

Physical
World
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_______

Eikova 1: Yynhou eninédou oxedIaopog NpwTOTUMNNG APXITEKTOVIKNG YIA TO MPOTEIVOLEVO ZNUACIOAOYIKO
MAaioio yia To AiadikTuo Twv AvTIkeInEvVwV (Semantic Framework for the Internet of Things)[128][129]

EninAéov, «Alenapég Mpoypapuatiodol Egappoywvs»  avoixtou kwdika (open
Application Programming Interfaces — Open APIs) napéxovtal npog TouG TEAIKOUG
XPNOTEC TOU ONMAcIOAOYIKOU MAQICiOU, NPOKEIMEVOU va unooTnpiouv  Tnv
alnAenidpaon Pe auto. Or TeAikoi XpAOTeC Tou nmAaioiou Wnopei va ival d1apopeg
OVTOTNTEC OMNWC ETEPOYEVEIC E€PAPHUOYEC, UMNPECIEC Kal MPOIOVTA. ZTn OUVEXEID

napoucialeTal n Nepypagr) TNG NPOTEIVOUEVN APXITEKTOVIKAC.

8.4.1.2ZnpacioAoyikn AQaIpeTIKOTNTA Kail Eikovikonoinon
AVTIKEIHEVOV

To GOMIKO TUAKA GNHACIOAOYIKNG APAIPETIKOTNTAG KAl EIKOVIKOMOINONG AVTIKEIMEVWV,
oToXeUEl oTnV €niAuon nNPoBANUATWY NMou agopolVv OTNV TEXVOAOYIKN ETEPOYEVEID
METAEU TWV QVTIKEIMEVWY, TWV CUOKEUWV KAl TWV €PAPUOYWV TOU «MEAAOVTIKOU
AladikTUoU». MeAETATAl 0 CUVOUAOKOC TWV ZNHACIOAOYIKWV TeXVOAoyiwv (Semantic
Technologies) kal Twv Texvikwv Eikovikonoinong (Virtualization Techniques) yia Tnv

EMITEVEN €VOG KAIVOTOUOU anOTEAETHATOG,.

JUYKEKPIPEVA, avanTuooeTal KaTaAMnAo onuacioloyikd PovTélo (semantic model)
yia TNV MEPIYPAPR TwV XApAKTNPIOTIKAOV KAl TWV ISI0TATWV TWV GUOKEUWV TOU
npayuaTtikoU KOOHOoU, Kabwe¢ kal apalpeTika TUAKATa AoyiopikoU (abstract software
modules) ano6 Tov ocuvduaouo Twv onoiwv NPOKUNTEl TO €IKOVIKO avTikeipevo (Virtual

Thing). To AoylOMIKO TOU €IKOVIKOU QVTIKEIMEVOU avanTUooeTal w¢ OIadIKTUAKN
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unnpeoia (RESTful web service) kal anoteAeital and dUo kUpia AsiToupyikd pépn: a)
To Front-End kar B) 1o Back-End. To Front-End anoTeAei To aaipeTikO TUAMA
(abstract module) yia To €ikovikO avTIKEipEVO emITpEnovTag TNV aAAnAenidpaon e
aQutd MEOW KOIVAG/eviaiag dlena®nc amokpunTovTac kat' auTtov Tov TpOmo Tnv
TEXVOAOYIKN] €TEPOYEVEID HETAEU TOU TEPAOTIOU aPIOUOU TWV QVTIKEIMEVWV TOU
npayupaTtikoUu koopou. To Back-End TuApa anoteAei otnv ouaia Tov odnyo (driver)
TNG OUOKEUNG, €€aogaAifovrag Tnv ouppaToTnTa TnG We To oUOTNUA, MAPEXOVTAG
TauTOXpOVa JUVATOTNTEG EAEYXOU Kal JlaxeipionG TnG Asimoupyiag Tou UAIKOU TNG
ouokeung (control and management of hardware operations). MNa Tnv duvapiki
avanTtuén (dynamic deployment) kai Jlaxeipion TwV EIKOVIKWV QVTIKEIHEVWV
undapxouv katalnAa npotuna (templates) Ta onoia eunepiExouv NANPoPoOpies yia

TNV €KTEAEON TOU €1KOVIKOU avTIKEIPEVOU aTo nepIBaArAov Tou Virtual Thing Container.

KaBe €IkoviIKO QVTIKEIUEVO AVTIOTOIXEI OE €va QVTIKEIMEVO TOU MPpayuaTikoUu KOOHOU
(n.x. aiednmpa) unooTnpiovrac Tnv nNARPn JIaxEipion TwV  AEITOUPYIKWV
OUVATOTATWY TOU UANIKOU HECW KATAAMNAou Aoyiopikou. EninA€ov, Pe Tnv avantuén
TWV ONUACIOAOYIKWV MEPIYPAPWY TOU KABE QVTIKEIMEVOU Eival EPIKTN N avakaAuyn
TOU Kal n €navaxpnoidonoinon Tou Ot OIQQOPETIKEC NEPINTWOEIG EPAPHOYNC.
JSUYKEKPIPEVA, KABE VEO €IKOVIKO QVTIKEIYEVO €10ayeTal OTo MeEPIBAAOV  Tou
onuaaioAoyikoU nAaigiou o dUO PACEIG @) TNV GACN avanTu&ng TNV GNUACIOAOYIKNG
NEPIYPAPNG aKOAOUBWVTAC TO ONUACIOAOYIKO HOVTENO Kal B) TNV (pAon eyKaTtaoTaong
Kal €KTEAEONC Tou Aoyiopikou otov Virtual Thing Container. H npwTtn @don
nepiAapBaver Tn dnuioupyia TNG onEUAcIOAOYIKNG NEPIYPAPNG TOU AVTIKEILEVOU WOTE N
nAnpogopia va e€ival Kataxwpnuévn, nNpooBAciyn kai OIaxEIpioIun HECW TOU
OUOTNUATOC ONMAcioAoyiknG anoBnkeuonc. H OeUTepn @aon neplAapPavel Tnv
kataxwplon Oedopévwv  oTo npotuno (template) avantu&éng Tou  €IKOVIKOU
QVvTIKEIMEVOU yia TNV avantuén ouvioTwodag npoTunou (template instance) nou 6a
XpnoigonoinBei yia TNV €ykaTtaoTaon Kali €KTEAEON TOU AOYIOMIKOU TOU EIKOVIKOU
avTIKEIJEVOU w¢ OIadikTuakn unnpeoia otov Virtual Thing Container. O ouVIOTWOEG
Twv npoTtunwv (templates instances) evaMAakTikd 6a ovopalovrar Virtual Thing
Deployment Files, kaBw¢ anoteAolv TNV NARpn NeEPIypapr) Tou TPOMouU €pApHUoyYnS

Kal avanTu&ng evog €IkoVIKoU avTIKEINEVOU OTO NEPIBAANOV EKTEAEDNC.

ZUVEN®G TO OOMIKO TUAKA YIa TNV ONKACIOAOYIKN) AQAIPETIKOTNTA KAl EIKOVIKOMNOINGN

TWV avTIKEINEVWV (semantic abstraction and virtualization of things) eniruyxavel Tnv
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YEQUPWON Tou npayuaTtikou koopou (real-world) pe Tov eikovikd koopo (virtual

world).

8.4.1.3ZnpacioAoyiko ZuoTnHa AnoOnkeuon

To onuaciohoyikd ouoTnua anoBnkeuong (semantic storage system) napéxel
KaTAANAEG  ASITOUpYIKEC OuvVaTOTNTEG Yyid TNV dnoBnkeuon kai  dlaxeipion
onuaciohoyikwv OeOOPEVWV TA onoia NPOKUNTouV and Tnv avdanTuén ouvioTWOoWV
TOU ONUAcIoAoyIkoU HOVTEAOU MNEPIYPAPNC TWV QAVTIKEIJEVWV KAl TwV MPOTUNWY
(templates) avanTuéng Twv €ikovikwv avTikeldévwv otov Virtual Thing Container.
EminAéov, TO onuaciohoyikd oUOTNHA anobrkeuonG nePIAAPBAVEI ONUACIOANOYIKG
Oedopéva (n.x. RDF/XML) Ta onoia avTioToixoUv O GUVOETA €IKOVIKA AVTIKEIYEVA
(Composite Virtual Things), kaBwg kai o€ UNNPETieg Nou XpnoidonoloUv Ta (oUVOETa)

EIKOVIKA avTIKEIMEVa.

To npoBAnUa nou oToxeuel va €nIAUCEI TO GNUACIOAOYIKO OUCTNHA anoBnKEUONG
(semantic storage system) oxeTileTal ge TV anoBnkeuon kai dlaxEipion ETEPOYEVWV
onuaciohoyikwv OeBoUEVWV HeyaANG KAidakac (Large Scale Semantic Data) oe
NEPINTWOEIC OMou ol unodopéG aduvaTouv va NApEXOUV MOAU HEYAAO Xwpo
anoBrkeuong n/kalr aduvatouv va unooTnpiEouV TNV anobnkeuon OedOPEVWY AOYW
EMepn nopwv (out-of-storage-resources f/kai capacity problem). Ta onuacioAoyika
O0edouéva nou avTioToIXOUV OTIC MNEPIYPAPEG kal Ta npotuna (templates) Twv
(Composite) Virtual Things anarroUv anoBnkeuon O MPONYMEVA Kal €UKOAWG
EMNEKTACINA OUOTAMATa anobnkeuong (storage systems). Autd npokUMTEl aAnd TO
YEYOVOC OTI Ba €xoupe pia NANBwpa JIAPOPETIKWV TUNWV apXeiwv o€ noAAanAd
avTiypaga nou 6a avTioToixoUVv O€ &vav TEPACTIO aplBPo NPOTUNWV YIa TIC CUOKEUEG.
EkTOG Twv npotunwv (templates), oto cUoTnua Ba anoBnkelovTal KAl GUVIOTWOEG
autwv (templates instances) ol onoieg ouaiaoTika 6a BpiokovTal diIapkwG dIaBETIKa
yld va Pnopouv va enavaxpnoigonoinbouv and To oUCTNUA HE QUTOUATOMOINMWEVO

Tpono péow Tou Virtual Thing Container.

Juvenwe, Ba kataoTei duvaTh N anobrikeuon ONPACIOAOYIKWY OEQOMEVWV HEYAANG
KAiJaKaG o€ €TEPOYEVEIC HopPEG avanapaoTaong (n.X. RDF/XML, RDF/JSON, YAML).
H avrioToixia anoBnkeuong Twv apxeiov Twv npotUunwv (templates) ©a
npayuaTonolEiTal Je KaTaAANAn katnyopionoinon nou 6a agopd Tov TUMO Kal ThV
HOPPR TWV apXEiwv. ZUYKEKPIMEVA, apxeia Tou idlou TUMOU Kkal pop®nG Oa

anobnkevovTal 0g OUykekpiyévo Object Storage Container. Zuvenw¢ kabe @opa
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avaAoywe Pe Tnv pop®n Tou npotunou (template) r/kai Tou apxeiou avanTuéng
(deployment file) 6a npayuatonolieital aAAnAenidpaon Me ouykekpipévo Object
Storage Container, emiTuyxavovrag Tnv PBeATiwon Tou XPOvou amnokpiong Tov
Olepyaoiwv. Telog, Ba Odiverar n duvaToTNTA OUVEXOUC €MEKTACNG TOU XWPOU
anobnkeuong (on-the-fly storage space mounting) kabw¢ To OpenStack Swift wg

Cloud Storage pnxaviopoc, unoaTnpilel TNV GUYKEKPIYEVN duvaToTNTa.

8.4.1.4Tvwoiakn Alaxeipion kai ZUvOeon EIKOVIK®V AVTIKEIHEVOV

‘ExovTag emiTUxel TNV avanTugn TwV EIKOVIKWV AVTIKEIMEVWV TO Napov OOMIKO TURAKA
TNG apXITEKTOVIKNAG NEPIAAUBAVEI TO oUVOAO Twv dlEPYAci®wV Nou Ba eNITPEYOUV TV
oUvBean Kkal TNV yYVwoTIKR dlaxeipion Twv (CUVBETWV) EIKOVIKWY AVTIKEIMEVWY YIa ThV
unooTNPIEN Kal napoxn OUVBETwV unnpeciwv o€ €Eunva nepIBAMovTa Tou

MeMovTikoU AiadikTUou, Onwc £Eunva oniTia, kal EEUNVeG NOAEIG.

To npoPAnua nou otoxelsl va AUCEI N €l0aywyn TWV AEITOUPYIKWV OUVATOTATWV
autou Tou OopIKoU TUAMATOG, agopd TNV OUVAMIK OUVOEON TWV AEITOUPYIKWV
OUVATOTATWV TWV EIKOVIKWV QVTIKEIMEVWV NPOKEIMEVOU va avantuxbouv oUVOETa
€lkovika avTikeipgeva (Composite Virtual Things) Ta onoia 8a €xouv Tnv duvaTtoTnTa
va Napéxouv nio eEEAIYHEVEC kal GUVOETEG ASITOUPYIKEG duvaTOTNTEG. Me Tov TPOMO
auto Ba kataoTei duvaTtn n enavaxpnoidonoinon TwV EIKOVIKWV OEOOUEVWV OF
OlapopeTika nAaiola AsiToupyiag, akoun kai €Ew anod To apxikod nAaiolo Asiroupyiag

yla To onoio avanTuyxénkav.

Ta ouvBeTa €IKOVIKA aVTIKEIJEVA NPOKUNTOUV WECa and pia yvwolakn dladikaaia
AWNC ano®Acswv yia Tnv avantuén Toug BAcn Twv anamiocwv avantu&ng Tng
oUVOEDNG Kal TwV XAPAKTNPIOTIKWV TWV OIABECINWV EIKOVIKWV AVTIKEINEVWV OF €vd
OUYKeEKPIMEVO MAqiolo ouvenkwv (contextual). O pnxaviopog AQwncg anopacewv
XPNOIJONoIEl Ta ONPACIOAOYIKA JDOPEVA NEPIYPAPNG TWV EIKOVIKWV QVTIKEIHEVWV,
nou eivalr diaBéoiga oTo onuacioloyikd oUCTNUA anobrikeuonG, MNPOKEINEVOU Vva
avanTu&el Tov KaTaAMnAOTEPO ouvOUAoHO Nou Ba NApEXEl TIC OUVOETEG AEITOUPYIKEG
OuvaToTNTEG yia TNV TPEXOUOd KaTAoTaon. QC anoTéAeopa TnG ouvBeong Twv
EIKOVIKOV AVTIKEIMEVWY, NPOKUNTEl Mia Aoyiky pony epyaciwv (workflow) nou
XPNOIMONOIEl Ta €IKOVIKA avTikeiyeva nou ekteAdolvtal otov Virtual Thing Container
NPOKEIYEVOU va avTAnoel dedopeva ano SIabETIOUG alobNTAPEG R/Kal va eAEyEel TNV

AeIToupyia GAwV GUCTNPATWY, ONWC CUOKEUEC PWTIGHOU.

187



PhD Dissertation Dimitrios G. Kelaidonis

Ma Tnv avantuén Twv oUVOETWY EIKOVIKWV aVTIKEIMEVWY OEV analTeital n avanTuén
VEOU AoyiopikoU nou Oa €ival anapaitnTo yia va XpnolJonoInoel TIC CUOKEUEG TOU
npayuaTikoU KOoPoU. AVTIOETWG KABE OUVOETO €IKOVIKO AVTIKEIMEVO anoTeAsiTal and
dia Aiota and povadika avayvwpioTIKA EIKOVIKWV AVTIKEIMEVWV MOU TO anoTeAoUv.
KaBe avayvwpioTiKO €ival OUVOEDEUEVO HE TNV ONUACIONOYIKR NEPIYPAPR TOU
EIKOVIKOU QVTIKEIMEVOU KAl OUVENWG ME TNV NEPIYPAPR TWV AEITOUPYIKWV TOU
ouvaTtoTATwv. Enopévwg, kABe ovtoTnTa nou alonolei To OUVOETO €EIKOVIKO
QVTIKEINEVO €XeEl aneuBeiac npooBacn OTIC AEITOUPYIEC TWV AVTIOTOIXWV EIKOVIKWV
QVTIKEIMEVWV XpNOIPonolwvTag To AdN undpxwv Aoyiopikd (Virtual Thing Front-End &
Back-End).

JUVENWC MEOa and TNV Yvwolakn OIaxeipion TwV  EIKOVIKWV  AVTIKEIHEVWV
unooTtnpieTal n OUVAMIKN NPOCAPHUOYR TwV ASITOUPYIKWV OUVATOTATWV TWV
EIKOVIKOV AVTIKEIYEVWV YId TNV KAAUWN anaimioewv o OUVAMIKG HeTaBalAOpeva

nepIBaiovTta Tou MeAAovTikoU AladikTUou.

8.4.1.5Tvwoiakn Alaxeipion Ynnpeciov

To JoMIKO TUAHA YVWOIaKNG dIaxeipion UNNPESIoV agopda TNV dUVauikn avanTuén kai
napoxn UMNPECIOV NPOC TOUG TEAIKOUG XPNOTEC TOU OnUEIOAOYIKOU MAQIoiou, €iTe
NPOKEITAl YIa EPAPHOYEC, €ITE yid NpayuaTikoUg xpnoTtec. Méoa and Tnv napoxn
avoixtwv dlenapwv npoypapuaTiopou (open Application Programming Interface -
APIs) ol TeAikoi XprioTeg Ba €xouv Tnv duvaToTNTa XPAONG UNNPECIWV Ol onoieg Ba
onuioupyolvTal kat’' anaitnon (on-demand) kai oUPQWVA HE TIC TPEXOUOEG

anartnoeic.

O1 unnpeaieg Ba xpnolponolouv Ta oUvOeTa €ikovika avTikeiyeva (Composite Virtual
Things) pe okond TNV UNOOTAPIEN NMOAUNAOKWV €pPapuoywv nou Ba eEunnpeTouv
TEAIKOUG XPNOTEG Kal ouoTAuata oto MeAMovTikd Aladiktuo. Ma Tnv duvapikn
avanTuén Twv unnpeciwv epapuoleTal YWwoTIKOG PNXaviopog o onoio¢ Bacilel Tnv
AeIToupyia Tou oTa onuaciohoyikd OedodeEva yia TNV avanTu&n Unnpeci®v Mou
Xpnolgonolouv aneuBeiac f ekkivouv Tnv diadikaoia duVapIKAG avanTuéng ouvOETwv
EIKOVIKWV AVTIKEIJEVWYV. ZUVENWG €ival EPIKTA N duvapikn avanTu&n kar anoouveeon
unnpEoInV Baon Twv TPEXOUTWV avaykwv, diaopalifovTag €Tol Tnv opdn xpnon Twv
OIaBECINWY  EIKOVIKWV  QVTIKEIHEVWY, KABWG Kkal TNV €navaxpnoigonoinon Twv

AEITOUPYIKWV TOUG duvaTOTATWV UMO JIAPOPETIKA AEITOUPYIKA NAdiaia.
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MNa Tnv nepiypagry TwWV UNNPECIQOV MOU  dnuioupyouvTdl  XpnoigonolouvTal
ONMUAcIoAoyIKa HOVTEAG MOU MAPEXOUV MANPOPOPIEC OXETIKA HPE TA XAPAKTNPIOTIKA
TWV UNNPECIOV ONw¢ N ouvBeor) Toug and Composite Virtual Things. O1 NAnpoQopieg
NEPIYPAPNG  TWV  UMNNPECIWV  anobnkelovTal OTO OUCTNUA  ONUAGIOAOYIKAG
anoBnkeuong Kal HEow KATAANAWV YVOTIKQV UNXaviodwv ival duvatn n diaxeipion
TOUG O€ €Ninedo eKTEAEONC, NPOGBACNC Kal XpNongG. MepaiTEPw YVWOTIKEG AEITOUPYIES
yla Tnv dlaxeipion Twv UNNPEcIwV KNOPEi va agopouv Tnv (enava-)TonoBETnon Toug
oc Ola(opa KATAVEWNMEVA UMOAOYIOTIKA OUOTAMATA nou OlaBETouv  Toug

anapaiTnToug NOPOUC YIa TNV EKTEAEDN KAl UNOCTHPIEN TWV UNNPECIWV.

TEAOC TO OOMIKO TUNHA YVWOIAKNAG OIaXEipIoNG unnPecIwV NePINAPBAVEI PNXAVIOHOUG
nmou eniTpenouv Tnv aAMAnAenidpaon MeTA&U uNNPECIWV MoU ekTeEAoUVTAl OF
OlagopeTikG nepIBAMovTa, Ta onoia Bacifovral oTo onuaciohoyikd nAaiolo.
EvOeIKTIKO €ival To Napadelya KATaveNnUEVWY AQUTOVOR®WY UNOJONMWY UMOAOYICTIKOU
VEPOUG MIKPNG KAiakag ol onoie¢ Jnopei va PIAOEEVOUV Ta AEITOUPYIKA TUAKATA HIAG
oUvBeTnNG unnpeoiag nou e&unnpetei pia dlaocuvoplakn epappoyn (cross-border

applications) oto MeA\ovTIKO AladikTuo.

8.4.1.6 Avantu&n MNMAaiciou oTo YnoAoyioTikO0 NE@og

To onuacioloylikd nAdiolo €xel avantuxBei pe npodiaypages ePApUOYNG O€
kaTaveunuéva nepiBarovTa Tou unoAoyioTikou vepoug (multi-Cloud environments)
Ta onoia pnopoUV va @INOEEVAOOUV Kal va UnooTnpi€ouv Tnv €KTEAEON Twv
OlEpYaciwVv Nou avTioTolxoUV oTa OOMIKA TUAKATA TNG apXITEKTOVIKAG. ENNpooBETwC,
TO OnNUacioAoylkd NAQiolo PMOpEl va avanTUoosETal oav auTovoun Unodopr Tou
UNoAOYIOTIKOU VEPOUG €EUNNPETWVTAG £Va HIKPOTEPO APIOUO EEWTEPIKWV OVTOTNTWY

Kal EQapuPoywv o€ pia €Eunvn unodoun MIKp KAiJakag, onwg éva Eunvo oniTl.

H npoTeivopevn npoogyyion avanTuéng oToxeuel TNV aglonoinan Tng oUYKANONG Twv
Cloud kai IoT TexvoAoyiwV, EVIOXUHEVWV and TIC ONUACIONOYIKEC TEXVOAOYIEC yia TV
avanTuén nponyuévwv AUCEWV AoylopikoU yia Tnv OIATPNON Kal TNV HETANTWON
unnpeoiwv o etepoyevn Cloud-IoT nepIBAAOVTa HECW TWV TEXVOAOYIWV JIKTUWONG
ToUu MeAovTikoUu AiadikTUou, Onwe TeXVOAOYIECG 5G. ZuykekpIPéva, Oev ENMIDINKETAI N
avanTuén VEWV TEXVIKOV YId TNV KATATMNON Kal MPETANTWON E€QAPHOYWV Kal
unnpeoiwv (application/service partitioning and migration), aAad eomalel otnv
MEAETN TwV OUVONKWV UNo TIC onoieg Ba npénel va npaypartonoinfouv ol d1adikaagieg

KATATUNONG Kkal  METANTWONG. Or  ONUACIONOYIKEG TEXVOAOYIEC €pyovTal va
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OUVEIOQEPOUV OTNV evioxuon Twv d1adikaoiwv, PECW TG aglonoinong KaTaAAnAwv
ONMACIOAOYIKWV HOVTEAWV MEPIYPAPH UMNPECIWV, OE GUVOUAOHO HE TIG ASITOUPYIKEG

duvaToTNTEG TOU OOMIKOU TUAKATOC YVWOIAKNG dIAXEipion UNNPECIWV.

Méow TNG a&ionoinong TwV PNXAavioUwV CUCTAKNATOG ONHAcIOAOYIKAC anoBrkeuong,
yla Tnv Jlaxeipion Twv oOnuacioloyikwv OedopEVWY, O OuvOUAOoWO WE TOU
YVWOTIKOUG PnxaviopoU AQWNG anopacewv, €nIDIWKETAI N UNooTnPIEN OUVAUIKNG
avanTuén anogaocswv akpiBeiag (high accuracy) kar uwnAn alonioTiag, oxeTIKa HE
TNV KATATHNON n/kal Jetantwon Twv epappoywv o€ Cloud-IoT nepiBaiovta. H
avanTtuén «kar €loaywyn Twv 5G  acuppatwv  Texvohoyiwv ota Cloud-IoT
nepiBarovTa, 6a anoTeAéoesl TEXVOAOYIKN NepIOXn KAEIDi yia Tnv ulonoinon Twv

napanavw 1adIKkaciwv.

H avanTtu€n kaTtavepnueévwv HIKpNAG kal peaaiac kAipakag Cloud nepiBaA\ovTwy, nou
avanTuooovTal oTto akpo Twv 5G dikTuakwv unodopwv (Edge Network), 6a
Mnopouoe 10avikd va odnynoel otnv avantuén Federated Edge Cloud Computing
unodopwV €&VTOG Twv onoiwv Oa pnopesi va npayyartonolsital n dlavoun Twv
AEITOUPYIKWV TUNMATWV  AOYIOMIKOU, NPOC €KTEAEDN, BewpwvTag dIagopa Kal
OlaopeTIKG KpITHpia ARWnc ano@dcewv. TeETola kpimnpia Oa Bacilovrar oTnv
gpunveia anuaciohoyikwv deIkTwV anddoonc kai noidtnTac (Performance and Quality
Indicators) nou ouvdEovTal PE TIC EPAPUOYEC Kal TIG UNNPEdiec. Ta KpITipia auTa,
emnAéov, Ba pnopouoav va xapakrnpioTouv w¢ Partitioning & Migration Indicators
(PMISs).

Juvenw¢, n avantuén Tou onuacioAoylikoU nAaiciou o nepIBAAAovTa  Tou
unoAoyIoTIKOU VEQPOUG, EMIPEPEI MOIKIAA OQEAN MOU apopoUVv OTNV AnoTEAECHATIKN
Onuioupyia, napoxn kai dlaxeipion unnpeci®v, OIEUKOAUVOUV TNV €NEKTACINOTNTA
TWV ASITOUPYIKWV OUVATOTATWV (N.X. anoBrkeuon onuacioAoyikwv OeOOUEVWY) Kal
EMTPENOUV TNV  avantugn OIaoUVOPIaKWV  E€PAPHOYWV MOU  XPNOIHOMNoIouV

KATAVEUNUEVEC UNNPETieC anoTeAoUPEVEG and oUVOETA EIKOVIKA AVTIKEIPEVA.

8.5 InupaogioAoyikn Movtedonoinon yia Tnv Avantuin Eikovikemv
AvTIKEIHEVOV O0TO MeAAovTIkO AladikTuo

H ekovikonoinon (Virtualization) Twv avTikelpévwv Tou npaypaTikol KOOWOU,
anoTeAEl Mia anod TIC N0 AnoTEAEOUATIKEG AUCEIC yia TNV anokpuyn TNG TEXVOAOYIKN
ETEPOYEVEIQC, KABWG Kal yia TNV €AaxioTonoinon kai anokpuyn TnG NoAUNAoOKOTNTAG

Twv O1adIKacIwV vonoinong Kal IGAEITOUPYIKOTNTAC METAEU ETEPOYEVWV OVTOTHTWV
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UANIkoU kal AoyiopikoUu. H avantuén Texvikwv elkovikonoinong nou Pacifovral oTn
>nuaacioloyikry MovTtelonoinon (Semantic Modeling) nepidapBaver Tnv dnuioupyia
AQAIPETIKWV EIKOVIKWV avanapactacewv (abstract virtual representations) ol onoieg
anoTelouvTal and dUo Bacika cuoTaTika PEpN: a) TNV Znuaciohoyikn Mepiypagpn Twv
IDIOTATWV KAl TWV XapakTnpIoTIKwV Toug (Semantic Description) kai B) To a@aipeTikd
TUAMa Aoyiopikou (abstract software module). H epappoyr Twv napandvw odnyei
otnv avanTtuén Twv Eikovikwv AvTikelpevwv (Virtual Objects) Ta onoia anoteAouv
AQAIPETIKEC OVTOTNTEG AOYIOMIKOU Ol OMnoieC OUVOEOUV TA AVTIKEIYEVA TOU
npayuatikou koopou (Real World Objects) pe Tov €ikovikd / ywn@iakd KOGHO
(Virtual/Digital World) Twv unodopwv Tou MeAovTikoU AladiktUou (Future Internet).
Ta Virtual Object anotehoUv oucIQOTIKA UAOMOINUEVEG OUVIOTWOEC TNG OVTOTNTAG
Virtual Thing Tou «ZnuacioloyikoU MAaigiou». H agaipeTikn QUon Twv Eikovikwv
AvTiKeEIyévwy, KaBwC Kal n  ONUAcioAoylk MEPIypa@n TOUC, EMITPENEl TNV
enavaypnoipgonoinon Touc o€ dIaPOpPETIKA NAaiola Asiroupyiag Ta onoia Wnopei va
BpiokovTal akOun kal €KTOC Tou dapxikoU nAaigiou AsiToupyiag yia To OmMoio
avanTuxdnkav. [MpakTikd auTtd onyaivel OTI €va E€IKOVIKO AVTIKEIJEVO Moy
avanTuxdnke yia TNV oUVOEDN HIAC CUGKEUNC TOU NPAyHATIKOU KOOPOU HE TO EIKOVIKO
nepiBalov piag nAat@opuag yia eva ‘E€unvo Znim (Smart Home), pnopei va
enavaypnoiponoinBei w¢ autolaola ovroTnTa yia Tnv diacUvOeDN pIag idIag GUOKEUNG
TOU NPpAayHaTikoU KOGHOU HE TO €IKOVIKO NePIBAAAOV Hiag nAaTgOpuac yia pia ‘E§unvn
MoAn (Smart City).

8.5.1 Aiatunwon NMpoBARpaTog — Zuvelopopa AlaTpiBng

>Tn napouoa unoevoTnTa napoucialoupe pia enionun d1IaTUNWON Tou NPOBAAKATOG
nmou agopd TNV ONUACIOAOYIK  MOVTEAOMOINON KAl avanTu€n  EIKOVIKWV
avanapacTAacewV Yia Ta AVTIKEIMEVA TOU NPaypaTikou koopou. AappavovTag unown
TOV TEPAOTIO APIBPO TwV JIABECINWY GUOKEUWV NOU Ba anoTEAECOUV KOWWATI TOu
«MeMovTikoU AladikTUoU» OnMIOUPYEITAl N avaykn yia avanTtuén evog koivou
MOVTENOU avanapdoTaong nou 6a pnopei va KaAUWel TIG anaiTnoEIG NEPIYPAPNS TwV
XAPAKTNPIOTIKWV TWV ETEPOYEVWV OCUOKEUWV (N.X. aIOBNTNAPEG, EEUNVEC OUOKEUECG,
kAM.). EninA€ov, anaiteital o oxedlaopog kal n avantuén a@aipeTikoU AOYIGHIKOU,
onou pEow auTtoU Ba kataoTei duvaTn n dlAXEipIon Twv AEITOUPYIKWV duvATOTATWV
TWV Ouokeuwv. O ouvduaopd Tou onuacioAoylkoU HOVTEAOU Kal TOU aaipeTIKOU
AoyiopikoU  ©a  unooTtnpi€el TNV JIGASITOUPYIKOTNTA METAEU TWV ETEPOYEVWV

OUOKEUWYV, NpaypaTonoimvrac Tnv dlaclvdeon Tou npayuaTtikou KOOWOoU ME Tov

191



PhD Dissertation Dimitrios G. Kelaidonis

EIKOVIKO KOOMO. ZUVEN®C TO NPOBANMUA MOoU KAAOUNAOTE va avTIHETWNICOUUE apopa
TNV avanTu&n AoyiopikoU yia TNV €IKOVIKOMOINGN TWV AEITOUPYIKWV dUVATOTATWV TWV
ETEPOYEVWV OUCKEUWV TOU «MeAAOVTIKOU AIadIKTUOU» MPOKEIMEVOU va EMITUXOUME
TNV JlaxXeipion Kal Tov €AeyXO0 TOUC MEOW KAIVOTOHWV UNodopwv kabwg kal va

e€ao@alicoupe TNV HETAEU Toug BIAAEITOUPYIKOTNTA.

To 2Xnuaocioloyikd MMAgiolo anoTeAeital and OOWIKA TUAWATA ONWG TO THAMA
«ZnUacioAoyikng AQaipeTIkOTNTAG Kal Eikovikonoinong AVTIKEIMEVWV>» Kal TO TUAMA
«ZnuacioAoyikd UoTnua AnoBnkeuonc» Ta omnoia pnopoUV va NApEXOUV Tnv
anairoupevn AEITOUPYIKOTNTA yia TNV UNOOTAPIEN TwV NApAnavw. ZUYKEKPIUEVA,
OUVEIOQEPEl  HEOW TNC KAAUWNG TwV anaitnoswv  Twv  dIadikaciov — Tng
MovTeAonoinong kai TnG dlaxeipiong Twv ZnNPAcioAoyiKwv A€DOPEVWY MOU aVAKOUV
OTIC ZNMUAcIONOYIKEG TMepIypaPEC TWV APAIPETIKWV EIKOVIKWV avanapacTACEWV.
EminAéov ouvelopeEpel Pe Tnv eioaywyn TnG évvoiag Virtual Thing TO onoio
npooapuoleTal OTIC avayKe TIC EKAOTOTE EMICTNUOVIKNAG MEAETNG Kal NapoucialeTal
ME OIAPOPEC EVVOIOAOYIKEC HOPPEC, onwg Virtual Object, Virtual Device, kAn. H
€pappoyn kai n enikUpwon TwV HUNXaviohwv Tou Znuacioloyikou MAaiciou, kabwg
Kal n npooTiBépevn aia Toug oTo AIadIKTUO TwV AVTIKEIMEVWV, NPAYUATOMOIEITAl

MEOa ano €va oUvoAo dnpoaieloswy, onwg ol [115]-[117].

8.5.2 EniAuon MpoBAnparog

To «Znuaoiohoyikod MMAgiclo» nou npoTeiveTal oTnv napouca diaTpIBr Wnopei va
avTIMETWNIOE! TO NPOBANKA TNG ONHAGCIOAOYIKAG HOVTEAOMNOINONG Kal EIKOVIKONOINONG
ETEPOYEVWV OUOKEUWV ToU «MeA\ovTikoU AladikTuo», €lodyovtag KkaTtaAAnho
ONMUAcioAoyikO HOVTENO Kkal KaTAaAAnAn dopn avanTu&ng agaipeTikoU AoyiopikoU.
JUYKEKPIPEVA TO GNUACIOAOYIKO HOVTENO Mou napoucialetal otnv Eikdva 2 kaAunTel
TNV NEPIYPAP €VOG TEPAOTIOU €UPOUC CUOKEUWV ONwC aiobnTnpeg kal KOPBoug
acuppaTwyv  OIKTUWV  aIoBNTApwv, €VEPYOMNOINTEG, EEuMva KIvATA TNAEQwva,
wearables, kKA\n. H nepiypapr) kaBe OUOKEUNG avanTUOOETAl WC OUVIOTWOA TOU
ONMAacioAoyIkoU JOVTEAOU Kal anoBnkeUETAl O€ KATAVEUNMEVEG ONUACIONOYIKEG BATEIG
Oedopévwy (n.x. RDF Databases). MNa Tnv €IKOVIKOMNOINON TWV OUCKEUWV TOU
npayuatikoU koopou (Information and Communication Technologies - ICT Objects)
avanTuooeTal kKaTaAnAo Aoyiopikd onou anoTteAsi ouvioTwoa Tou Virtual Thing kai
ovopaleral Virtual Device (Eikova 3). Kabe eikovikiy ouokeun anoTteAsital and duo
MEPN: @) TN onMacioAoyikn NepIypaen TG kai B) To TUAHA AOYIOMIKOU €AEYXOU Kal

OlayeipIonG TNG OUOKEUNG OTOV EIKOVIKO KOGO.
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sConsumedBy
Virtual Object
hasURI :URI
hasType :URI - User
hasDeploymentinfo :URI hasOwner hasURI:URI
represents hasstatus :String hasApiKey: String

sMobile :boolean

ICT Object hasVOParameter
hasURI URI

| VO Parameter
/1 hasURI URI
hasName :String
hasfeatureType :URI
hasFeatureValue Literal

offersFunction
VO Function
hasURL:URI
hasName :String
hasDescription :String
hasinput ssd**String[]
hasQutput :xsd**String[]

hasCTParameter " | ishssociatedTo

/

hasiCTLecation hasFunctionAccesshight~ |

ICT Parameter \ \ “\hasvOParameterAccesshight yd

hasURI :URI non-ICT Object \ / .. ~—

hasName :5tring | hasURI-URI ~— Access Right ]
hasFeatureType LRI hasName :String hasType URI . hasVOFunetionFeaturi—.
hasFeatureValue :Literal hasTupe :UR hasValue Literal \

\\hasvOParameterillingCost hasFunction8illingCost |

/ hashoniCTLocation RN -
’ ™ VO Function Feature
e

hasType: URI

hasMName :String
hasValue i

Eikova 2: Znuacioloyikd MovTtého Mepiypagr AvTikelpévwy [115][116]

Virtual Device

Semantics

Software Module F

Eikdva 3: AvanapaoTaon Tng SOHNG TNG EIKOVIKNG OUCKEUNG [117]

8.5.3 Anortipgnon Enidoong

H diadikacia a&ioAoynong €oTtiace o dUO BacikoUuc oTOXOUC a) TNV avanTugén Kai
dlaxeipion onuaciohoyikwv OedOMEVWV YId TNV MNEPIYPAP OCUOKEUWV Kai Tnv
dlaopaNion TNG NpooBaonc os auTeC Kal B) Tov oXedIaouo Kal avanTuén €IKOVIKWV
avanapaocTacewv AoyiopikoU yia  Tnv  JlaxEipion OUCKEUWV O  NpayuaTiko

nEPIBAAOV.

Ma Tnv avantuén kar dlaxeipion Twv onUAcioAoyIKwv Oedopevwy avanTuxonkav
KaTAAANAEG OVTOAOYIEC yIa TNV MEPIYPAPN TWV XAPAKTNPIOTIKWY TOU GNHACIOAOYIKOU
MOVTENOU, evw Yia TNV avanTtu&n Tng dopnG Twv OedOUEVWV Kal yia Tnv dlaxeipion
TOUG EQApPOOTNKAV ol anuacioAoyikeg Texvoloyieg RDF kal SPARQL avTioToixwe. Ta
onuaciohoyika Oedopéva anobnkelovrav  kal  €ival  dlAXEIpiola  PECW  TOU
«ZnuacioAoyikoU ZUOTAMATOG AnoBnkeuonc» Tou  GnuacioAoyikou  nAaigiou.
EvOeIkTIKy Hop®n TNG Ooung anobrkeuonc napouoialetal otnv Eikova 4. EmnA&ov

101aiTepn €ugaon d00nke oTnv dlaxeipion TNG NPOoBacng TwV EIKOVIKOMOINKEVWY
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OUOKEUWV, avantuooovTtac kataAAnAa Oikaiwpata npooPaong (Eikova 5) nou
ouvOEovTal He TEAIKOUC XPrOTEC KAl EUMEPIEXOVTAI OTIC ONUACIONOYIKEC NEPIYPAPEC.
KaBe eikovikd avTikeigevo ouvdeeTal Pe €va oUvolo OdIKaIwPATWV npdoBaong Ta
onoia eA&yxouv Tnv Npoofacn Kkai Xprnon TnG ouokeunc. To onuacioAoyIkO HovTEAO
emnA&ov nepIAapBavel 1IDIOTNTEG NEPIYPAPNC YIA TOV XAPAKTNPIOKO Kal TNV anoTiknon

TWV AEITOUPYIKWV dUVATOTATWV TNG CUOKEUNG.

[ Predicate
s

Eikova 4: Aoyr ZnuacioAoyikng Baong Aedouévav RDF/XML [115]

1. PREFIX vo: - |111|} Mo T comfvinualobject > I. PREFIX nghts: <htip:/floT.comfBccesnghts/ >
2. PREFIX location: <hup:floT.comilocations/ > 2. PREFIX vou <hup:/MoT.comfvirualobject/ >
1, 3. PREFIX location: <hup:#loT.comMocations/ =
4. SELECT VO 4.
3 5. SELECT WO
6. WHERE |  WHERE
7. _-\-FEI- \.‘L:Z|'I.LI1L'1IH.]! :-:In:L ["n:mpc:uh‘.l.n: . 8. VO vo:Function "getTemperature”.
£ WO location:-City " Amsterdam™, 9. VO location:City “Amsterdam”.
9} 10, "VO rights:Read "UserB™,

. )

Eikova 5: SPARQL doun epwTNHATOV ONHACIOAOYIKWV DEDOHEVWY HE EAEYXOUEVA IKAIMPATA NpooRaong
[116]

Ma Tov oxedlaopo Kal avanTuén €IKOVIKWV avanapaoTacewVv AOYIOUIKOU yid Thnv
OlaxeipIon CUOKEUWV O NpaypaTiko nepiBalhov uhonoindnke kataAAnAo AoyiopIkO
yla Tnv dnuioupyia Twv diena®wv alknAenidpaong (Eikdva 6) TEAIK@WV XpNOTWV HE TO
€lkovikO avTikeipevo (Frontend Module) kal €IkovikoU avTIKEIWEVOU PE TNV NPAYUATIKA
ouokeuny (Backend Module). To Aoyiopikd Tou Frontend avantixbnke o€ Java wg
RESTful diadikTuakn unnpecia n onoia €ival npooPAciyn He KoIvVO TPOMO yia KAbe
eEwTepIkn ovToTNTa. To Backend avantixBbnke xpnoidonolmwvtac dIAapopes YAWOOES
npoypaupatioyou, onwe C/C++ kai Python, avaAdywe Tnv nepinTwon epappoyne. To
Backend oucdiaoTika AeiroUpynoe w¢ driver yia TIC €TEPOYEVEIC OUOKEUEC, ONWG
KOUBol acUppatwv OIKTUWV aiobntipwv. To Frontend Asitoupynoe wg TO KoOIVO
onuEio nNpocPacng TO OMoio anokKPUNTEl TNV ETEPOYEVEID TWV  TEXVOAOYIWV
npdoBaong kar diadikaclwVv TWV ETEPOYEVWV OUOKEUWV, and TIC TEAIKEG OVTOTNTEC.
Juvenwe, MEow Tou Frontend emiTuyxdveralr n opoyevonoinuevn npooBacn o€
ETEPOYEVEIC OUOKEUEC, unooTnpilovtac Tnv OIaxeipion Twv AEITOUPYIKWV TOUG

OuvaTOTATWV MEOW oOpoyevonoinuévng dlenagnc. To Frontend xpnoiponolei TIG
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NANPOPOPIEC TOU GNHACIOAOYIKOU HOVTEAOU NEPIYPAPNG NPOKEIUEVOU va dIaopalioel
TNV OIAAEITOUPYIKOTNTA HETAEU TWV €TEpoyevwv Backends nou eival otnv oucia ol

drivers TwV ETEPOYEVWV GUOKEUWV.

4 Third-party entity J

Virtual | SW-FE Module

Device | sw-BE Module

A

ﬁ ICT Device J

Eikdva 6: Aopn TEAKATA AOYIOUIKOU yia TNV UnooTnpIEn Twv dUVATOTATWY ENIKOIVWVIAG TNG EIKOVIKNG
OuoKeunG [117]

8.6 INvwolakn Alaxeipion (ZUvOeTwvV) EIKOVIK®OV AVTIKEIHEVWV Kdal
Ynnpeoiwv oto MeAAovTikO AladikTuo

H eioaywyn Twv apXxwv TnG EIKOVIKOMNOINONG TWV AVTIKEIMEVWV KaBwe Kal N avanTuén
OUVOETWV E€IKOVIKWV QVTIKEIMEVWV  YId TNV  QVTIHETWMION TNG  TEXVOAOYIKAG
ETEPOYEVEIAC KAl TNV AUTOVOUN NAPOXN UMNPECIWV MNPOC TOUC TEMKOUG XPrOTEG,
anartei Tnv avanTuén kataAnAwv apXITEKTOVIK@WV AUCEWV diaxeipions. O oxediaopog
Kal avanTtu&n kaTtaAAnAnNG apxITEKTOVIKAG yia Tnv avantuén nAaioiou yVwWOoIaKAG
dlaxeipiong (OUVOETWV) EIKOVIKOV QVTIKEIHEVWV KAl UNNPECIWV NApoucialeTal o auTn
TNV €vOTNTA WG N NPoTelVOPevn Auon. H Baadikn diagoponoinan TnG OUYKEKPIKEVNG
NPOCEYYIONG, EYKEITAI OTNV MEAETN TNC TEXVOAOYIKNG ETEPOYEVEIAC KABWC KAl OTOV
oxedlaopo Kal avanTu€én evaAMakTIKOV AUCEwV  01aoUVOEONG Kal  EMIKOIVWVIAG
NOIKIAWV ETEPOYEVOV QVTIKEINEVWV TOU NPAYHATIKOU KOGHOU OTO NAdiclo diaxeipiong.
H epappoyrl Twv ONUACIOAOYIKWV TEXVOAOYIOV €pXeTal va evioxUosl Tnv
AeIToupylkOTNTa Tou nAaioiou og OAa Ta enineda nou To anoTteholv, PEoa and Tnv
EQAPUOYN ONUACIOAOYIKOV HOVTEAWV KAl WNXAvIOHWV TOU  «ZNnUAcioAoyIkou
>uoTnpaTog AnoBnkeuonc». Ta onuacioloyika OedopEva Mou anobnkeuovTal OTo
YVWOIaKO NAQioIo NapeXouv NANPOQOPIEC OXETIKA KHE TA XAPAKTNPIOTIKA TWV
EIKOVIKOV AVTIKEIMEVWV, GUMNEPIAAPBAvovTac €I0IKOUG OnUAcioAoyikoU OEIKTEC Mou
e@appolovTal o€ yvwalakoUg Jnxaviopdoug Afqwng anogdaccewv (Decision Making). Ol
MNXaviodoi AWng ano@dcswv eival unelbuvol yia Tnv dUVAMIKr oUVOEDT EIKOVIKWOV
avTIKEIJEVWV Ta onoia 6a unooTnpi&ouv Tnv Napoxn UMNPECIWV Ol  OMOIEg
dlagop@wvovTal CUPPWVA HE TIC AnaltnoeI§ TWV TEANIKwV XpnoTwv. OI unnpeaieg nou
avanTuooovTal  PAopouv  va  xpnoigonoinBoUv  and Toug TEAIKOUC  XPHOTEG

MPOKEIYEVOU VA TNAPEXOUV  EVOMOINMEVEG OUVOETEC AEITOUPYIKEC AUCEIC MOU
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unooTnpPilouV OUVOETEC £PAPHOYEC, ONWC OAOKANPWHEVA CUCTNMATA EVEPYEIAKAG
OlaxeipionG O€ TEXVOAOYIKEG UMODOMEC, N OUCTAMATA napakoAouBnong Kai
Npooapuoyng Twv NepIBaAoVToAOYIKWY ouvBnkwv o€ €Eunva onitia (environmental
conditions monitoring and adjustment in smart homes). MpakTika auTté onuaivel OTI
TA ANOMOVWHEVA EIKOVIKA AVTIKEIMEVA PnopoUv va evoroinfouv o€ €va Koivo nAaicio
AEITOUPYIWV JE AUTOVOHO — QUVAMIKO TPOMO NAPEXOVTAG EEEAIYMEVEG UNNPETIES YIA TIG

EPAPHOYEG TEAIKWV XPNOTWV.

8.6.1 Alatunwon MpoBARparTog — Zuveio@opa AlaTpIBRG

>Tnv napoloa unoevoTnTa napoucialetal pia nionun d1IaTUNWOoN Tou NPOBARKATOG
nou agopd Tn Yyvwolakn Olaxeipion (CUVOETWV) EIKOVIKWV AVTIKEIMEVWY  Kal
UNNPECIV  OTO VEUPAAYIKO TOMEA TOU <«AIAdIKTUOU TwV AVTIKEIUEVWV» MOU
EVTAOOeTAl OTO «MeAAOVTIKO AIadikTuo». To <«AIadiKTUO TwV  AVTIKEIMEVWOV>
avapéveTal va oudBAaAel ouoiaoTika oTn BIWCIKN avanTuén Twv PHEAAOVTIKWV EEUNVWV
nepiBarovTwv diaBiwong, onwg ol €Eunveg noAeic. H napanavw Bewpnaon avaAueTal
oTnVv enioTnuovikn MEAETN [121] n onoia npoodiopiel kal avaAuel To kUpla BEpaTta
nou evdéxeTal va npokUWoUV WG aAnaitnoeliC kata Tnv epappoyrn Tou IoT oTa
nepIBarovTa Twv €Eunvwv NOAewv. TETOIOU €idOUC ANAITHOEIC UNOPEI va agopouv
TNV ETEPOYEVEIQ HETAEU TWV OUVOEDEPEVWV AVTIKEINEVWY, KABwC kal Tnv agonioTia
TWV ouvapwv unnpeoiwv. MNa Tnv enilucn autwv Twv {NTNUATWV, NPOTEIVETAI €va
MNvwoiakd MAaiolo Alaxeipiong yia To «AladikTuo Twv AVTIKEIMEVWV», OTO OMoio Ta
QVTIKEIPEVA TOU JUVANIKA PETABAMOMEVOU NPAyHaTIkoU KOOHOU EKNPOCWNOUVTAl WG
Eikovika Avrikeigeva (Virtual Objects), kai xpnoiponoiei Tn Mvwolakég TexvoAoyieg
(Cognitive Technologies) kal TeEXVIKEG eyyuTnTac (proximity) yia Tnv €mAoyr Twv Nio
OXETIKWV QVTIKEIYEVWV OUPPWVA HE TIC ANAIThOEIS TWV XPNOTWV ME £Eunvo Kal
auTtovopo Tpono. To Mvwalakod MAdiolo apxIkonolEiTal e Eva OUVOAO apXITEKTOVIKWV
building blocks kal pnxaviopwv, kabwg kai anodeikvUETal Kal ENIKUPWVETAl HECA ano
€va oevapio €papuoyng o€ pia €€unvn NOAn nou opilOvTia ekTeiveTal o€ didgopa
nedia epappoywv. Méow TNG PHEAETNG anodelkvUeTal 0TI To IoT Wnopei va epappooTei

Kal va enireuxBei oTo nAaiolo Twv €Eunvwv noAewv (Eikova 7).
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Eikova 7: YynAoU sninédou avanapaoTaon TnG epappoyng Tou yvwaoTikoU nAdiciou o€ pia €Eunvn noAn
[121]

Aappavovtag unown TA napandvw, n Ouvelopopd TnG OI0akTopIkAG OlaTpIBNG
€0TIAdEl OTNV QVTIMETWNION TOU Napanavw npoBARPATOC KE TNV Napoxn HNXavioHwv
TOoU XnuaaioloyikoU MAaigiou, 6nw¢ To «Znuacioloyikd Zuotnua Anobrikeuonc». Ol
MnNXxaviopoi Tou Znuaciohoyikou MAaigiou 6a unooTnpi€ouv TNV avanTuén unodopwv
yia Tnv €&unvn kal autovoupn Odlaxeipion Twv UNodOPWV, &evioxUovTag €Tol TNV
anOTEAEOMATIKOTNTA TOOO TWV UMNPECIWOV 000 KAl TWV EIKOVIKWV QAVTIKEIHEVWV.
Mépoc Tou yvwalakoU nAaiciou uAonoleital, oTa nAaioia Tnv npoonabeiag Yag yia Tnv
avanTuén HIag 10XUPNG YVwOoIaknG unodoung nou 6Oa evioxuetar and Tnv
EKMETAMEUON TwV Znuacioloyikwv Texvohoyiwv (Semantic Technologies), kai 6a
EMNIKUPWVETAI PECA anO €va OevAPIO NAEKTPOVIKNG uyeiac. Méoa and Tnv enikUpwaon
TWV anoTeEAEOPATWY, nNPoadiopi(eTal Mia NPWTAPXIK anodeiEn Twv  Heyaiwv
OUVaTOTATWV MOU NPOKUMTOUV O €va auTo-avadlapopPwolho «AladikTuo Twv
AvTikelpévwv»  (self-reconfigurable IoT) epapudoiyo oTOo nAdiclo Twv EEunvav
noAewv. MepalTépw, o€ auTn TNV kaTelBuvon n €papuoyn kai n enikUpwon Twv
MNXaviopwv Tou ZnuacioAoyikoU MAaioiou, kaBwg kai n npoaoTIBEPevn aia Toug oTo
AladikTUO TWV AVTIKEIEVWYV, NPAYUATONOIEITAl YEoa and éva oUVOAO dNHOCIEUCEWY,
onwg ol [120][121].

8.6.2 EniAuon MpoBAnparog
To Znuaociohoyikd MMAQioI0 pnopei va Napéxel anapaiTnToug PNXaviopoug yia Tnv
avanTtuén Tou NMvwaoiakoU MAaigiou Alaxeipiong, €vioXUovTac TIC AEITOUPYIKEC TOU

duvaToTNTeG WE TNV €QApUoyn ZnNHAcioAoyikwv TeXVOAOYIOV Kal HNnXaviopwv
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avanTu&ng EIKOVIKWV avanapacTAcswy YIa TA ETEPOYEVN avTiKeigeva. H diapBpwan
TNG apXITEKTOVIKAG Tou MvwalakoU MAaioiou aneikoviletal otnv Eikova 8. Ta enineda
O1apBPWONG TNG APXITEKTOVIKAG NEPIAAKBAVOUV AEITOUPYIKOUG UNXAVIGHOUC Ol OMoiol
METAEU AMWV OUYKEVTPWVOUV TEXVIKA XAPAKTNPIOTIKA and To nedio Twv
>nuaacioloyikwv Texvoloyiwv (Semantic Technologies), Tng Texvitng Nonupoouvng
(Artificial Intelligence) kal Twv MN'vwolakwv Texvoloylwv (Cognitive Technologies). Mio
OUYKeKpIPEVa, To €ninedo unnpeoiwv (Service Level) oupnepihapBavel OGAoug Toug
anapaitnToug MNXaviopouc nou unooTnpilouv Tnv aAMnAenidpacn Tou TeEAIKOU
XPNoTN ME TO oUCTNUA. ZUYKEKPIPEVA O JNXaviopoi avaAapBavouv Tnv avaAucn Twv
QITNUATV TWV XPNOTWY, YIa TNV avanTuén oUVOETWY UNNPECINV, O NAPAPETPOUG Ol
onoieg Ynopouv va a&lonoinbolv and Toug UNOAOINOUG YVWalakoug INXAvioPoUg ToUG
OUCTNMATOC MPOKEIYEVOU Vva Mapayouv OUVAMIKA TIC anaiTOUPEVEG OUVOETEG
UNNPECieC Mou MPOKUMTOUV and Ta AITAPATA Tou XPAOTN. Ta amnoTeAéoMATa Tng
avaAuong autwv TwWV HNXaviodwv OIOXETEUOVTAI OTO €MOMEVO €ninedo, autd Twv

OUVOETWV EIKOVIKWV OEBOHEVWV.

T\
§ © o RESTiterfce
2 Application o
—~ Requirements | Policies
2
§ " Application Request @ Situation

Translation Parameters Acquisition
S Maroides
F\

Request Parameters | Situation Parameters
A,

Access Searching for existing ‘%Reque“ & I INSTANTIATION

Control CVOs lf/lltaliigrr)\r;

CVO level

Regq. & Sit.| Parameters

Decision| CREATION

‘ Making l

e

NOILNJ3IX3

VO registries

Physical World -
RWOs

Access
Control

ydomaweld Juswaseueln anuso)

VO level ] (

Eikova 8: ApxitekTovikr M'vwaTikoU MAaiciou Alaxeipiong He epappoyn oTiC EEunveg noAeig[121]

To eninedo oUVBETWV €IKOVIKWV avTikelyévwv (Composite Virtual Object Level)

nePIEXEI Ta OUVOETA €IKOVIKA AVTIKEIYEVA Ta ornoia anoTeAouv pia cUVOETN unnpeaia
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TNV onoia aiTeital 0 XpAoTNG, €vw Ta idla anoTehouvTal and NOANA ETEPOYEVN
EIKOVIKA avTikeiyeva. EninAéov evowpatwvel éva oUVOAO YVWOIAKWV HNXAVIOH®V Ol
onoiol gival unelBuvol yia TNV duvapikn avanTugn oUVOETWY EIKOVIKWV QVTIKEIHEVWV,
TWV OMoiwV N A&ITOUpYIKOTNTA BacileTal OTIC NAPAPETPOUC NOU MPOEKUWAV anod Tnv
avaluon Twv aIrnpatwv Tou XpnoTtn. EninAéov To e€ninedo autd cupnepIAauBavel
gnxaviopoUuc  nou  Bacgifovral  OTIC  ZnuaciohoyikéG  Texvoloyieg  (Semantic
Technologies) avaAauBavovrac Tov onPAcioAoyikd EWNAOUTIONO Twv OIaBETIHWV
nANPOQOpPIWY, O €Nninedo enikovwviag, kabwg kal o€ €ninedo NePIYPAPNG TwV
OUVOETWV EIKOVIKWV AVTIKEIMEVWY. TENOG TO €MinNedo €IKOVIKWV avTikelpévwy (Virtual
Object Level) nepihapPavel Ta €IkOVIKA AVTIKEIMEVA ONOU KABe éva anoTeAei Tnv
onuaciohoyika €UNAOUTIOUEVN avanapaoTacn €vog NPAayuaTikoU AvTIKEIMEVOU OToV
EIKOVIKO / Wwn®lakd KOOMO. ENINAEOV TO GOUYKEKPIYEVO €NiNedo OCUMNEPIAAMBAVE
unxaviopoUuc nou  Bacifovral  OTIC  ZnUaciohoyikeéG  Texvoloyieg  (Semantic
Technologies) «kai unooTtnpilouv  Tnv Juvauikl avantu&n  onPAcioAoYIKWV
NEPIYPAPWV TWV EIKOVIKWV AVTIKEIMEVWV BacifOUevn O€ NponyuEVa, KAAWG OpIopEVa,
onuaciohoyika povTéAa (Semantic Models). OvtoTnTeG Aoyiopikou (Software
Modules) eiocdayovtal OTO €ninedo auTo, MPOKEIMEVOU VA unooTtnpiéouv Tnv
enikoivwvia / alAnAenidpaon HETAEU TWV EIKOVIKWV AVTIKEIUEVWV WE TA OUVOETA

€IKOVIKA QVTIKEIPEVA, KABWC KAl YE TA AVTIKEIYEVA TOU NpayuaTikoU KOOUoU.

8.6.3 AnoTtiynon Enidoong

Ma Tnv enikUpwon Tou MN'vwalakou MAaiciou Alaxeipiong ETAloOUE €va OevapIo TO
onoio napoucialel TPEIC OIAPOPETIKEC EPAPHOYEC OTOUC TOMEIC HIag €Eunvng nOANnG
(¢€unvn uyeia, Tn Onuooia aocpaleia, €EUNveC PETAPOPEG). H kataoTaon oe kabe
ToMEA anaiTei Tnv duvapikn avanTtuén Twv avTioToixwv CVOs, dnAadn (a) To CVO ot
IaTPIKO KEVTPO YIa TNV napakoAolBnon Tng uyeiag piag nAIKIwPEVNG Kupiac, Kal Twv
NEPIBAMOVTIKWV ouvOnNkwv 0To £EUNVO oniTI Onou dlapével N nAIKIwPévn kupia, (B)
To CVO 0¢ €va aoTUVOMIKO THAMA yia TNV napakoAoudnon TnG KUKAOMOPIAKNG
oup@opnong kai (y) To CVO og €va £Eunvo Oxnua yia Tnv €Eunvn odnynon oToug
OpOMOUC TNG MOANC.

H npoTteivopevn AUon PeAeTBNKe kal a&loAoynonke w¢ Npog TNV anodoTiKOTNTA TwV
MNXaVIOPWV yia Tnv Ouvapikn avantuén unnpeoiwv o avaloyia pe To OlaBeoipo
apiBud TwWV ONUAcIoAOYIKA EMNAOUTIOHEVWY EIKOVIKWV AVTIKEIMEVWV. ZUYKEKPIYEVA, N
Eikdva 9 napouoialel To OIAypAPHA PONG €PYAciwV kal avrtaAAayng HNVUPAaTwv

METAEU TwV EUNAEKOPEVWV OVTOTATWV OTO OEVAPIO €PAPHOYNG Tou [vwaolakou
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MAaigiou atnv €€unvn NOAN. MNa Tnv a&loAoynon Twv enNGOCEWV TOU NAAIGIOU, EXOULE
npayuaTonolinoel hia osipa evOEIKTIKWV NEIPAUATWY. ZUYKEKPIYEVA, N epapuoyn {nTa
Mg unnpecia n onoia anoTeAeital and 4 Aeiroupyieg (Mou avTINPOCWNEUOUV TIG
NapapeTpous armmuaTog). O XPOvVoG eKTEAEONC UNNPECIWV Yia OIAPOPETIKO apIBUO
Twv OIa0E0INWY  QVTIKEIYEVWV NOoU  PBpiokovTal oTnv  MeEPIOX  EvOIAPEPOVTOC
napouaialeral otnv Eikova 10 yia 3 d1apopeTIKEG NEPINTWOEIC. H NpwTn nepinTwon
avTIOTOIXEI OTNV anouadia Tou NAAICioU 0g OXEON HE TIC YVWOTIKEG dUVATOTNTEC OTO
eninedo CVO XpnolhonolwvTag Jia EavTANTIKA TEXVIKN €PEUva yid TNV €mAoyn TwvV
KaTaAMnAwv avTikelyévwy (nepintwon A), H OeUTtepn nepinTwon e€etalel Tn
onuioupyia CVO péow Tng diadikaaiac Decision Making xpnoiponoinvrag Twv CPLEX
aAyopiBuo (nepintwon B). TENOG N TpiTn NepinTwaon €EETALEI TNV CUYKEKPIKEVOMOINGN
€voc unapktoUu CVO (enavaxpnoigonoinon Twv ugioTagevwv CVO) péow TnG
EQApHoynG Tou pnxaviodou “Request and Situation Matching (RSM)” o onoiog
ene€epyaletal Ta onuaciohoyika Oedopéva MePypa@nc Twv unapkTwv CVO kal
MPOTEIVEI TNV €navaypnoiyonoinon Toug o€ Wia SIAPOPETIKA NEPINTWON CUPPWVA HE
€va Babuo opoldTNTAG Nou NPoKUMTEl Ao TOV AvTioTOIXO AAyOpIBHO TOU UNXaviGHoU
RSM (nepintwon M. 'Onwc aneikovileTal, 0 XpOVOC €KTEAEONG UMNPEDIAC HEIWVETAI
MECW TNG EQAPHOYNG TOU Wnxaviopou Decision Making, evw nepaitépw €£0IKOVOUNGON
XpOVOU, EMITUYXAVETAI HEOW TNG EPAPHOYNG TOU UnxaviogoUu RSM, deixvovtag
napalnAa OTI n €papuoyn TEXVIKOV TNG YVWOTIKN TeXvoloyiag onwc n syyuTtnTa
(proximity) pnopouUv va odnynoouv og Peinon Twv Asiroupyikwv danavwv (OPEX).
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APPLICATION DOMAIN: <SARAH’S HEALTH STATUS MONITORING> APPLICATION DOMAIN: <SMART TRANSPORTATIONS>

User App. Trans. Sit. Acq. RSM CVO Reg. DM Ccvo App. Trans. Sit. Acq. RSM CVO Reg. DM CVO
[ m— [ m— | — | E— | —  —  — | —  —  — e Y NS R S—
< |APP- Req. Req. Par.
S ”Req. Par. »R.&S.
2 » R.&S. P:
® ars
= Pars >
s ”|Sch. Req. Sch. Req.
E __Rg.Res. _ Rg. Res.
= Search for existing
_g CVOs (using cvo foun@
® Cognition and
g Proximity) CVO Instant./Exec. _
No matching found R&S. Pars
Selection of relevant
VOs and CVO
Creation (using
Cognition)
_CVO Rgs.
N CVO Exe.
Monitors Sarah
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§ CVO detects emergency
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w A Re Interaction with
PP- Re9.,, CVO “Traffic
Notification to the Medical Centre Mo‘mtonng
— — - - - —— —— - - . . s .
Time
»
MSC’s LEGEND

ENTITIES: App. Trans.: Application Translation, Sit. Acq.: Situation Acquisition, RSM: Request AND Situation Matching , CVO Reg.: CVO
Registry, DM: Decision Making, CVO: Composite Virtual Object.

MESSAGES: App. Req.: Application Requirements, Req. Par.: Request Parameters, R.&S. Pars: Request and Situation Parameters, Sch.
Req.: Search Request, Rg. Res.: Registry Response, CVO Rgs: CVO Registration, CVO Exe.: CVO Execution, CVO Instant./Exec.. CVO

Instantiation/Execution.

Eikdva 9: Aildypappa porng pyaciawv kal avTalayng PNVURATOV HETAED TwV EUNAEKOHUEVWV OVTOTHTWV
OTO 0EVAPIO EQAPHOYNG Tou M'vwaoTikoU MAaiciou oTnv €Eunvn noAn [121]
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Eikdva 10: Xpovog ekTéleong unnpeaiag (AoyapiBuikr kAipaka). Case A: no cognition / proximity, Case
B: CVO creation through DM, Case C: CVO instantiation (reuse) through RSM [121]

8.7 Cloud-IoT Ynodopég yia To MeAAovTikO AladikTuo

H eioaywyn Tou XnuacioloyikoU MAaiciou yia To AIadiKTUO TwV AVTIKEIUEVWV OF
ouvOUaouo HE TO NPOTEIVOUEVO Mvwolakd MAgioio Alaxeipiong, anoTeAEl Wia 1oXupn
kal anodoTikr AUon oTov Xwpo Tou «MeAAovTikou AladikTuou». H anodoTikoTnTa
(performance) Tou ouvduaaoTikoU nAaigiou, kaBwc¢ kal n enektaciyoTnTa (scalability)

TWV PNXAVIOPWV Kal TV ASITOUPYIKWV dUVATOTATWY TOUC, MNOpEi va evioXuBei kal va
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BeATIwOei o€ NOAU peyaho BaBPO Pe TNV eVOWUATWON TOUG Ot MEPIBAAOVTA TOU
YnohoyioTikoU Neépouc (Cloud Computing). EminAéov, pe Tnv eioaywyn o€ Cloud
nepiBarovTta avTigeTwniovrar  npoBAfuata nou agopolv  oTnv  0I1aBeon
unohoyioTikwv nopwv (Computing Resources) kal nopwv anobnkeuong (Storage
Resources) nou anatouvTal anod TOUG ENIMEPOUC MNXaviopoUuc. EVOEIKTIKA Ol
unxaviopoi  Anwew¢ ano@dacewv (Decision Making) kai oUvBeong Eikovikwv
AvTikelpévwv (CVO Composition engine), Tou Mvwoiakou MAaiciou Alaxeipiong, 6a
evioxuBouv onuavTika and Tnv anoyn €MITAXUvong TWV UNOAOYIOTIKWV d1adikacimv
Kal TwV anairoUphevwV Nopwv nou XpelalovTal yia va AEIToupynoouv e aglonioTia Kal
uroAoyIoTIKr akpiBeia. OI NPOTEIVOUEVOI UNXavIoWoi €xouv oXedIAOTEI WOTE va
MiopoUv va epappooTolv oc kaTtavepnuevec Cloud UnodopeS, MPOCPEPOVTAC
duvaToTNTEG avakTnong, ene€epyaciac kal avaiuonc OeDOMEVWY, €EIKOVIKOMOINGN
nopwv UANIkoU kal Aoyiopikou (Resource Virtualization, Virtual Objects, etc), kabwg
kalr duvaToTNTEC KATAVEUNMEVNG UMOAOYIOTIKNG €ene€epyaciag kalr anoBrkeuongc.
EIdIkOTEPA, Ol punNXaviopoi Jnopouv va PIAo&evnBouv kal va Asiroupynoouv oe Cloud
unodopéG MIkpNG KAipakag (Local Cloud), kabwg kar oe Cloud unodopég PeyaAng
kAigyakac (Global Cloud). EninAéov, péow TnC opadonoinong Twv AEITOUPYIKWV
OuvaToTATWV TwWV MNXAVIOM®V KaBioTtartar duvatn n napoxr OAOKANPWUEVWY
unnpeoiwv Cloud (Integrated Cloud Services) péoa and Tnv oUVOEDH EnIPEPOUG
unnpeoinv, nou Ba ulonoloUvtal Baon Tou MNvwoiakou MAaioiou Alaxeipionc nou
evowpatoveral kal gidogeveital oto Cloud. EvOeikTIKA, pE Tnv opadonoinon Twv
AEITOUPYIKOV OUVATOTATWV TWV YVWOTIKWV KNXAVIOW®V Mou ival unglBbuvol yia Tnv
avaluon Twv aImnudtov TV XPNOoTwv, KaBw¢ Kal yia Tnv ene€epyacia Twv
O1a0g01wv dedopévwy yia Tn duvapikn dnuioupyia ZUVOETWV EIKOVIKOV AVTIKEINEVQV
(CVOs) kal Twv unnpeciwv / epapuoywv, Ba npénel va napexeTal eva ocUVOAo ano
duvatotnteg Tou Cloud Computing. EkTOC autou, pnopoUv va napéxovral
Oleupupévec duvaToTnTeC anobrkeuonc oto Cloud, yia Tnv anoBrkeuon PeyaAng
KAIMOKAG ~ ETEPOYEVWV ~ ONUACIOAOYIKWV — JedOpéVWY, HEOW TNG  €vonoinong
KATavepnuéVwy onuacioloyikwv anobetnpinv (Semantic Repositories), Ta onoia
nepiExouv Oedopéva nepiypapnc yia ta  VOs, CVOs, Ynnpeoiwv, KAM. ZTnV
KaTeuBuvon autr n eloaywyn Texvohloyiwv OIKkTUWoN 5G Ba evioxUoel o€ PeYAlo
Babuo TNV anodoTikOTNTA Kal TNV a&iomaoTia Twv diadikaciwy, (n.X. HEIWvVoVTac To

XPOVO aAANAENIdpaonG TWV GNUACIOAOYIK®V HNXAVIOH®Y).
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8.7.1 Alatunwon MpoBAnparTog — Zuveio@opa AlaTpIBRg

>Tnv napoloa unoevoTnTa napoucialeral pia nionun d1IaTUNWON Tou NPOBARKATOG
nou agopd TNV £papuoyr) Tou npoTeivopevou nAaiciou o Cloud unodopec Tou
«MeAAovTIkoU AIadIKTUOU», OUMNEPIANAPBAVOREVWY TwV JIKTUAK®WV unodopwv 5G. Ta
TeheuTaia xpdvia, To «AIAdIKTUO TwV AVTIKEIMEVWV» €KKIVNOE TNV uAonoinon Tou
0opApaToC VoG MNio dlacuvOEdEPEVOU KOOHOU 0dNywVTacg oTnV avanTuén koAoooigiou
OYKOU OeBOUEVWV KAl MOA®V UMNPECIOV NMOU NAPEXOVTAl HEOW ETEPOYEVWV OIKTUWV
npoéoPaonc. Tautdxpova, To Cloud Computing npBs GTO NPOCKNVIO YIa VA NPOCPEPEI
unooTNPIEN yia TEPAOTIEC aNOONKeC OeDOUEVWY, EYKATAOTACEIC UMOAOYIOTIKWY
OuvaTtoTATWV Kal duvaToTNTEG MePIOPOU OedopEVWY. QOTOOO, N OUYKAION TOU
«A1adIkTUOU TwV AVTIKEINEVWV>» Kal Tou Cloud Pnopei va nNpoopEPEl VEEC EuKaIpies
Kal yia TIC dUo Texvohoyiec. Mnopei va avoiEel éva véo opifovta TnG navraxou
avixveuong, TnG O1aoUVOEONC TWV OUCKEUWV, TNG aVTAAAynG UMNPECIOV Kal
nNPoBAEWeWY yia TNV KAAUTEPN UNOOTAPIEN TNG ENIKOIVWVIAC KAl TNG OUVeEPyaaiag
METAEU Twv avBpwnwv, kabwg Kal TNV KATAvoun TWV AVTIKEIWEVWV KE NI0 OUVAUIKO
TpOno. Mnopei €niong va unooTnpi&el I0XUPEG €yKATAOTACEIC ene€epyaaniac Kal
anobnkeuong TepdoTiwv powv IoT Oedopévwv nEpa and Tnv IKavoTnTa TWV
EMPJEPOUG  «aVTIKEIHEVWV», KABWC Kal va napéXel auTodaTonoinuévn  AQwn
anopAcewv O NPAyMaTIKO XpOvo. ZUVENWC, n OUYKAION WMOPEi va €MITPEYEl TNV
avanTu€n VEWV KaIVOTOPWV €PAPUOYWV Ot OIAPOPEG aVADUOMEVEC MEPIOXEC, OMNWG
€€unvec noAeIg, euun dikTua, UNOJOKEG EEUNVNG UYEIOVOMIKNG NEPIBaAwNC, KA, yia
va BeATIWOEI OAEG TIC NTUXEG TNG LWNG.

H ouveio@opa Tng napouoag diatpiBnc eoTialel oTnv agionoinon TnG oUYKANONG Twv
Cloud kai IoT TexvoAoyiwV, EVIOXUHEVWV and TIC ONUACIOAOYIKEG TEXVOAOYIEC yia TV
avanTu&n nponyMevwv AUCEWV AoyiopikoU yia dlaxeipion onuacioAoyikwv OEGOPEVHV
yla TNV neplypagn kai Tnv duvapikn diaxeipion unnpeoiwv o€ etepoyevy Cloud-IoT
nepIBAMovTa pEow Twv TexvoAoyiwv OIkTUwonG 5G. EIDIKOTEPA, N EPApHoOyr TwV
MNXaVIOPWV TOU «ZnHacioAoyikoU ZuoTnpaTog AnoBhRkeuonc» yia Tnv anoBnkeuon,
dlaxeipion (n.X. avakaAuyn, evnUEPWON) ONHACIOAOYIKWV OEOOMEVWV Ba EnITPEYEI
TNV €vOMoinon onUAcioAoyIKwV OeOOUEVWY MEPIYPAPNC KATAVEUNUEVWV UMNPECIWV
oe Cloud nepiBalovTta. H evonoinon TwV KATAVEMNUEVWY ONUAGIOAOYIKWV
OedopeEvwY Ba enITpEYEl TNV avanTuén oUVOETWY UNNPECIWV o1 onoieg Ba BpiokovTal
kaTavepunuéveg o OlapopeTikec Cloud unodopés O1aouvOedepéve HeEow 5G

TEXVOAOYIWV.
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8.7.2 EniAuon MpoBAnparog

Ma Tnv eniTeuén Twv Napanavw 6a PnopoUoe va CUVEICPEPE! 1I0aVIKA N CUYXWVEUON
peTall Cloud Computing kai Internet of Things unodopwv Kai TEXVOAOYIWV, OF
ouvduaopd pe dienagec  enmikoivwviag  (Communication Interfaces), povadeg
anoBnkeuong (Storage Volumes) kal e@apdoyéC yia Tnv uhomoinon Hia
kaTavepnuévng multi-Cloud apxITekToviknG HE UNOJOWES ENIKOIVWVIAG nou BaailovTal
oto 5G. H eoaywyn Twv yvwolakwv Texvohoyiwv (Cognitive Technologies)
anoTéAeoe TO MPWTO BAMA yia TNV €NITUXNUEVN €pappoyn kal kabigpwon Twv IoT
TEXVOAOYIWV, CUVEICPEPOVTAC OTNV AUTODIAXEIPION Kal TNV ASITOUpyIKr OIaxEipiong
Twv OEQOPEVWV MOU aPopouV TIC NAPEXOHUEVES unnpeoiec. H Eikova 11 napouaialel
TNV ApXITEKTOVIKNAC EVOC TETOIOU OUCTAUATOG. H NPOTEIVOPEVN APXITEKTOVIKI) OTOXEUEI
otnv evonoinon katavepnueévwyv IoT Cloud ouoTnudTwv yia Tnv  napoxn
EVOMOINUEVWV  UMNPECIOV  MPOC  TOUC TENKOUC XPNOoTeC Tou  «MeAAOVTIKOU
AiadiktOou». H apxitektovikn nepidappavel Tnv  eicaywyr) Twv Local Clouds
(evaMakTika Edge Clouds) kai Tou Global/Federated Cloud Ta onoia cuvBeTouv €va

multi-Cloud nepiBaAhov, diaxeipiong kal napoxng Cloud unnpeaiwv.

KaTaveunuéveg OUVIOTWOEG TOU  «ZnMAcioAoylkoU ZuoTnpaTtog Anobrkeuonc»
(evdelkTIKG oTNV €IkOva Service Catalogues) 6a anoBnkelouv kal Ba diaxeipilovTal Ta
onuaociohoyika dedopéva nou Ba neplypd@ouv TIG OIABECIYEG UNNPEDIEG O KABE
Cloud unodopn. MNa Tnv avantu&n oUvBeTwV unnpeciwv nou Ba ouvdualouv TIG
KATAVEUNUEVEG UNNPECIEC, KATAAMNAOI yvwolakn pnxaviopoi (onw¢ o Service
Manager oto Federated/Global Cloud) 6a xpnoiponololv Ta onuacioAoyika dedopéva
(and Ta KATaveunuéva OUCTAMATA AMNOBNKEUONG ONUACIOAOYIKWV OEOOMEVWY OTa
Edge Clouds) npokeigévou va dnuIoupynoouv duVauika ano@AcelC OXETIKA WE TNV
oUvBeon. Eneidny anaiteital n evonoinon kal €ne€epyacia Twv KATAVEUNHEVWV
onuaciohoyikwv OedopEvwy, Ba npenel va ePApHOOTOUV KAIVOTOUEG TEXVOAOYIEG
OIKTUWONG and ToV TOPEA Tou 5G mpokelyévou va O1IacUVOEOUV TIC KATAVEUNMEVEG
ONUAcIONOYIKEG BAceIC OedopEVWY. Zuvenwc, n Olakivnon Twv Oedouévwv Ba
EKTEAEITAI NAvw anod nponydeves unodopés 5G dIKTUWONG NPOKEINEVOU VA EMITEUXTEI
uwnAn anodoon oe TaxUTNTa Kal Xpovo WeTadoong oToxeUovTag OTn Meiwon Tou
XpOvou OlEKNEPAiwaNnG TNG oUVOAIKNG dladikaciag. TEAog, n eniAucn Tou NPoBARKATOC
€0TIAlEl Kal O MEPAITEPW MAPAYOVTEG BEATIWONG TOU OUCTAPATOG, ONWC N
METAKIVNON TwV ONPAcioAoyIKwv OeDOPEVWY  and anONAKPUOMEVEG ONUACIOAOYIKEG
anobnkec. H petakivnon Twv onuacioAoyikwv dedopEVWV PNopei va anogaoileTal

duvapika Aappavovrag unown To kéoTog dikTUwong (n.X. latency) oe oxéon pe Tnv
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anodoon TOU OUOTAMATOC. ZTNV NeEPINTWon autr 6a &papHooToUV  TEXVIKEG
avanTuéng Federated Znuacioloyikwv Bacewv Aedopévwv ol onoieg Ba emTpénouv
TNV ekTéAeon Federated SPARQL €pwTnUATWV OE ONUACIOAOYIKA OedOpEVA MOU
BpiokovTal «nio KOVTA» OTO WNXAvIoPO ANWNG anopAacewv yia Tnv ouveeon Twv

unnpeoiowv (n.x. Tov Service Manager).

Application

——————
App Knowledge Global Privacy CA

Security
functionality

pno[y [eqo[o

Decision Making Learning

Information Processing

]

Security Gateway

| Access Control Function | ’

Privacy Control Function

Decision Making Learning

pnoy) [ed307
pnop) [e207]

Information Processing

Activity
meters

Data Conversion

Eikova 11: multi-Cloud apxiTekTovikn yia To MeAovTIkO AladikTuo[127]

8.7.3 Anortipnon Enidoong

Ma Tnv a&ioAdynon TG MNPOTIMMUEVNG AUONG, KaBwG Kal yid TNV €MKUPWON TNnG
NPOTEIVOUEVNG APXITEKTOVIKNG HENETATAI N €PAPMOYr O£vapiou Mou agopd Tnv
duvapikny avantuén ouvbetwv unnpeoiov o multi-Cloud nepiBaAov  pe
KATAVEUNUEVEC  ONUACIOAOYIKEG aNOBAKEG O  OMoieC  EMIKOIVWVOUV  HEOW
napadooiakwv OIKTUAKWV UNodopwY aAG kal PECw OIKTUAK®V unodopwv 5G. H
Eikdva 12 napakatw, napoucialel To didypaupa avraAAaync NVURATWV PETAEU Twv

EMNAEKOHEVWY OVTOTNATWV OTN napandavw diadikaaoia.
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1!
: Global Cloud )l Local Cloud |
| Service Service | : Service Data Local :
App | Manager (GSM) Catalogue (GSC) : | Manager (LSM) Processing (LDP)  Cloud DB (LCDB) VE(s) |
| ) [ ] [ ] [ I
D e o
Service
Request
"|Fetch data on available local
services that fulfill the request N
Get local service data
hl — (Asynchronous)
Composition data publishing
of service <
Composite service registration
Trigger Local Service Manager /
Activation Request
Info on e Trigger LDP to start
__responsible LSM loT data fetching
Fetch data
. VE data
Information processing
Measured data /
alerts
. Forward data / alerts
] | ] ] ] | ]

Eikova 12: Service composition over multi-Cloud IoT environments[127]

JUyKpIdéva, akohouBeital n Bewpnaon o1l To Global Cloud avahapBavel Tnv avanTuén
MIag oUvOeTNnG unnpeciac Baon katdAAnAou armuatoc nou AapBavel and Kanoiov
TEAIKO Xpnotn. Ta anarroUpeva Oedopeva yia TOV PNXAvioRo ARWNG anopacewv
OXETIKA ME TNV oUvOeon, Ppiokovtal katavepnuéva oe dlagopeTika Local Cloud
nepiBaiovta. H a&iohoynon pag €oTialel oTnv PEAETN TOU XPOVOU OAOKANPWGN TWV
dladikaociwv  oUvBeong TN unnpeciac, AauPavovrag unoywn Tov Oyko Twv
OIOKIVOUMEVWY ~ ONUACIONOYIKWV  O€DOUEVWY MOU  MEPIYPAPOUV  TIC  EMIMEPOUG
UNNPECies, kabwg Kal TIG TeExVoAoyieg dIKTUWONG METAEU Twv katavepnuevav Cloud
nepiBalovtwv. O Mivakag 1 napoucialel pia evOSIKTIKN aneikdvion TG avaloyiag
XpOvou oAokAnpwaong Tne diadikaciac oUvBeonc unnpeoiac os oxEon YE Tov apibuod

TV JIABE0INWY UNNPECIOV OTA ENIPEPOUC KaTaveunuéva nepiBalovra.

Available _Service Overall Service . Ratio of Service
Services Discovery & Instantiation Time Discovery & Data fetch
Data fetch Time Time

10 350 ms 874.2 ms 40 %

20 420 ms 963.6 ms 43.5 %

30 510 ms 1116.6 ms 45.6 %

40 585 ms 1264 ms 46.2 %

50 673 ms 1489.6 ms 45.1 %

60 750 ms 1809 ms 41.4 %

70 892 ms 1999 ms 44.6 %

80 976 ms 2321.6 ms 42 %

Mivakag 1: AnairoUpevog XpOvog avanTugng unnpeciag vs. XPOVoG avakaAuwng unnpecia kai Anyn
onuacioAoyiK®mv dedopévav[129]
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8.8 Zupnepaopara kai Enopeva BApara

To «AiadikTuo Twv AvTikeidévawv» (Internet of Things) oupnepidapBavel, kai
npoBAENETal va oupnepIAapel, TEpAOTIO APIBUO CUCKEU®WY, UMOJOMWV EMIKOIVWVIAC
Kal epappoywv. To napandavw odnyei o€ TEXVOAOYIKN ETEPOYEVEIA 1 onoia Ba npenel
Va QVTIMETWNIOTEI  AnOTEAEOUATIKA MPOKEIYEVOU va EMTPEYEl Tnv oUVOeON
AEITOUPYIKOV OUVATOTATWV YId TNV NAPOXN KAIVOTOUWV MOIOTIKWV Kal a&ionoTwv
OUVOETWV TEXVOAOYIKWV AUCEWV Kal UMNPECIOV NPOG TOUG TEAIKOUC XpNoTeC. To
«AIadiKTUO TWV AVTIKEIEVWV>» CUMNEPIAAUBAVEI TOGO TNV NAPOXN TWV AVTIKEINEVWV
ME UMOJOMEC YIa TNV UMOOTAPIEN TNG QPUOIKNG EMIKOIVWvIag, kabw¢ kal oTnv
avtalayn Twv Oedouévwv mnou pnopolv va (enava-)xpnoigonoinfouv and daiAa
avTikeipeva, kabioTwvTtag duvaTh TNV avanTuén vewv n Tnv €EENIEN unapyovTwv

EPAPHOYWV HE NEPIOTOTEPEC OUVATOTNTEC.

H epappoyn Tou ZnuacioloyikoU [MAaiciou Oa npénel va unooTtnpilel kai va
Ol1ao@alilel Tnv opbr ekTEAEON Twv OladIKACIWV Nou apopouv aTnv dlaxeipion Tng
TEXVOAOYIKNG ETEPOYEVEIAG KAl TNV anokpuyn TnG NoAUNAOKOTNTAG Twv OIadIkaoiwv
€vVOnoinonG, HEOW TWV PNXAVIOHWV MOU EVOWMATWVEL Ma TNV KAAUWN TV avaykwmv
MovTeAOMOINONG Twv OEBOMEVWV Kal TWV MANPOPOPIWV MOU CUVOEOVTAl HE TOUG
OlaPOPETIKOUC TUMOUG OUCKEUWY, €(PAPHOYWV, UMNPECIOV, KABWG kal HE Tnv
avanTu&n oxemiloPevnc yvwong, 6a npénel va epappooTei N napexOUevn Asiroupyia
TOU OOMIKOU THNMATOG «Znuacioloyikd ZuoTnua AnoBrkeuonc» (Semantic Storage
System) Tou ZnuacioAoyikou MAaigiou. EMNAEoOV, o1 ASITOUpYIKEG duvaTOTNTEG AuToU
ToU QOMIKOU THAKATOC UNopoUv va EQApuocToUV Yia TNV KATAvEUNUEVN anoBnKeuaon
kal dlaxeipion MeyaAng KAIiHakag onuacioAoylkwv OEOOPEVWV MOU EUMEPIEXOVTAl OF
nepIBArovTa Tou «AIadIKTUOU TwV AVTIKEIHEVWV». H KaTaveunuévn anoBnkeuaon Kai
dlaxeipion Twv onuaciohoyikwv OcdOPEVWV  UMNOPEl va  e(apuooTEl  kal  va
npayupaTonoinfei HE TNV EVOWUATWON TWV KNXAvIoPWV Tou ZnpacioAoyikou MAaiciou
oe nepiBalovTta Cloud. Mnopei va epappooTei o€ BIAPOPEC NEPINTWOEIC, ONWG
evOeEIKTIKG n eneepyaocia kal €vonoinon ONMAcIOAOYIKWY OedOUEVWY YIa ThV

avanapaoTaon yvwong (knowledge representation).

EminAéov, To Znuaaciohoyikd MAaiolo anoTteAei Tnv Baon ndvw oTnv onoia Ba kaTaoTei
duvat n avanTtuén emnNAéov MPNXaVIOPWV, E€PAPUOYWV Kal UNNPEcIwV mnou Oa
XPNOIMOMOIOUV TIC AEITOUPYIKEG dUVATOTNTEC TWV OOMIKWV TUNUATWV «MVWOIakng
Alaxeipiong kair Z0vOeon Eikovikwv AVTIKEIJEVWV» Kal «Mvwolakng Alaxeipiong

YNNpeoIwv». ZTOXOC, N ENEKTAON TWV NAPEXOUEVWV AEITOUPYIKWV OUVATOTATWY TOU
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nAaigiou yia TNV KAAUWn Twv JIapKWG AUEAVOMEVWV analTHOEWV OTOV TOMEA TOU
«MeMovTikoU AladiktUou» (Future Internet). TéTolou €idoug analThoeIG UNopeEi va
apopolv Tov Topeéa Twv Wearables o onoio¢ agopd TIC CUCKEUEG MOU WMOpPEI £vag
avlpwnog va QEPEl NAvw TOU yia TNV unooTnpIEn d1APopwv AEITOUpYInV, ONwG N

napakoAouBnon wTikwv Asiroupylwv (N.x. ol naAdoi TnG kapdidg).

KAeivovtag, 6a npénel va TovioTei, nNw¢ n dlaTpIBry €0Tia0E OTNV evOeAeEXN
EMIOTNMOVIKN HEAETN TWV NAPANAVW KAl KABE evOTNTA TNG, OUVOEETAI E €va OUVOAO
EMIOTNHOVIKWV AMOTEAEOUATWV /KAl CUPNEPACHATWY MNMOU EXOUV ONMOCIEUTEI OF

EMIOTNHOVIKA NePIOdIKA Kal oUMNEPIAaUBAvoVTal OTNV PEXPI OTIVHNAG KATAYEYPAUMEVN
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9 APPENDIX B - ACRONYMS

Acronym Explanation

A

AAI Ambient Assisted Intelligence

ACK Acknowledgement

ADI Active Digital Identities

API Application Programming Interface
B

BE Back-End

BGP Basic Graph Pattern

C

CBDM Cloud-based design manufacturing
CMA Cloud-based Mobile Augmentation
CMfg Cloud manufacturing

CoT Cloud of Things

CRAN Cloud-RAN

CRUD Create Read Update Delete

CcvVo Composite Virtual Object

D

DaaS Discovery-as-a-Service
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E

F

FE Front-End

G

GC Global Cloud

GSC Global Service Catalogue

H

H2M Human-to-Machine

HA High Availability

HDFS Hadoop Distributed File System
HTTP Hypertext Transfer Protocol

I

ICT Information and Communication Technology
IETF Internet Engineering Task Force
IoT Internet of Things

IP Internet Protocol

IT Information Technology

J

JSON JavaScript Object Notation

K
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KW Knowledge

L

LC Local Cloud

LSC Local Service Catalogue

M

M2M Machine-to-Machine

MSC Message Sequence Chart

N

(o)

OWL Web Ontology Language

P

Q

QoE Quality-of-Experience

QoS Quality-of-Service

R

RAN Radio Access Network

RBAC Role Based Access Control
REST Representational State Transfer
RFID Radio Frequency Identification
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RDF Resource Description Framework
RDFS Resource Description Framework Schema
S

SoA Service Oriented Architecture
SPO Subject-Object-Predicate

SW Software

T

U

URI Uniform Resource Identifier

URL Uniform Resource Locator

\'/

VD Virtual Device

VDI Versatile Digital Item

VE Virtual Entity

VIDs Virtual Identities

VO Virtual Object

VODB Virtual Object Data Base

VSN Virtual Sensor Networks

VT Virtual Thing

w
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WS

Web Service

WSN

Wireless Sensor Network

XML

eXtensible Markup Language
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