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ABSTRACT

The continuously growing use of Internet and the optimization of the services, in terms
of offering more capabilities to the users, result in the increased need for
spectrum/bandwidth, a rather limited resource, and processing capabilities in core and
access networks. To this end, Cognitive Radio Systems (CRSs) have been proposed for
enhancing the resource allocation and utilization, and thus bridge this gap while

preserving, if not enhancing, the Quality of Services (QoS) and the Quality of Experience
(QoE).

Moreover, the availability of large amounts of unstructured data, which come from
various sources, is seen as highly promising for deriving high level information and new
insights for the business world while easier access to them through the Web facilitates
the research towards this direction. However, the velocity of them being changed
requires exceptional technology to efficiently process large quantities of data within
tolerable timeframes. Data characterized by high volume, variety and velocity are
commonly known as Big Data. These data need to be efficiently managed, handled and
exploited by the Network Operators (NOs) and/or Service Providers (SPs) but human

resources are not sufficient.

Knowledge building mechanisms are often proposed for addressing both of the above
challenges. In particular, cognitive network management can offer solutions to the
challenges posed by future networks but this requires the incorporation of knowledge
that is dynamically built from its own mechanisms. Dynamically built knowledge exploits
context information and allows quicker and more complex data analysis so as to better
comply with the volume, the velocity and the variety of the produced Big Data. In order
to build knowledge that enhances the decisions of the network, the network monitors its
current state and senses information with respect to the context it functions, it collects
information regarding the results of its decisions — whether the state in which it evolved
allows it to have better or worse performance — and is dynamically trained to select the
state with the highest performance when in similar context. During the decision making
process, rules and policies of the NO and/or the SP are combined with the knowledge
built from the past experience of the network so as to be respected.
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To this end, this dissertation studies, designs, proposes and evaluates knowledge
building mechanisms that can exploit (Big) data and enhance the decision making

processes of a CRS.

Keywords: CRS, knowledge building, machine learning, Big Data, unsupervised learning
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NMEPIAHWH

H ouvexwc au&avopevn xprion Tou AlIadIKTUOU Kai N BEATIOTONOINON TWV UNNPECI®Y, Unod
TNV évvola TNG NPooPopdc NePICOOTEPWV OUVATOTATWV OTOUGC XPNOTEC, EXEl WG
anoTéAeopa Tnv au&avopevn avaykn padioouxvoTnTwy, HIag MEPIOPIOPEVNG (PUOIKNG
nnNyneG, Kalr Twv ene€epyacTikwv duvaToTATWV TwV OIKTUWV. Ta CUCTANATA YVWOIAKAG
Olaxeipiong €xouv TNV IKQvOTNTa va PBEATIOVOUV TNV KATAVOMNR Kal TNV Xpnoihonoinon
TV NOpwWV v NaparnAa diatnpoulyv, av OxI BEATIWVOUV, TNV NOIOTNTA TWV UMNPECIOV

(QoS) kal TNV NoIOTIKA TNG EUNEIPIAC TWV XPNOTWV.

MapdA\nAa, n peyaAn diaBecipoTNTa TNG adOUNTNG NANPoPopiac and OlaPOPETIKES
nNYEC napéxel Tnv duvatoTnTa TnG dnuIoupyiac yvwonc aAAd n geyaAn TaxuTnTa Pe Tnv
onoia n nAnpo@opia autr) aMdalel anaitei TETold TeEXvoAoyia Mou va MMopei va
ene€epyaleral Peyalo OYKo OeDOPEVWV OE PIKPA Xpovika dlaoTnuaTa. Ta dedopéva nou
xapakTtnpidovtia and peyalo Oyko, nolkiAopopgpia kal TaxUuTnTa €ival yvwota wg Big
Data.

O1 pnxaviopoi dnuioupyiac yvwonc avagepovral ouxvd ¢ n OIEE0d0C Kal OTIC 2
napanavw MPOKANOEIC Twv MEMOVTIKWV OIKTUWV. ZUYKEKPIYEVA, Ol  WNXavioyoi
OnMioupyiag yvwong napayouv OUVapIk@ TNV yvwon nou nepAappavel Tnv npoTepn
euneipia Tou OIKTUOU Kal Wnopei va kaBodnynoel TIC anopAacei Tou JIKTUOU.
JUYKEKPIPEVA, NAPAakoAouboUv Tnv KATAoTacn Tou OIKTUOU, GUAAEYOUV MANPOQOPIEG
andé To nepIBAMOV TOUC Kal OXETIKA ME TNV anodoon Twv ano@AcEwvV Toug Kal
eknaidevovtal OUVAMIKA WOTE va €MIAEYOuv TNV KATAANAOTEPN Twv aANoOPACEWV
dgdopEvnG TNG kataoTaong Tou dikTUou.KaTa Tnv diadikacia Afyng ano®acswv yia To

OIKTUO, 0l KavOVEG Kal n NOAITIKR SIaxeipiong Tou SIKTUOU cuvurnoAoyiovTai.

Mpoc autrv TNV KaTteuBuvon, n v AOyw OIaTpIPBr) MeAeTd, oxedialel, npoTeivel Kal
a&lohoyei pnxaviopoUg Onuioupyiac yvwong nou PnopoUv va aglonoinoouv JedopEva
MEYAANG KAipakag kal va BeATIwoel TIC dIadikacieg ANWNG ano®Acewv TWV CUCTNHATWY
YVWOIaKAG dlaxeipiong.

AeEeIc — KkAeIdIG: ouoTAUATa yvwolakng Olaxeipiong, Onuioupyia yvwong, KNnXavikn
padbnon, dedopeva peyaing KAipakac, un-kabodnyoUUEVEC TEXVIKEG HABNONG
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NMPOAOIOz

H oAokAfpwon autnc Tne diIdakTopIknc dIaTpIRNG NTav Wia pakpda kai duokoAn diadikaaia,
n onoia anairouos ouxvd TOOO npoondabeia 6co kalr andAuTn agociwon. Mapd TIC
OoKIpaaoieg kal TIG SUOKOAIEC KATAPEPA VA ANOKTACOW MOAUTIUEG YVWOEIG OTOV TOMEQ TWV
TNAENIKOIVWVIAKWV OIKTUWV KAl UMNPECIOV, KabBw¢ pou O0Bnke n eukaipia va
OUMMETAOXW O NMOAG ONUavTIKa £PEUVNTIKA NPOYPAPMATA Kal va PEAETAOW onoudaida
apbpa os auTtdv Tov TopEa. TinoTa OJwe anod Ta napanavw O Ba eixe emTeuxOei Xwpic
TNV €UNPAKTN UnooTnAPIEN NOAAWV avBpwnwv TwWV onoiwv n cUPBOAR oTNV €peuva Hou,

ME d1APopouc TPOMoUC, ATav anuavTikn kal a&idouv €I0IKNG Wveiac.

MpwTa an '0Aa, 6a nBeAa va ekPpAcw TNV EUYVWHOOUVN HOU oTov €MIBAENOVTA HOU,
Kabny. MavayiwTtn AgPETTIXA, TOU OMnoiou n agoaciwaon Tou oTn napouca diaTpiPn kai To
EPEUVNTIKO HOU £PYO, KABWC Kal N akadnuaikr Tou euneipia ATav NOAUTIWN yia Péva KaTda
TN didpkela TNG uAonoinong auTng Tng npoondbeiac. Tinota de Ba NTav duvaTtd Xwpic
TNV napouaia Tou. ©a nBeAa va euxapioTAow Touc ouveniBAénovTeg, Kabny. ABavacio
Kavarta kai Av. Kabny. Ayyeho Pouoka, ol ornoiol pe OTAPIEAV Kal pE OUMPBOUAEWav o€
kKGBe oTadio autnc Tng diIaTpIBnG. EmnAéov, Ba nbeAa va euxapioTHow Ta HEAN TNG
egeTaoTikng emTponng Kabny. Mewpylo BoUpo, Kabny. MixanA ©soloyou, Kabny.
MIATIGON AvayvwoTou kai Kadny. Zupewv NanapaaciAeiou.

Eipar eniong euyvopwv yia Tnv unooTnpIgn Toug kal 8a RBeAa va euxapioTnow Toug Ap.
KwoTta Toaykapn, Enik. KaBny. Bépa ZtaupouAdkn kai Ap. Mavayiwtn BAaxéa, kabwg
kal Toug Ap. MouAn KpnTikou, Ap. Mapio AoyoBetn, Ap. Baagikeio dwTevo, Ap. Avdpéa
lewpyakonoulo, AnunAtpn Kehaidwvn, TMwpyo [MouAio, METpo Mopdko, AvTwvn
MouoTdako, ApioToTEAn Mdapyapn, Iwdavvn 2Tevo kai KwvoTavrivo TMEToa yia TIG
evOIapEPOUTEG OULNTAOEIC NOU Eixape OA0 auTo To diIaoTnua.

duaoika, €ival NepITTo va avapepw 0TI OAN auTh N Npoondbeia kal akadnuaikn nopeia 6a
ATav aduvaTto va oAokANpwOei xwpi¢ TN oTAPIEN TNG OIKOYEVEIAC Wou. Eipar yia navra
EUYVOHWV YIA TNV AUEPIOTN UNooTAPIEN TOUC Kal TNV KaTavonon 6Ad autd Ta xpovia.

Mg ekTidnon,

AiAia A. MnavTtouva
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1 INTRODUCTION

1.1 Research Area - Motivation

Rapid evolution of wireless communications has led to new wireless technologies, each
one demanding its own piece of electromagnetic radio spectrum. However, this source is
naturally limited. Moreover, despite the large recent research initiatives that target a
more flexible and automated resource management, current static spectrum assignment
often leads to its underutilization while current resource management is rather manual
and quite static. In particular, resources are planned based on the worst case scenario,
i.e., the most demanding scenario. Furthermore, the users’ mobility increases. Overall,
the continuously changing environment often results in calling for reconfigurations at
various time scales. Thus, the dynamicity that the network should handle increases as

well.

Accordingly, the deployment of technologies which have the ability to explore and use
the underutilized bands of frequency and the challenges of future networks is a sine qua
non. Research performed in this field during the last decade has proposed both
centralized and distributed dynamic spectrum assignment techniques. CRSs [1][2] can
further enhance such techniques by adding past experience and knowledge to be taken

into account during spectrum assignment.

CRSs are capable of intelligently adapting to the highly varying and disparate modern
environments [1][2]. In particular, they have the ability to adjust their operation
according to the external, environmental stimuli, the demands of the users/applications
and their past experience. Based on this ability, future cognitive radio systems will be
able to change their parameters (carrier frequency, radio access technology, transmit
power, modulation type etc), observe the results and decide which is the best
combination of those parameters in order to get into a better operational state. The
above is an iterative process, well known as “cognition cycle”. A typical cognitive cycle
consists of three cooperative phases [2][3]. During, the first phase, known as “radio
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scene analysis”, the system collects measurements from its environment (e.g. conditions
related to interference) and explores different configurations. In the second phase,
“channel estimation and predictive modelling”, the output of the first phase is used for
discovering the capabilities of each candidate configuration, wherein past experience of
the system may also be used. Finally, in the last phase, known as “configuration
selection”, the system decides for the best configuration and accordingly adjusts its

operation parameters.

However, the cognition cycle is often proved to comprise very arduous and time-
consuming processes especially due to the large number of configurations which need to
be investigated. In these terms, machine learning techniques are expected to be

beneficial for speeding up the whole process.

Moreover, according to [4], unstructured data increase more than 50 percent every year
due to both numerous available applications and user devices. In particular, the
pervasiveness of the network technologies in everyday life through e.g., social
networking, public information, Rich Site Summary (RSS, also known as Real Simple
Syndication) feeds, and other applications for informative purposes, payments,
communication, social media, Internet of Things (IoT), etc., and the advanced
capabilities of terminals/users’ devices create a vast amount of diverse data and result in
the exponential increase of available digital data. Furthermore, the large number of
disparateries, in software and hardware, user devices (such as laptops, notebooks,
mobiles and others) further increase the volume, the variety, and the velocity of the
available digital data making their management difficult with on-hand database

management tools.

These data have been referred to as “Big Data”, and despite their difficulty being
managed, they have been conceptualized to offer valuable insight on application
provisions and network technology aspects when they get analyzed and properly
processed. The heavy data analysis that is required for retrieving these insights suggests
that new architectures and mechanisms are needed for (a) handling the volume of data
that will be stored, (b) aggregating, (c) exploiting, and (d) building knowledge on them.
In telecommunication networks, the term “knowledge”, refers to information useful for

the operators and the network, which cannot be directly monitored. Following the
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“knowledge” definition of the European Committee for Standardizations [5] and
specifically, the “Official Guide to Good Practice in Knowledge Management”,
“knowledge is the combination of data/information with the opinions/skills/experience of
experts, which can be humans or computational systems and results in a valuable asset

that can be used to aid decision making”.

To this end, autonomic processes and techniques that allow the management, the
analysis and the exploitation of Big — in terms of volume, velocity and variety — data for
supporting cognitive network management decisions through e.g., alarms regarding the
future states of the network are required.

CRSs are able of exploiting the past experience of the network and make decisions that
optimize its functions and capabilities. Optimization and machine learning techniques are
used towards this direction. In particular, machine learning techniques are used for
developing mechanisms that process raw data collected through sensing so as to
produce elaborated data and alarms and build knowledge with respect to the past
experience of the network (knowledge building mechanisms). NOs and/or autonomic
decision making mechanisms can then exploit this information in order to better (in
terms of speed and efficiency) manage network through either reactive or proactive

diagnosis of upcoming — potentially undesired — network states.

1.2 Dissertation’s Contribution

This dissertation deals with the “Knowledge Generation from telecommunication Big
Data for enabling Cognitive Infrastructure Management”. Therefore, it involves the study

of

» the framework where knowledge building mechanisms can be hosted;

= the data, both sensed by the network and human-oriented, that can add value to
the generation of the knowledge and for enhanced and past-experienced-based
decisions;

= machine learning techniques that can support the development of knowledge
building mechanisms;

= the design of the knowledge building mechanisms per se (using mainly

unsupervised machine learning techniques); and
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the experimental validation of the knowledge building mechanisms with the

respective performance results.

1.3 Dissertation Structure

The dissertation is structured in chapters, each of which provides a detailed description
on the research activities performed with regards to the topics noted in Section 1.2. A
brief description of them follows in the next paragraphs.

Chapter 2 This thesis, deals with the development of knowledge building
mechanisms so as to enhance the cognitive processes of future networks. The objective
is to provide realistic and deployable solutions, thus both the framework that hosts the
mechanisms and the data upon which the mechanisms will be built need to be defined.
Chapter 2 describes the placeholder of these mechanisms within the Generic Autonomic
Network Architecture (GANA), as described from the European Telecommunications
Standards Institute (ETSI) for Autonomic network engineering for the self-managing
Future Internet (AFI), and the data that can be sensed by the network and be recorded
in current and future Management Information Bases (MIBs) of Evolved Universal
Terrestrial Radio Access Network (E-UTRAN) nodes, as defined in Third Generation

Partnership Project (3GPP) specification documents.

Research on the proposed solution, as it is described in this chapter, resulted in the

following publication:

= A. Bantouna, K. Tsagkaris, P. Demestichas, “Knowledge Functional Block for E-
UTRAN”, Accepted to 5th IEEE International Workshop on Management of
Emerging Networks and Services (IEEE MENS 2013), Atlanta , GA USA, Dec. 2013

Chapter 3  This chapter presents the categorization of the offered machine learning
techniques, according to the training method that is used in order to extract knowledge
out of raw data, and provides the mathematical background for four of them (one

example per category).

Research on the proposed solution, as it is described in this chapter, resulted in the

following publication:
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A. Bantouna, K. Tsagkaris, V. Stavroulaki, P. Demestichas, G. Poulios, “Machine
Learning applied to Cognitive Communications”, Cognitive Communications:
Distributed Artificial Intelligence (DAI), Regulatory Policy & Economics,
Implementation. H. Zhang and D. Grace, J. Wiley and Sons, Ltd, Chichester, UK,
Print ISBN: 9781119951506 (Oct. 2012), Online ISBN: 9781118360316 (Jul.
2012), chapter 6, doi: 10.1002/9781118360316.ch6

A. Bantouna (presenter), K. Tsagkaris, V. Stavroulaki, P. Demestichas, “Machine
Learning Techniques for Autonomic/ Cognitive Networking”, in the context of the
7th International Conference on Network and Service Management CNSM 2011,
held on 24-28 October 2011, in Paris, France

Chapter 4 This chapter aims at providing comparative studies of similar knowledge

building mechanisms which are based on supervised and unsupervised machine learning

techniques. In these studies, the advantages and the disadvantages of the developed

mechanisms are analyzed while emphasis is also put on their complementarity. The

developed mechanisms target at building knowledge and providing insights with respect

to the capabilities of the network.

The work described in this chapter is presented in the following publications:

K. Tsagkaris, A. Bantouna, P. Demestichas, “Self-Organizing Maps for Advanced
Learning in Cognitive Radio Systems”, Computers & Electrical Engineering,
Elsevier, Vol. 38, No. 4, p. 862-881, July 2012,
http://dx.doi.org/10.1016/j.compeleceng.2012.03.008

A. Bantouna, V. Stavroulaki, Y. Kritikou, K. Tsagkaris, P. Demestichas, K.
Moessner, “An overview of learning mechanisms for cognitive systems”,
Published to EURASIP Special Issue on Ten Years of Cognitive Radio: State of
the Art and Perspectives, EURASIP Journal on Wireless Communications and
Networking 2012, 2012:22 doi:10.1186/1687-1499-2012-22, January 2012
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Chapter 5 Chapter 5 mechanisms address the challenge of analysing data related to
the traffic of either a core or an access wireless network. In particular, the first
mechanism is building knowledge on the traffic of a core network and predicts how
possible it is to run on a congested link. The data exploited in this mechanism are
directly monitored by the network, i.e., refer to network parameters, and thus allow
narrow timeslots for proactively overcoming a congested link. On the other hand, the
second mechanism builds knowledge with respect to the traffic of the access network
but takes into account human-oriented parameters (e.g., time, date, location, etc.) as
well, allowing to also foresee more long-term situations and adjust the network

parameters accordingly.
Research in this field resulted in the following publications:

= A. Bantouna, G. Poulios, K. Tsagkaris, P. Demestichas, “"Network Load Predictions
based on Big Data and the Utilization of Self-Organizing Maps”, JNSM Special
Issue 2013 : Springer Journal of Network and Systems Management — Special
Issue on “Data Mining for Monitoring and Managing Systems and Networks”,
Sept. 2013, DOI: 10.1007/s10922-013-9285-1, Volume 22, Issue 2 (2014), Page
150-173

= A. Bantouna, K. Tsagkaris, V. Stavroulaki, G. Poulios, P. Demestichas, “Learning
Techniques for Context Diagnosis and Prediction in Cognitive Communications”,
Cognitive Communications: Distributed Artificial Intelligence (DAI), Regulatory
Policy & Economics, Implementation. H. Zhang and D. Grace, J. Wiley and Sons,
Ltd, Chichester, UK, Print ISBN: 9781119951506 (Oct. 2012), Online ISBN:
9781118360316 (Jul. 2012), chapter 9, doi: 10 10.1002/9781118360316.ch9

= M. Ghader, A. Bantouna, L. Bennacer, G. Calochira, B. Fuentes, G. Katsikas, Z.
Yousaf, “On Accomplishing Context Awareness for autonomic network
management”, accepted at Future Network and Mobile Summit 2012, 4 - 6 July
2012, Berlin, Germany

= A. Bantouna, G. Poulios, K. Tsagkaris, P. Demestichas, “"Dynamic Management of
Cognitive Radio Networks using Big Data”, 3rd ACROPOLIS Workshop and
Industry Panel, London, Sept. 2013
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Chapter 6 This chapter examines if and how a knowledge building mechanism can
be applied on the transport layer and enhance existing mechanisms. In particular, the
study presented here, proposes a knowledge building mechanism that could support the
functionality of the TCP Vegas congestion avoidance mechanism and enhance its
decisions with respect to the selected congestion window. The selection of a congestion
window closer to the needs of the network can in turn minimize the instabilities caused

to the network utilization when trying to avoid loss of information due to congestion.

The outcome of this research, as it is described in this chapter, resulted in the following

publication:

= A. Bantouna, K. Tsagkaris, G. Poulios, A. Manzalini, P. Demestichas, “Knowledge
in Support of Congestion Control Mechanisms”, poster, Future Network Mobile
Summit (FUNeMS) 2012, 4 - 6 July 2012, Berlin, Germany

Chapter 7 Last but not least, during this thesis, discussions related to the
acceptability of the mechanisms and how humans can trust the network to make the
right decisions also took place. To this end, chapter 7 proposes a mechanism based on
reinforcement learning that is envisioned to measure the performance of autonomic

loops and evaluate how trustworthy their proposed actions are.

The outcome of this research, as it is described in this chapter, resulted in the following

publication:

= L. Ciavaglia, S. Ghamri - Doudane, M. Smirnov, P. Demestichas, V. Stavroulaki,
A. Bantouna, Unifying Management of Future Networks with Trust, Bell Labs
Technical Journal (BLTJ), Special Issue On “Delivering Network Assurance
through Secure and Reliable Products, Software, Services and Solutions”, Vol. 17,
No. 3, p. 193-212, December 2012
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Chapter 8 The last chapter discusses the main aspects introduced by this

dissertation. Furthermore, on-going challenges are noted and finally the dissertation is

concluded.
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2 STRUCTURES AND MODELS OF KNOWLEDGE
VISUALIZATION

2.1 Chapter Outline

Large availability of digital data, or else Big Data, offers to data scientists the chance of
exploiting them and building knowledge on different aspects of everyday life related to
e.g., people preferences and habits, transportation, health systems, telecommunications
etc. This study targets to exploit this opportunity in the telecommunications era.
Towards this direction, the chapter presents the architectural aspects, the role and the
foundation of the functionalities of the knowledge functional block. Knowledge functional
block comprises of knowledge building mechanisms that learn different aspects of future
wireless networks in order to enhance their decisions and thus their functionality. These
aspects may involve context, efficiency of the decisions, energy efficiency, trust and
others. Data that can be directly monitored from an E-UTRAN are identified and
modeled to guide the input that can be used for the knowledge building mechanisms of
the block. The keywords for this chapter are: Big Data, Knowledge, E-UTRAN, MIBs.

2.2 Introduction

Technology intervention in humans’ everyday life has much facilitated our daily routine
and communications. On the other hand, the generated data from Internet
transactions, emails, videos, click streams, and/or all other digital sources available
today and in the future are rapidly increasing in size and disparity. Technology
enhancements that have made feasible all these application to be hosted in a large
number and type of user devices, such as smart phones, laptops and other, and the
increase of instruments and sensors for monitoring the automatic processes of the
everyday life (i.e., sensors in e.g., our industrial equipment, automobiles, electrical

meters and shipping crates) have also contributed to this.

Data scientists used to analyze themselves the available data, identify the trend of the

market, build Business Intelligence (BI) and propose the next actions of the business in
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which they are employed. However, current explosion of data availability makes their
analysis from humans difficult. This large availability of digital data, in terms of volume,
variety and velocity (in which they change), is commonly stated as Big Data. Their
volume currently reaches the order of petabytes, exabytes, and zettabytes, they may
refer to medical imaging, gene sequencing, video surveillance, social media, smart
electrical grids, mobile phone sensors and others [1] and forces data analysts to exploit
tools such as machine learning, data mining, data visualization, etc., in order to build
knowledge on them [2]. Therefore, although Big Data raise concerns with respect to
their storage, handling and managing, they also promise to offer insights, BI and

business opportunities [2][3].

On the other hand, networks complexity and dynamicity have increased to such an
extent that the current policy-based reconfiguration with minor changes is not enough.
Two ways out have been identified: a) to turn to manual tuning performed by the
operators and b) to exploit autonomic network management. The first case turns out to
be labor-intensive, expensive and intrinsically error-prone due to both the complexity of

the networks and their dynamicity which requires often reconfigurations [4].

The case of autonomicity, however, promises to dynamically tune the network based on
operators’ policies, i.e., targets and rules, providing the means to self-analyze the
changes in the network without requiring human intensive efforts. The latter can further
be translated to reduced Operational (OPEX) and Capital Expenditures (CAPEX) for the
operators. For example, autonomically enforcing an energy-efficient solution where/
when circumstances allow it (e.g., reduced number of users to be served) certainly
impacts OPEX. Accordingly, an autonomic network that is dynamically and online self-
configured based on the users” demand requires less often capital investments (e.g., to
increase the number of its antennas) comparing to networks which are not dynamically

reconfigured and their initial configuration usually reflects the worst case scenarios.

Autonomic network management consists of the following functions usually referred to
with the acronym MAPE [5]:

= Monitor: for probing, aggregating, filtering and reporting the operating
parameters of the managed entities;
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= Analyze: for processing, building knowledge and modeling the operating
environment;

= Plan: for reasoning and deciding the next actions according to network policies;
and

= Execute: for taking actions and reconfiguring the network based on the plan

designed in the previous function.

This chapter focuses on the second function, i.e., the “Analyze” function which is very
important for designing the next steps and actions of the network, especially in a highly
dynamic environment as the one expected in future networks. More specifically,
“Analyze” function receives data from the “Monitor” function and exploits them to build
knowledge and model the operating environment. This knowledge is then provided as
input to the “Plan” function so as the latter to reason and select among the available
solutions the most appropriate. Eventually, the actions that comprise the plan are

executed by the last function.

Each of these functions plays an important role for the autonomic loops of a network
management framework but the real autonomicity is interwoven with knowledge, i.e.,
the capability of the network to learn the patterns and the models of its environment
which will then guide/ consult “Plan” function. In particular, knowledge is envisaged to
enhance decision making in terms of speed, efficiency and context-awareness and thus,
facilitate dynamic network reconfigurations. Big Data offer the opportunity and the

necessary, multi-oriented information for building this required knowledge.

The following sub-sections familiarize the reader with the exact problem that will be
studied, describe where the knowledge functional block stands from an architectural
point of view, analyses its envisaged functionalities and presents the data that can be
monitored in an E-UTRAN and be used by the knowledge building mechanisms of the
block.

2.3 Problem statement

The study focuses on “Analyze” function of MAPE and specifically on knowledge building
processes. Towards this direction, it introduces the knowledge functional block and the

mechanisms that comprise it. The mechanisms:
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a) exploit the data that can be monitored in an Evolved Universal Terrestrial Radio
Access Network (E-UTRAN),
b) learn the way they are connected to each other,

c) identify their pattern and build knowledge on various networking aspects.

The built knowledge will then be available to the “Plan” function, i.e., the decision
making mechanisms of the autonomic management framework, and will be provided to

them when requested.

2.4 Architectural Aspects

From the architectural point of view, the functional block is compliant with GANA [6], i.e.,
the architectural reference model for autonomic networking, cognitive networking and
self-management proposed by AFI ETSI. A simplified overview of some of the key
aspects of GANA is depicted in Figure 2.1. GANA is based on four levels of Decision-
making-Elements (DEs) that instrument the network elements which collaboratively
work together. In particular, the four levels of DEs (in descending order) are: a) the
Network Level DEs, b) the Node Level DEs, c) the Function Level DEs and d) the
Protocol Level DEs. Each DE manages one or more, lower level DEs through autonomic
control loops that send them commands, objectives and policies, while they receive
feedback from them in the form of monitored data or knowledge. Moreover, Node Level
DEs (one per node) are responsible for orchestrating the Function Level DEs of the
network elements while Network Level DEs perform the same task for the Node Level
DEs. Network Level DEs, complemented by the Overlay Network for Information
eXchange (ONIX), i.e., a distributed scalable system of information servers, and the
Model-Based-Translation Service (MBTS), an intermediation layer between the
Knowledge Plane and the Network Elements for the purpose of translating information
and commands/responses, are also the Functional Blocks, i.e., the groups of protocols

and mechanisms, of the Knowledge Plane.
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Figure 2.1: Simplified overview of the Functional Blocks of GANA [6].

The management of the network by the operator and/or the network administrator is
made through GANA profiles which comprise operators’ policies, high-level objectives
and some configuration-data. GANA profiles are eventually translated in the knowledge

plane into instructions for the Node, Function and Protocol Level DEs.

The proposed functional block is envisaged to be incorporated in the Knowledge Plane of
the GANA architecture. It consists of different mechanisms which build knowledge on
the past experience of the network and can thus facilitate the translation of the GANA
profiles from the Network Level DEs into the commands issued to the lower level DEs for
enforcement, complementing this way the operators’ policies and high-level network
objectives. Network operator will be able to monitor the provided (by the knowledge
building mechanisms) knowledge at any time through the Graphical User Interface (GUI)
of the functional block.

43



PhD Dissertation Aimilia A. Bantouna

2.5 Functional Role

The proposed knowledge block is a logical group of multiple/ different mechanisms that

will build knowledge on different aspects of the network such as:

= the possibility of a context ¢ to be encountered, e.g., what will the load of the
network be?,

= user preferences/ habits, e.g., what is the mobility of the users? What is their
preferred QoS for application a?, etc.

= the efficiency of a decision d, e.g., how efficient was decision d in terms of
energy consumption or spectrum allocation?

» alternative decisions that can be used when context c is encountered

= contradicting policies, etc.

Each mechanism will reflect a different aspect/ problem and, through the knowledge
block interfaces, will have access to databases which will include both network
monitored data and more human-oriented ones, such as the user preferences or the
date or even environmental data. Therefore, the output of the knowledge block is the
knowledge/ response to these aspects while the inputs are all these data needed,

depending on the targeted problem, for building the knowledge (see also section 2.6).

Figure 2.2 depicts the GUI of the proposed functional block. Each button allows the user
to select the knowledge mechanism he is interested in and reveals the GUI of the
selected mechanism. In this GUI, the user is able to select the input parameters
according to which the knowledge on the specific aspect will be built, the learning
technique according to which this knowledge will be produced (when more than one

learning techniques are offered) and algorithmic-specific parameters.

Knowledge will be built using machine learning techniques depending on the knowledge

and the data to be used. Those may be:

a) supervised, such as Neural Networks (NNs) [7][8] and Bayesian statistics [8][9],
i.e., techniques which use the desired outcome in order to guide the algorithm
(during its training) what the output should be with respect to the input;

b) reinforcement learning like Q-learning [10][11][12], i.e., techniques that “award”

the system during their training when it comes up with the correct answer; or
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C) unsupervised, e.g. Self-Organizing Maps [13][14], i.e., techniques which use
neither the desired output nor an award during their training. On the contrary,
they are able to identify the patterns of the data and exploit them in order to

conclude the output.

[ita

Knowledge Building Toolbox for E-UTRAN b:ﬁg‘“
Load Users’ Users’
Prediction Mobility Preferred QoS
Energy Contradicting
\ Consumption Policies

Figure 2.2: Graphical User Interface (GUI) of the Knowledge Functional Block.

=
=
=

2.6 Foundation for the functionality

The foundation of the functional block consists of the parameters that can be extracted
by the infrastructure. Towards this direction, the study is initiated by the identification of
data that are or will be offered by today and future MIBs of E-UTRAN nodes. In
particular, 3GPP specification documents [15]-[21] were studied to identify the
performance measurements of an E-UTRAN that are related to three specific issues: a)
the load of the network, b) the mobility of the users and c) the user experience/

satisfaction.

2.6.1 Load of the network

For the network load, the identified measurements referred to eNodeBs (eNBs), Donor
eNBs (DeNBs) and Relay Nodes (RNs), and more specifically to the setup, release,
activity and number of their E-UTRAN Radio Access Bearers (E-RABs), to the bit-rate,
the active User Equipments (UEs) and the throughput and to the Radio Resource
Utilization (RRU).
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The most common way of monitoring the load of the network are the measurements
related to the average and/ or maximum downlink/ uplink bit-rate (PdcpSduBitrateDl,
PdcpSduBitrateUl, PdcpSduBitrateDIMax, PdcpSduBitrateUIMax) and the IP throughput
(IPThpDI/ IPThpUl) over time. However, other measurements are offered as well
depending on the purpose of use. Adding the number of the successfully established
initial (EstabInitSuccNbr), additional (EstabAddSuccNbr) and for incoming handovers
(EstabInHoSuccNbr) E-RABs - per Quality Channel Indicator (QCI) or not (sum suffix) -
reveals the load of the network in terms of E-RABs. Combining the average
(UsageNbrMean) and maximum (UsageNbrMax) number of simultaneous E-RABs - in
total or per QCI - with time allows the network administrator to perceive the pattern of
the load in terms of E-RABs over time. When it comes to services that use Random
Access Channels (RACH), the mean number of received low range (group A) or high
range (group B) RACH preambles per second can be exploited instead
(RachPreambleAMean and RachPreambleBMean). Another, more user-centric, approach
for estimating the load of the network is the average number of active UEs in the
downlink (UEActiveDlI) and/ or the uplink (UEActiveUl). These measurements can also be
given either in groups of QCIs or in total. In case the network operator/ administrator
monitors the load of the network so as to adjust the available Physical Resource Blocks
(PRB) of the eNodeB (eNB), then the percentage of the used downlink and/ or uplink
PRBs for traffic (PrbDI/ PrbUl) or for any reason (PrbTotDIl/ PrbTotUl) are the most
appropriate measurements. These measurements when offered for RNs are indicated as
PrbDIRN, PrbUIRN, PrbTotDl and PrbTotUI, respectively, while they are all separated
depending on the respective QCI. Similar measurements are also offered when the load
is monitored in terms of the time that the resources are used, i.e., the maximum time
an E-RAB needs to be setup in ms (EstabTimeMax), the in-session activity time for the
UE (SessionTimeUE) or the E-RABs (SessionTimeQCI), the percentage of time when all
dedicated RACH preambles are used (RachDedicatedPreamblesAssigned) and the
percentage of time during which all available PRBs for traffic on the downlink and/ or
the uplink have been assigned to UEs (PrbCongestionDI, PrbCongestionUl). Finally, the
number of E-RABs requested by eNBs/ RNs to release due to high load (RelEnbNbr) and
the peak processor usage (PeakProcessorUsage), given the fact that high load requires
more processing from the system, indirectly imply the load of the network as well.
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The above mentioned available measurements for an E-UTRAN are depicted (in
compliance to their categorization by the 3GPP specification document [19]) in Figure
2.3.

Network Load

|

|

Al Data Radio Bearer (DRB) I

E-UTRAN Radio Access )
Bearer (ERAB)

—l Bit-Rate I

= PdcpSduBitrateDI.QCl
= PdcpSduBitrateDl.sum
= PdcpSduBitrateUl.QCl
= PdcpSduBitrateUl.sum
= PdcpSduBitrateDIMax
= PdcpSduBitrateUIMax

—l Throughput I

= |PThpDI.QCI
= IPThpul.QCl

—H User Equipments (UEs) I
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= EstabTimeMax.QCl

—l Number I

= UsageNbrMean.QCl
= UsageNbrMean.sum
= UsageNbrMax.QCl
= UsageNbrMax.sum
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Equipment Resources
(EQPT)

Radio Resource

Utilization (RRU)
Random Access
Channel (RACH)

= RachPreambleAMean
= RachPreambleBMean
= RachDedicatedPreamblesAssigned

Physical Resource
Block (PRB)

= PrbDI.QCI

= PrbDIRN.QCI

= Prbul.QCI
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= PrbTotDI

= PrbTotDIRN

= PrbTotUl
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Figure 2.3: Model of data that can be retrieved by an E-UTRAN MIB and be used to build

knowledge on the network load

2.6.2 Mobility of the users

The mobility of the users is represented by the handovers of the connection of their UEs
from cell to cell. In particular, as the user moves in the space and his distance from the
node changes, his connection needs to be transferred in another cell. Exceptions such as
the case where the user's connection to the network changes due to e.g., congestion of
the cell need to be taken into account. Depending on the characteristics of the network
and the operating parameters of the cells, the respective measurements may refer to
intra- and/ or inter-RAT handovers, among the same or different eNBs/ RNs and
frequencies. The measured handovers do not necessarily need to be successful since

even the attempt for a handover is enough to showcase the need and thus the change
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of the user's position with respect to the cell. Overall, the following measurements can
be combined with - at least - time to build knowledge on and identify the pattern of the

mobility of the users over time:

» Attempted outgoing intra-eNB/RN  handovers per handover cause
(HO.IntraEnbOutAtt.Cause);

= Attempted outgoing intra-DeNB handover preparations from DeNB cell to RN per
handover cause (HO.IntraDenbOutPrepToRnAtt.Cause);

= Attempted outgoing inter-eNB handover preparations (HO.InterEnbOutPrepAtt);

= Attempted outgoing handovers per handover cause and LTE target cell specific
(HO.OutAttTarget.Cause);

» Attempted outgoing intra-frequency handovers (HO.IntraFreqOutAtt);

= Attempted outgoing inter-frequency handovers - gap-assissted measurement
(HO.InterFreqMeasGapOutAtt);

= Attempted outgoing inter-frequency handovers - non gap-assisted measurement
(HO.InterFreqNoMeasGapOutAtt);

= Attempted preparations of outgoing handovers to the cells outside the RN
(HO.OutRNOutPrepAtt); and

= Attempted outgoing inter-RAT  handovers per handover cause
(HO.IartOutAtt.Cause).

Figure 2.4 depicts these measurements categorized based on [19].

2.6.3 User experience/ satisfaction

User experience/ satisfaction is commonly stated as QOE, i.e., how the users perceive
the quality of the offered services. The most often used parameters by the operators to
deduce QoE are the delay (PdcpSduDelayDl), the drop rate (PdcpSduDropRateDl), i.e.,
the rate of dropped packets before leaving the node due to e.g., congestion, and the
loss rate (PdcpSduAirLossRateDl and PdcpSduAirLossRateUl for the downlink and the
uplink respectively), i.e., the rate of packets transmitted but not received to the
destination. All three parameters are expected to be monitored in an E-UTRAN and their
measurements can be provided both separated per QCIs and in total. Apart from these
performance measurements, the length of time that the cell is unavailable for each
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cause or in total (CellUnavailableTime), the number of released active E-RABs
(RelActNbr) and the CQI as reported by the UEs in the cell (WBCQIDist) can enhance

operators' point of view.

|[ Mobility of the Users ]

Handovers

Intra-RAT | Inter-RAT

—[ eNodeB/ Relay Node ]
Al r

= HO.IntraEnbOutAtt.Cause

= HO.IntraDenbOutPrepToRnAtt.Cause
= HO.InterEnbOutPrepAtt

= HO.OutAttTarget.Cause

= HO.OutRNOutPrepAtt

—l Frequency I

= HO.IntraFreqOutAtt
= HO.InterFregMeasGapOutAtt
= HO.InterFregNoMeasGapOutAtt

= HO.lartOutAtt.Cause

Figure 2.4: Model of data that can be retrieved by an E-UTRAN MIB and be used to build

knowledge on the mobility of the users.

Finally, valuable insights with respect to the QOE can be provided when combining the
performance measurements of the number of initial (EstabInitAttNbr), additional
(EstabAddAttNbr) and for incoming handovers attempts (EstabIncHoAttNbr) for E-RABs
establishment (per QCI or in total) with the successful ones (EstabInitSuccNbr,
EstabAddSuccNbr, EstabInHoSuccNbr) in order to calculate the success rate of E-RAB
setups. The pattern of the mean (EstabTimeMean) and maximum (EstabTimeMax) E-
RAB setup time over time offer an additional hint in this case. For RACH specific services,

the RACH access delay (RachAccessDelayDist) can be used instead.

Figure 2.5 depicts the most relevant performance measurements of an E-UTRAN for the

experience of its users.

2.7 Conclusions

This chapter introduced a study according to which the large availability of Big Data can

be exploited in order to build knowledge on different aspects of telecommunications
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(context, efficiency of decisions, user preferences, etc.). In particular, the knowledge
functional block is proposed to host different mechanisms which learn the pattern of
information that can facilitate the dynamic management of an E-UTRAN. The functional
block is positioned to GANA architecture and its functional design has been described.
Moreover, the chapter identifies and presents the measurements that can be monitored
in an E-UTRAN and be exploited as inputs to knowledge building mechanisms related to
the network load, the users' mobility and the users' preferences/ satisfaction. The
identified measurements are compliant to the 3GPP specifications for E-UTRANSs in order
to ensure the credibility of the study.

[ User Preferences/ Satisfaction ]

I
| | |

Data Radio Bearer E-UTRAN Radio Access
(DRB) Bearer (ERAB)

Radio Resource Radio Frequency (RF)
Utilization (RRU) Measurement
| Delay I | Setup I 4{ Random Access Channel ]I Channel Quality Indicator ]
(RACH) (QCl) Distribution
= PdcpSduDelayDI.QCI = EstablnitAttNbr.QCI = RachAccessDelayDist.BinX = WBCQIDist.BinX
= PdcpSduDelayDl.sum = EstablnitAttNbr.sum
= EstablInitSuccNbr.QCl . .
| Drop Rate I = EstablnitSuccNbr.sum | Cellupziaiabietme I
" EstabAddAttNbr.OCI = CellUnavailableTime.cause
- PdepsdubropRateD!.QC| " EstabAddAttNbr.sum " CeIIUnavaiIabIeTime.sum
= PdcpSduDropRateDl.sum = EstabAddSuccNbr.QCl :
= EstabAddSuccNbr.sum
Loss Rate = EstabTimeMean.QCl
u = EstabTimeMax.QCl
= PdcpSduAirLossRateDI.QCl = EstabincHoAttNbr.sum
= PdcpSduAirLossRateDl.sum = EstabincHoAttNbr.QCI
= PdcpSduAirLossRateUl.QCl = EstablnHoSuccNbr.QCl
= PdcpSduAirLossRateUl.sum = EstablnHoSuccNbr.sum

4| Release I

= RelActNbr.QCI
= RelActNbr.sum

Figure 2.5: Model of data that can be retrieved by an E-UTRAN MIB and be used to build
knowledge on the user experience/ satisfaction.

The next chapters of this dissertation include a) the expansion of research for
measurements related to other problems as well, e.g., energy efficiency, network
performance and stability, b) the identification of data that do not come from the
telecommunication area but can be exploited for enhancing the built knowledge of the
mechanisms, e.g., environmental and user data, ¢) the identification of appropriate

machine learning techniques with respect to each targeted problem, d) the design,
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building and evaluation of the knowledge building mechanisms, and e) the validation of
the "knowledge functional block for E-UTRAN" with respect to its functionality and its

compliance to network operators preferences.

51



PhD Dissertation Aimilia A. Bantouna

2.8 Chapter References

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

EMC2, “EMC Annual Report”, available at
http://www.emc.com/corporate/annual-report/big-
data.htm?cmp=bac_big_data_brand_forbesq22013 [last accessed: June 2013]

J. Manyika, M. Chui, J. Bughin, B. Brown, R. Dobbs, C. Roxburgh, A. Hung Byers,
“Big Data: The next frontier for innovation, competition, and productivity.”,
McKinsey Global Institute, May 2011, Online at
http://www.mckinsey.com/Insights/MGI/Research/Technology_and_Innovation/B
ig_data_The_next_frontier_for_innovation [last accessed: June 2013]

S. Lohr, “The Age of Big Data”, New York Times, February 11th, 2012, available
online at http://www.nytimes.com/2012/02/12/sunday-review/big-datas-impact-
in-the-world.html?_r=1 [last accessed: June 2013]

R. Riggio, F. D. Pellegrini, D. Miorandi, I. Chlamtac, “"A Knowledge Plane for
Wireless Mech Networks”, Ad-Hoc & Sensor Wireless Networks, Vol. 5, pp. 293-
311, 2007

“Practical autonomic computing: Roadmap to self managing technology,” IBM,
Tech. Rep., 2006.

European Telecommunications Standards Institute (ETSI) Group Specification
(GS) for Autonomic network engineering for the self-managing Future Internet
(AFI), “Autonomic network engineering for the self-managing Future Internet
(AFI); Generic Autonomic Network Architecture (An Architectural Reference
Model for Autonomic Networking, Cognitive Networking and Self-Management)”,
ETSI GS AFI 002 V1.1.1 (2013-04)

A. K. Jain, J. Mao, K. M. Mohiuddin, “Artificial Neural Networks: A Tutorial”,
Computer, pp. 31-44, 1996

A. Bantouna, K. Tsagkaris, V. Stavroulaki, P. Demestichas, G. Poulios, “Machine
Learning applied to Cognitive Communications”, Cognitive Communications:
Distributed Artificial Intelligence (DAI), Regulatory Policy & Economics,
Implementation. H. Zhang and D. Grace, J. Wiley and Sons, Ltd, Chichester, UK,
Print ISBN: 9781119951506 (Oct. 2012), Online ISBN: 9781118360316 (Jul.
2012), chapter 6, doi: 10.1002/9781118360316.ch6

52



PhD Dissertation Aimilia A. Bantouna

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

M. L. Krieg, “A Tutorial on Bayesian Belief Networks”, Department of Defense &
Technology Organization (DSTO) Electronics and Surveillance Research
Laboratory, 2001, available at
http://www.dsto.defence.gov.au/publications/2424/DSTO-TN-0403.pdf [last
accessed: July 2013]

R. S. Sutton, A.G. Barto, Reinforcement Learning: An Introduction, Adaptive
Computation and Machine Learning series, MIT Press (Bradford Book),
Cambridge, Mass., pp.322, ISBN 0-262-19398-1, 1998

P. Dayan, Ch. JCH Watkins, Reinforcement Learning, Encyclopedia of Cognitive
Science, in Press

L. Pack Kaelbling, M. L. Littman, and A. W. Moore, “Reinforcement Learning: A
Survey,” Journal of Artificial Intelligence, Research 4, pp. 237-285, 1996

T. Kohonen, Self-Organizing Maps, Series in Information Sciences, 2nd ed., vol.
30, Springer, Heidelberg, 1997

T. Kohonen, The Self-Organizing map, Elsevier, Neurocomputing 21 1-6 , 1998
Third Generation Partnership Project (3GPP) Technical Specification (TS), “Digital
cellular  telecommunications system (Phase 2+); Universal Mobile
Telecommunications System (UMTS); LTE; Vocabulary for 3GPP Specifications”,
3GPP TR 21.905 version 11.3.0 Release 11, 2013-1

Third Generation Partnership Project (3GPP) Technical Specification (TS), "Digital
cellular  telecommunications system (Phase 2+); Universal Mobile
Telecommunications System (UMTS); LTE; Telecommunication management;
Integration Reference Point (IRP) Concept and definitions”, 3GPP TS 32.150
version 11.2.0 Release 11, 2013-4

Third Generation Partnership Project (3GPP) Technical Specification (TS), “Digital
cellular  telecommunications system (Phase 2+); Universal Mobile
Telecommunications System (UMTS); LTE; Telecommunication management;
Integration Reference Point (IRP) overview and usage guide”, 3GPP TS 32.103
version 11.2.0 Release 11, 2013-4

Third Generation Partnership Project (3GPP) Technical Specification (TS), “Digital
cellular  telecommunications system (Phase 2+); Universal Mobile
Telecommunications System (UMTS); LTE; Telecommunication management;

53



PhD Dissertation Aimilia A. Bantouna

[19]

[20]

[21]

Performance Management (PM); Performance measurements; Definitions and
template”, 3GPP TS 32.404 version 11.0.0 Release 11, 2012-10

Third Generation Partnership Project (3GPP) Technical Specification (TS), “LTE;
Telecommunication management; Performance Management (PM); Performance
measurements Evolved Universal Terrestrial Radio Access Network (E-UTRAN)”,
3GPP TS 32.425 version 11.4.0 Release 11, 2013-1

Third Generation Partnership Project (3GPP) Technical Specification (TS), “LTE;
Evolved Universal Terrestrial Radio Access Network (E-UTRAN); S1 Application
Protocol (S1AP)”, 3GPP TS 36.413 version 11.3.0 Release 11, 2013-04

Third Generation Partnership Project (3GPP) Technical Specification (TS), “LTE;
Evolved Universal Terrestrial Radio Access (E-UTRA); Radio Resource Control
(RRC); Protocol specification”, 3GPP TS 36.331 version 11.3.0 Release 11, 2013-
04

54



PhD Dissertation Aimilia A. Bantouna

3 MACHINE LEARNING TECHNIQUES IN COGNITIVE
NETWORKS

3.1 Chapter Outline

Rapid evolution of technologies, especially in user terminals, produces vast amount of
data, which may refer to information related to a) services/ application, i.e. service data,
b) users, i.e. user data or c) networks, i.e. network data. As a result, network operators
frequently find it difficult to handle them in terms of adequately processing and
exploiting the information that they carry. Moreover, even in cases where data are
properly processed and the information they carry is well exploited, the large size of the

produced information and their disparity increases the complexity of the system.

On the other hand, cognitive radio systems offer the possibility of processing in an
automated way the raw network, service and user data and thus, developing elaborated
data in order to facilitate the exploitation of the necessary information from the
operators. In other words, cognitive radio systems offer suitable mechanisms for
building knowledge and delivering this knowledge in the form of elaborated data and/ or
alarms to network operators for better exploitation of the information. Additionally, they
are capable of relaxing the complexity of the system through their learning mechanisms.
In particular, machine learning mechanisms have proved to be very promising towards
both directions, i.e. relaxation of the complexity and increase of data usefulness and

thus, have attracted enough researchers.

In general, a machine learning mechanism is fed with raw data and returns patterns or
the requested knowledge/ information. For achieving this, the mechanism goes through
a process known as training which enables it to build its knowledge. Moreover, learning
mechanisms are divided into three basic categories, namely: a) the supervised learning
techniques, b) the unsupervised learning techniques and c) the reinforcement learning

techniques. These categories are distinguished according to training method they use,
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i.e., the use of the desired outcome and/ or an award during the training of the
algorithm. Specifically, the supervised learning techniques use the desired outcome in
order to guide the algorithm what the output should be with respect to the input. The
reinforcement learning techniques “award” the system when it comes up with the
correct answer during their training. Finally, the unsupervised learning techniques use
neither the desired output nor an award during their training. On the contrary, they are
able to identify the patterns of the data and exploit them in order to conclude the
output.

The chapter describes some representative examples of machine learning techniques

and their mathematical models.

The keywords of this chapter are: supervised, unsupervised, machine learning, training

and knowledge building.

3.2 Bayesian Statistics

Bayesian statistics are used to estimate future states based on the past input, in case of
CRSs where the future behaviour of networks is based on collected measurements. The
objective is to estimate the future state using the observations up to the current state.
This estimation is modelled as a Probability Density Function (PDF). Bayesian Networks
have been proven to be a valuable tool for encoding and learning the probabilistic
relationships, as they provide a simple yet effective approach to construct and handle
statistical models. A Bayesian network is a graphical model that depicts a set of

variables and their probabilistic interdependencies.

3.2.1 Overall cognitive process

In summary, the overall learning process evolves as follows. Observations are collected
and fed to the algorithm. Based on these observations, the conditional probabilities,
which provide an estimation of how probable it is that a specific under observation
parameter will reach a certain value, are updated. The next step is the update of the
PDF. The PDF offers a more aggregate estimation regarding the probability to achieve a

certain combination of observed parameters given a certain event.

56



PhD Dissertation Aimilia A. Bantouna

3.2.2 Fundamental elements leading to knowledge

Conditional probabilities. The fundamental elements on which the knowledge can be

based, are conditional probabilities that have the form Pr[Vj =ri|N :i} , Where re

R; denotes the k-th reference value for the j-th observed parameter when the event i is
considered. These conditional probabilities express the likelihood that the j-th parameter
will be equal to the reference value r; , given event i. Table 3.1 depicts the organization
of information, for an arbitrary event icCN. More specifically, Table 3.1 is known as a
Conditional Probability Table (CPT) and serves as a table where all conditional

probabilities for a possible event i are gathered. In such table, each row corresponds to

one of the observed parameters and each column to one of the reference values.

Probability density function. The following PDF can be defined by:

M
e =i]- PtV =7 [N =i] (3.1)
s
where ieCN, ~ , rf e XR (j= 1,..,M), and k is an integer taking value from 1 to
[Rij|.
The sum of the f(° values, overall ~ and ieCN, is one. The Pr[N =i]

probabilities show the volume of information existing for event i. The sum of the
Pr[ N =i] quantities, over all ieCN, is 1.
Knowledge. The PDF f(~ expresses the knowledge in an aggregate manner on how

probable it is that event i will achieve the combination of selected parameters indicated

by the vector” . Therefore, the f(°” contributes to increasing the reliability of the

algorithm, since it can take into account the knowledge expressed through the

probability associated with the . vector.

3.2.3 Update of the conditional probabilities

This sub-section describes the method for updating the conditional probabilities

Pr[Vj:r; | N=i] (which appear in the right end of Equation (3.1), according to
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approaches suggested in [3][4][5] and in a similar manner to that followed in [2],
[6][7]1[8].

Table 3.1: Organisation of the basic information elements (for arbitrary network i) on

which the cognitive mechanisms are based

Parameter Reference Value
7 yh
1
PR[K211|NZZ] PR[V;:;;;‘UV:I]
]
PRIV, =1, | N =i] PRIV, =1} | N =i]
Tine Tine
M
PRV, =1, | N =i] PRIV, =r", | N =i]

It is assumed that observations are collected for each of the events in the candidate
events set CN. So, the Pr[N =i] quantities can be taken equal to the number of

collected observations for event i, divided by the total number of observations.

The update of the conditional probabilities Pr[V :r; | N =i] can take into account the

“distance” of measurements from reference values. Let us assume that the most recent
observation indicates that event i can achieve a value of Vj regarding the j-th

parameter. Let dif; be the difference between the maximum and the minimum reference

58



PhD Dissertation Aimilia A. Bantouna

value in the set of reference values R;. Then, for each reference value, ;;.’.‘ e R, there

ij A4
can be a correction factor, cor; =1-(|7 Vi, |/dif,), where 0<cor; <1. A correction

value close to one means that the reference value and measured value are close, and

thus, the corresponding conditional probability value should be reinforced accordingly.

The opposite holds, if cor;‘ is close to zero. The new value of a conditional probability,
PrlV; =7;.j’.‘ | N =i], can be obtained as the product of the value of the old value, the

correction factor co;;f, and a normalization factor nfj.

The normalization factor nfj; in this case is used to ensure that the updated values of all
conditional probabilities for a certain parameter given a specific event will sum up to
one. Moreover, in order to ensure adaptability to new conditions, the conditional
probabilities are prohibited from falling below a certain threshold, pmin. Implicitly, this
also means that the conditional probabilities are not allowed to exceed a certain

threshold, p,. =1-(R;|-D-p,, - In summary, the update strategy includes: (i)

collection of measurements; (ii) computation of the correction factors, of the
normalization factor, and of the new values of the conditional probabilities; (iii) the L
probabilities that may fall below pni, are set equal to the threshold; (iv) the remaining
probabilities that have not fallen below the pni, threshold are equally reduced so as to

sum to (1-L- p,...). After the update of the conditional probabilities values, the update

of the PDF follows. This is realised through the use of Equation (3.1).

3.3 Supervised Neural Networks (NNs)

NN is an artificial mechanism which attempts to adopt the way human neurons
interwork in human bodies. As such, they consist of nheurons which are interconnected to
each other in a common programming structure. This kind of mechanisms prove to
successfully address narrowly defined problems such as problems related to pattern
(speech/image) recognition, time-series prediction and modelling, function
approximation, classification, adaptive control and other areas.

To begin with, the structure of the neurons is divided into three parts: a) the input layer,
b) the output layer, and c) the intermediate part that may consist of one or more hidden
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layers (upper part of Figure 3.1). In particular, neurons of the input layer are
responsible for receiving data from the external environment of the NN. The output
layer’s role involves the transmition of the results of the NN towards the external

environment/ user. And the last part is the one that basically processes the data.

Based on their topology, NNs can be divided into two basic (non exhaustive) types: a)
the feed-forward NNs and b) the recurrent NNs. In feed-forward NNs, data enters the
NN through the input layer, and passes from layer to layer until they reach the output
layer. Some classical examples of this type are the Perceptron [9] and Adaline [10]. The
recurrent NNs are further equipped with connections that originate from the output of
the neuron and feed neurons of the same or previous layers giving a sense of history
and awareness of events from previous time steps. Typical examples of this type have

been presented by Elman [11] and Hopfield [12].

Hidden Layer(s)

Input Layer
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I

|

|
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Figure 3.1: Typical neural network structure [1]

For processing data, the activation function F, in (3.2) is used so as to update the
output of neuron k, y ' (see also the lower part of Figure 3.1). In this function, weight
wj, stands for the weight carried by the connection between neurons j and k in terms of
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the effect that the signal of the former has on the latter. Moreover, y, designates the
output of the neuron, known as state of activation, and by represents inputs of neuron k

by external sources a.k.a bias offset.

v =F . w,»,+b) (3.2)
J

Focusing on the inputs coming from neighbours of different layers wyy;, some sort of
threshold functions can also be used. Some types of such functions are summarized
hereafter in Equations (3.3)-(3.7):

-1 if x<0
= sign function Fwyy)=70 if x=0 (3.3)
1 if x>0
= linear function F(w,y;)=aw,y,+b (3.4)
i S : 1
logistic-sigmoid transfer F(w,,)= L (3.5)
function (logsig) I+e
= hyperbolic tangent sigmoid 2
F}{(ijyj)zm—l (3-6)

transfer function (tansig)

. I(I;S?;ntr: e Felwuy)) =wuy; (3.7)
For building the desired knowledge, neural networks need to be trained, i.e., need to
adjust the weights wj, of the connections between all possible combinations of neurons
(j,k), so as to produce the desired output when a particular input is considered. Towards
this direction, the selected NN is fed with an input and is left to calculate its output. As
soon as the output is produced, it is compared to the desired output. The error between
the two values is then split in error values (one per connection) which in the sequel are
back propagated from the output layer to the neurons of the hidden layers.
Thereinafter, neurons proceed to the respective changes in order to minimize the error
between the produced and the desired output. The training (or learning) procedure ends

when the weights on the connections between neurons are properly adjusted so as to
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encode the actual knowledge of the NN, leaving the NN capable of being used for the
purpose that is initially set up for. It is worth mentioning at this point that caution is
needed when training the NN so that the latter not to be overtrained, i.e., not to learn
features of the pattern that apply only to the training data set and prevent the NN from
applying successfully the pattern to other data. By the term “training data sets”, we
refer to those sets of data that are used for the training in the first place. The above
mentioned undesired phenomenon would eventually result in a NN that would not be
able to generalize well.

3.4 Self-Organizing Maps (SOMs): an unsupervised neural

network

SOM is an unsupervised learning technique that is based on neural networks and was
introduced by T. Kohonen in [13], while a short overview of its theory foundation can
also be found in [14] and [15].

In particular, SOM has two very interesting attributes that make it very attractive for
data mining and classification problems, i.e., the ability of depicting multi-dimensional
data in 2D maps and the ability of depicting similar data close to each other. Due to
these two attributes, SOM has widely been used for many different applications in
science fields. More specifically, authors in [16] exploit the classification provided by
SOM for distinguishing samples of illicit drugs and categorizing them among six specific
types (methyl ephedrine hydrochloride, cocaine hydrochloride, ephedrine hydrochloride,
methadone hydrochloride, pseudo ephedrine hydrochloride and narceine hydrochloride),
while [17] presents an application of the technique for analysing chemicals. Researches
using this technique have also focused on document collections [18], speech recognition
[19], identification of a cancer cell gene [20], hematopoietic differentiation [21] and
manipulation of security threats [22]. Further initiatives and applications of this
technique in many science fields can also be found in [23].

In general, as also imposed by its name, SOM is a 2D map that comprises of rectangular
or hexagonal cells ordered on a regular grid. For the representation of the multi-
dimensional data on this grid, a training process is required. In particular, the data is
inserted in the training process as data samples, each weight of which refers to another
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dimension of the data. It is worth mentioning at this point that the data samples may
enter the process in two different ways, i.e., one by one or in parallel, resulting in two
training algorithms, i.e., the sequential and the batch training algorithm respectively.
The difference between the two algorithms originates from the way of the entrance of
the data samples and extends to the sequential or parallel processing of the data
samples during the whole training process making the batch training algorithm faster.

Furthermore, the training of the map involves the comparison of each vector (data
sample) to the vector of each cell. The cell whose vector is the most similar to the data
sample is called Best Matching Unit (BMU) and its vector is finally adjusted so as to
become more similar to the data sample. According to the technique, apart from the
vector of BMU, the vectors of a neighbourhood around BMU may also be adjusted
according to the data sample. The adjustment or not of the neighbourhood, the way of
the adjustment and the respective neighbourhood are set by the user through a function
known as neighbourhood function. Figure 3.2 depicts the training process which results
in the ordered SOM, where the more similar the data of the cells, the closest the cells to
each other. In this term, the created map represents the similarity of the data and their
classification. Further details, and the respective mathematical foundation of both the
sequential and the batch training algorithms, can be found in the following paragraphs

of this section.

To sum up, the steps of the training of the map are depicted in Figure 3.3 and are as
follows: (1) the map is initialized, i.e., each of its elements/cells is represented by a
vector that is comprised of as many components as the dimensions of the data; (2) each
data sample is also expressed as a vector with weights that are equal to the values of
the dimensions of the data sample and is mapped on the cell whose vector is closest to
it when using Euclidean distance; (3) the most important part is that the vectors of the
data that are inserted into the training process of the map, also influence the weights of
the map (cells) vectors as to adjust them closer to their weights; (4) the end of the
training process finds the map complemented with the multi-dimensional data and split
into clusters since the distance between the data samples is now represented by the
distance between the cells of the map.
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Figure 3.2: The inserted data sample x affects its BMU and its neighbourhood. The solid
and dash-doted lines correspond to the situation before and after the input of the data
sample [15]

After the first introduction of SOM from Kohonen, there have been different approaches
attempting to enhance the basic algorithm by enforcing its flexibility. Some such
examples are the Growing SOM [24] which enables the map to adjust its size according
to its need for better organizing the data samples, the Parameterless SOM [25] that
provides flexibility in terms of the neighbourhood around the BMU that will be affected
by eliminating it from the predefined by the user variables, and the Hierarchical SOM
[26] that grows in interacting layers and hybrids of the above described [27][28].

3.4.1 Sequential Training Algorithm

In the sequential training algorithm, every data sample enters the process by its own
(sequentially) making the algorithm iterative. Each iteration t starts when a data sample
X is inserted, and ends when the training of the map that is caused by the data sample x
has finished. As already mentioned above, the training of the map involves the insertion
of the data sample X, the identification of its BMU c and the update of the vectors of the
BMU m, and of the neighbouring cells m;. For achieving this, the distance of each data
sample x from each vector of the SOM m; is calculated. The minimum distance refers to
the BMU c of the data sample x, i.e., the cell whose vector m. is closest to the data

64



PhD Dissertation Aimilia A. Bantouna

sample x. The corresponding equation of the above described process is the following
(Equation (3.8)):

| x(¢)—m, (¢) 1< x(2)—m, ()| (3.8)
where ||.|| stands for the Euclidean Distance.
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Figure 3.3: Overview of the SOM technique

The identification of the BMU c is followed by the adjustment of its vector (and often of
the vectors of neighbouring cells) so as the weights of m. to become more similar to the
weights of x. In particular, m. and the vectors of the neighbouring cell m; are updated

according to Equation (3.9):
m (t+1) =m,(t)+a (1) h, (O[x()—m,(1)] (3.9)

where a(t) is the learning rate factor which is responsible to tell how much each cell will
be influenced by the specific data sample x(t), and h¢(t) is the neighbourhood function.

The four functions that may be used for calculating h(t) are functions (3.10) - (3.13):
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» Bubble: h.()=Il(o,—-d) (3.10)
= Gaussian: h () =e % (3.11)
= Cutgauss: )
Y ho(t) =7 10, ~d,) (3.12)
= Ep:
P h,,(t) = max{0,1- (o, —d,,)*} (3.13)

where o; is the radius of the neighbourhood, i.e., corresponds to the number of the

cells that will be influenced by the data sample x, d,, =||~. —r, || is the distance between
the cells m. and m;, and I(x) is the step of the function: /(x)=0 if x<0 and /(x)=1 if
x20.

Accordingly, factor a(t) can be calculated with respect to the next three different
functions (3.14) - (3.16):

= Linear function: a()=a,(1-t/T) (3.14)
= Power function:  a(t) = a,(0.005/a,)"" (3.15)
= Inv function: a(t)=a,/(1+100¢/T) (3.16)

where T is a constant variable, called training length and a, is also a constant variable,

known as initial learning rate.

3.4.2 Batch Training Algorithm

Batch training algorithm is also iterative. However, when this algorithm is applied, all
data samples are inserted and presented to the map simultaneously before any
adjustment is made. In each training step t, data samples are mapped according to the
Voronoi regions of the map weight vectors, thus they are mapped to the cells whose
weight vectors are closest to them. The new vector of each cell m; is given by the

following relation (3.17):
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ihic (t)xj
m(t+)=""—— (3.17)

2 (@)

Where ¢ =argmin, {||x, —m, ||} denotes the BMU of data sample x; and hi(t) is the

neighbourhood function. As well as in the sequential training algorithm, it can also be
computed by formulas (3.10) - (3.13).

An alternative approach can also be followed. In particular, the new vectors of the cells
can be calculated by Equation (3.18) after having calculated the sum of the vectors of

each Voronoi region of the map by Equation (3.19).

i h, (0)s (1)

m,(t+1) =L (3.18)
Z n"i hlff (t)
Jj=1
5= x, (3.19)
Jj=1

In the above Equations (3.18) - (3.19), m denotes the number of cells of the map and
ny; is the number of the mapped to the cell i data samples.

3.5 Reinforcement Learning

Reinforcement Learning (RL) in general mimics the way that animals learn how to
optimize their behaviours when punishments and rewards of their actions apply. In

particular, RL algorithms follow the next three phases:

a. Observation of their environment and identification of the current state. During
this phase, the system observes its environment and decides the type of
information that is needed for describing better its current state with respect to
the optimization problem. As soon as the type of the needed information has
been identified, the system collects the specific data that describes the current

state, in terms of context and circumstances.
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b. The system acts. In this phase, a decision has been reached and executed
making the system to move towards its new state. In cases where the system is
already familiar with what should be done, i.e., which action will be rewarded
and which will not, the action is selected in order to lead to a reward. On the
contrary, if the system is still “young”, the actions are selected arbitrarily. For
training the system well, different actions should be performed under the same
conditions (state) so as to have as much feedback as possible for their
correctness or not.

C. Evaluation of the action. At this point the system receives an evaluation of the
taken action in terms of an immediate numeric payoff. This payoff stands for
punishment if it is a negative number or for reward if the number is positive. It is
important here to clarify that this payoff is subjective since it depends on the

experience and the prior knowledge of the latter.

The final target of the RL is to maximize either the long term or the average sum of

these payoffs.

Moving from theory to mathematical formulation, there are two mathematical models
leading to two different, yet similar, learning techniques. The two respective learning
techniques are known as: a) Actor critic learning and b) Q-learning. Although both
techniques in practice are found to work well, the circumstances and a solution which
they converge to, i.e., the action with the better reward, are known only for the second
one. Thus, here we focus on this technique, i.e., Q-learning. During the learning
process, the system at time t identifies its current state s(t) and decides its action a(t).
As a result of this action, the system receives the respective payoff r(s(t)a(t)).
Moreover, the system moves to the next state through a transition distribution P,(a)
which reveals the probability of the system to move from state x to state y when action
a is applied. Given this context, the target of RL is transformed to the maximization of
(3.20).

t=0

Q(sm,a(z))=<i7fr<s(z),a(z»> (3.20)

68



PhD Dissertation Aimilia A. Bantouna

where Q(s(t),a(t)) gives the quality of the combination of state s(t) with the action a(t),

symbol < >” refers to the average value and 0<y<1 stands for discount factor. The

latter represents the weight of the payoff and is closely related to the time passed from
the payoff, i.e., the larger y designates that the more distant payoffs are more

important.

During this process, Q(s(t),a(t)) keeps being updated though (3.21) until it reaches its
optimal value, i.e., until it reaches its maximum value. In this function, € denotes the

learning rate of the system.
Q(s(@), a(1)) = O(s(@),a(®)) + elr(0) + y max O(s(t +1),6) = O(s(1), a(®))] (3.21)

Finally, the most appropriate action, i.e., the policy p that dictates the next action of the

system, can be calculated through Equation (3.22)
p(s)=argmax  {O(s,a)} (3.22)

Further information and details with respect to this technique can also be found in [29],
[30] and [31].
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4 KNOWLEDGE BUILDING MECHANISMS FOR ESTIMATING
NETWORK CAPABILITIES

4.1 Chapter Outline

The aim of this chapter is to present a knowledge building mechanism that estimates
network capabilities and to provide comparative studies of such mechanisms which

however are based on different machine learning techniques.

The term “network capabilities” refers to what the network is capable of, i.e., the main
features of a network such as the QoS, its range, its location, its type (GSM, UMTS), etc.
In this study, the term refers explicitly to the QoS that the network may offer.
Consequently, QoS may also refer to more than one parameter, such as the bitrate, the
jitter, the delay, the bit error rate and the throughput of the network. In this case, QoS
is mentioned in terms of achievable bitrate. Summarizing, the scope of this case is to
estimate network capabilities in terms of QoS, expressed in bitrate, based on current
network measurements and context. It is worth mentioning at this point that by network
measurements, measurements that refer to parameters holding information related to
the network identity, its Radio Access Technology (RAT), its configuration, its Received
Signal Strength Identifier (RSSI) and its traffic, in terms of packets or Bytes, are
considered. Moreover, context refers to those parameters that hold information such as

time, location and the environmental conditions.

The keywords of this chapter are: CRS, Cognition Cycle, Unsupervised Learning, SOMs

4.2 Problem Statement

The focus of this study is placed on using SOMs in order to assist CRSs to choose among
the different candidate radio configurations to operate with, by taking into account the
predictions of the bitrate that can be achieved. Actually, this study comprises a
significant extension, in terms of scenarios and comparative analysis, of the work that

was presented in [5]. A summary of the results in [5] is given in sub-section 4.4.1. This
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study extends this work by introducing scenarios that consider pre-processing of the
data (sections 4.4.2 and 4.4.3) used for training. Moreover, the results of the new
extended scenarios are compared to those of [5] in sub-section 4.4.4. Finally, a
comparison between the results of this research and the respective results of a similar
research that exploits supervised NN-based learning techniques is given in section 4.5 as

well.

This study examines the possibility of connecting parameters observed while tuning at a
specific configuration, such as RSSI, errors (input and output), packets (received and
sent) and bytes (received and sent) with one QoS metric i.e. the achievable data rate, in
order to predict it. This is done by using the unsupervised training technique provided
by SOM. However, SOM is a technique for the representation and classification of

multidimensional data into 2D maps. So how could it be useful in this case?

According to SOM basics (see also section 3.4), this technique is able to categorize
multidimensional data samples, as long as their vectors have the same dimensions
(number of used variables per data sample) and the same type of variables (used
parameters for creating the data samples), and to organize them according to their
similarity. The analysis of the experimentation below (sub-section 4.3) presents how a
different case, i.e. a case where the number of used parameters in the data sample
differs, can be treated. More precisely, the algorithm has the ability to ignore variables
of the data sample that do not have any value, i.e., missing values, during the

calculation of the distances.

Moreover, it is worth clarifying here that the proposed method offers flexibility towards
differentiating the number and the type of the parameters without demanding its
redesign. This can be done by easily changing the number and/ or the type of the
parameters that comprise the data samples which train the SOM at the first place (more
information regarding this is also available at the next section, i.e. sub-section 4.3 —
experimentation setup). In any case, the parameters that will be used for estimating
the bit rate obtained with the specific configuration have to be the same with the
parameters that are used during the training of the map.

Based on the attribute of SOM to classify multidimensional data into 2D maps, the

method was set to formulate a number of different groups (clusters). Specializing the
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above in this case study the role of the multidimensional data is played by the data
samples whose variables may be the RSSI, the input and output errors, the received and
sent packets and the received and sent bytes. As a result, data samples, whose values
of the participating variables are similar, get organized together. The data samples/
nodes of each cluster are selected according to the respective achieved raw data rate,
given the values of the observed variables during the configuration under question. Note
that the measured raw data rate is selected to be inserted into the system for
distinguishing the data samples (labelling), but not for participating in the formulation of
the map. Accordingly, each cluster contains data with the same measured raw bitrate.
The proposal of this study is based on the fact that if there is a new data entry, which
consists of the same variables and if the SOM theory is applied, then it is depicted on
the map as part of an existing cluster. Accordingly, this data sample is expected to be
similar to the other participants of the cluster and to exhibit the same raw bitrate. Thus,
in this case study, the unknown raw data rate of a new data sample is expected to be
equal to the bitrate of the data samples used for creating the corresponding cluster in
the first place. With respect to this methodology, the achieved bitrate of a configuration
can be predicted based on the values of RSSI, errors (input and output), packets

(received and sent) and bytes (received and sent).

Last but not least, a major contribution of this work is the actual implementation, testing
and performance evaluation of the proposed method and its respective comparison with
the results of other learning-based methods. The remaining sub-sections are completely
devoted to the description of the setup of the experimentation part, of the conducted

scenarios and test cases and eventually of the obtained results.

4.3 Experimentation setup

In order to validate the proposed learning method, commercial off-the-shelf hardware
and software products were used and extended. More specifically, the data used for the
test cases have been obtained from measurements that took place in a real working
environment within our university premises. Particularly, a laptop equipped with an Intel
3945ABG Wireless card has been used for measuring the maximum achievable raw
transmission data rate (bitrate), the link quality and the signal strength in user
predefined time intervals. The laptop has been setup with a Debian OS running on a
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2.6.18 kernel and using the ipw3945 driver. The wireless access point (AP) used was a
Linksys Wireless-G broadband router (model WRT54GS) which was able to operate in
both IEEE 802.11 b/g standard modes. This actually comprised the radio configuration
(it can be seen as one single configuration given that the operating carrier frequency is
the same i.e. 2.4GHz in both modes), the capabilities of which need to be discovered-
evaluated. The data collection lasted for 7 days and the applications used during that
period included peer-to-peer (P2P) file sharing, web browsing and file transfer protocol
(ftp).

To begin with, the obtained measurements were used to create different data files. Each
file, the format of which is depicted in Figure 4.1, was used as input for the training of
the SOM and comprises different combinations of the considered parameters. In
particular, each column, apart from the last one, refers to a different observed
parameter/ variable of the data sample, while each row corresponds to one different
data sample (see Figure 4.1). Finally, the last column of the data file is the measured
value of the corresponding bitrate. The latter was used during the experiments for two
reasons: a) for distinguishing and organizing into groups the data samples which have
the same bitrate and b) for evaluating the technique by comparing the predictions of the

method with the real/ measured values.

In the sequel, the created data file(s) and SOM toolbox v.2 of MATLAB [1] were used to
train the SOM. The training of SOM demands first of all the insertion of the data, i.e. the
loading of the corresponding data file with respect to each test case. Secondly, it is
needed to define variables, which concern the topology of the SOM. These variables are:
a) the map size, b) the lattice (local lattice structure) and c) the global map shape. The
map size refers to the number of the neurons of the SOM. According to Céréghino in [6],
“the number of output neurons in @ SOM can be selected using the heuristic rule
suggested by Vesanto et al. in [1], and applied in [7] in a study of diatom communities:

the optimal number of map units is close to 5~\/;, where n is the number of training
samples (sample vectors). In this case, the two largest eigenvalues of the training data
are first calculated, then the ratio between side lengths of the map grid is set to the

ratio between the two maximum eigenvalues. The actual side lengths are finally set so
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that their product is close to the number of map units determined according to Vesanto

et al.’s rule”.

1L, S

2 #n R3SI IFPETS OPETS IBE¥TEZ OEBEYTES

3 -69 (=1=3 1a&80 F1z06 545424 45
4 -7l g1z 1540 2ge00 TT4ITE 36
5 -7z gal 1aS0 303485 d45424 36
f =73 gz0 1540 28864 TT49Ys 36
7 -7z S04 1536 28336 TTZTE6 45
B =73 756 1404 2/55885 TO06ee96 43
9 =73 603 11z0 21376 ae3ele 36
10 -7l 650 1330 23976 6e2294 45
11 -69 245 1521 33416 915876 54
12 =70 794 1540 23006 TT4372 54
13 =71 QZZ 16356 32454 45773 54
14 -7z Tlz 1394 25078 TO04170 0 36
15 -7z 545 1609 29545 510195 36
la =74 A 1471 27154 TIi9T46 36
17 =74 693 162 24510 6341534 36
15 = 514 994 15110 493626 Z4
19 -7a 558 9S4 19562 493626 45
20 =75 S66 994 13326 423626 43
21 =76 546 994 19166 493626 36

Figure 4.1: Matlab Data File: Each line is a data sample and each column is a different
parameter of the configuration. The last column refers to the bitrate which was used as

label.

The lattice structure refers to the shape that each neuron has on the SOM and can be
“hexagonal” or “rectangular” [1]. Finally, the shape refers to the global map shape and
may be “sheet”, “cylinder” or “toroid” [1]. The above process, during which the topology
of SOM is set, is called initialization. Having the initialization being completed, and after
the selection of the training algorithm (batch or sequential) and the values of its
respective parameters, the training of the SOM can take place. The parameters of the
batch and the sequential training algorithms and their possible values are depicted in
Table 4.1 and Table 4.2, respectively. As it is observed in the tables, both training
algorithms are divided in two phases: a) the rough phase where the initial learning rate
and the neighbourhood radius are relatively large and b) the fine-tuning phase where

the initial learning rate and the neighbourhood radius are small from the beginning. As a
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result, during the first phase the map is approximately shaped while during the second

one it is fine-tuned.

Table 4.1: Parameters of batch training algorithm

Neighbourhood h Bubble / Gaussian / Cutgauss / Ep

function U

positive integer number or zero, radius of neighbourhood

LAl G(t) during the first iteration of the phase expressed in cells

positive integer number or zero, radius of neighbourhood

AL G(t) during the last iteration phase expressed in cells

o positive integer number, number of iterations of the
Training length T algorithm expressed in epochs

Rough phase /
Fine-tuning Phase

Table 4.2: Parameters of sequential training algorithm

Neighbourhood Function ha Bubble / Gaussian / Cutgauss / Ep
Length type (type of

measurement of training Epochs / Samples

length)

Learning function a(t) Linear / Power / Inv

positive integer number or zero, radius of
Initial radius a(t) neighbourhood at the beginning of the phase,
expressed in cells

positive integer number or zero, radius of
Final radius a(t) neighbourhood at the end of the phase,
expressed in cells

positive integer number, number of iterations of
Training length T the algorithm (in case of epochs) or number of
data samples (in case of samples)

Initial alpha (initial

. a, Real number
learning rate)

Rough phase / Fine-tuning Phase

It must be also noted here that the MATLAB SOM toolbox uses slightly modified versions
for both the sequential and batch training algorithms presented in sub-section 3.4 [1].
In particular and considering the sequential case first, the computations in equations
(3.8) and (3.9) above are slightly modified due to the fact that there may be some
missing values of the variables of a data sample or the selected mask may dictate
something different. In particular, the distance calculation in equation (3.8) transforms

into the next equation:
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||x—m||2 = Zwk (x, —m, )2 (4.1)

keK

where K denotes the set of known (not missing) variables of sample vector X, x,x and my

are k-th components of the sample and weight vectors wy is the k-th mask value.

Moreover, equation (4.2) transforms into the next equation:

m,(t+1) =m,(t)+a (1) h (O[x(t)—m,(1)] (4.2)

s
26(2) | 26i) i
asi2) | a82) | 50 @ i

381

Figure 4.2: Labelled SOM when using the FREQ version

Considering the batch training algorithm, the training is executed using the alternative
way i.e., the calculation of the new weights of the vectors follow the calculation of the

sum of the vectors in each Voronoi region of the map. Moreover, as well as in the case
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of sequential training algorithm, the missing values are ignored during the distance

calculation.

Furthermore, an essential step prior to training the SOM was the decision upon the
normalization of the data. Three different scenarios were examined and test cases were
setup according to criteria related to normalization. Specifically, the first scenario
referred to data that had not been normalized; the second one referred to data that had
been normalized to [0, 1] and the last scenario referred to data whose variance had
been normalized to [0, 1]. So, after the normalization (or not) of the data with respect

to the scenario, the latter were used for training a SOM map.

For facilitating the analysis, SOM toolbox offers the ability to use labels for distinguishing
the category of the data samples. In this case, the category of the data samples was set
to designate the bitrate that was related to the data sample (four predefined values, i.e.,
24, 36, 48 and 54 Mbps). Thus, each label corresponded to the measured value of the
bitrate for the mapped data sample. However, the fact that more than one data samples
may have the same BMU (m,) results in the fact that each cell of the map may have
more than one labels appearing more than once. As SOM toolbox offers enough
different ways for labelling the map, three of them were used ending up with three
different versions of the method / algorithm. The first way (VOTE) is to put on each cell
only the most frequently appearing label, the second one (ADD1) is to put all labels
while the third one (FREQ) is to put all labels, like in case of ADD1, but in descending
order with respect to their appearance frequency and followed by the number of

appearances.

At this point, the output of the algorithm is a labelled SOM map, like the one in Figure
4.2, where hexagonal cells are used. This map should not be confused with the used
wireless network topology. On the contrary, it could be part of the information carried in
the wireless AP of the used topology. Based on this map/ information the program may
represent a new data sample on the map but cannot predict its bitrate. In order to train
the program how to predict the bitrate of a data sample, the above described
visualization needed to be transformed into mathematical functions. The transformation
was realized as follows: according to the ability of SOM technique to depict similar data
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in adjacent cells, cells which were marked with the same bitrate were expected to form
a cluster. The centre of each cluster was calculated by the equations

x= Zn:w,.x[/n (4.3)
and
y=2wy/n (4.4)

where n is the number of cells which belong to the cluster, x; and y; are the co-
ordinates of the cell i and w; is the weight with which the cell i participates into the
calculation. In the first two versions (VOTE, ADD1) w; is always set equal to 1 while in

the last version (FREQ), w; is calculated by function 4.5:

w =/ (4.5)

where k is the number of instances with the specific bitrate in the cell i and r is the total
number of instances of cell i, i.e., the sum of the instances of all bitrates of the cell. It
must be noted here that this method is limited to data that their raw bitrate varies
between 24, 36, 48 and 54 Mbps, respectively, and thus the created clusters that were
formed were only four, one for each of those possible bitrates.

In order to define the bitrate of a data sample, the cluster in which the BMU of the data
sample belonged to was required. The BMU was set to belong to the cluster with the
closest centre when using the Euclidean distance. As a result, the bitrate of the data
sample will be the one that represents the cluster. At this point, each data sample has a
prediction of its corresponding bitrate. This prediction is to be compared to the real
measured value of the bitrate, which is part (last column) of the data file used to insert
the data samples into the system, for evaluating the method and reaching conclusions.
Results from executing various test cases during this evaluation showed a satisfying
ability of the method in correctly predicting the bitrate of the data samples as will be

revealed in sub-section 4.4.
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4.4 Test Cases and Results

As already stated, three different scenarios were set up differing in the type of
normalization used. Moreover, in each scenario, a number of test cases that
corresponded to variations of input parameters of the proposed method were also set
up in order to validate the latter. In particular, the focus was placed on exploring the
following aspects: a) which is the best choice between the three labelling options (VOTE,
ADD1 and FREQ), i.e., the optimal way of calculating the centres of the clusters, b) what
variables of the data samples should be used, c¢) how many data samples are needed for
the training phase and d) what the training algorithm and the values of its parameters
should be. In addition, the metric used for evaluation and comparison reasons was the
percentage of the data samples the bitrate of which was predicted correctly (in a
boolean fashion). Obviously, the higher this percentage was, the better the combination
of the chosen input parameters. The different test cases for each of the three scenarios
are presented and compared to each other in the sequel.

4.4.1 Scenario 1 - No Normalization

4.4.1.1 Comparison of the Labelling Versions

Having analyzed the three versions, their comparison was required so as the best one
according to their results to be used. As mentioned in section 4.3, the VOTE version
uses only the most frequently appearing label when calculating the centres of the
clusters. In this case, it is possible that a label disappears in the created SOM even if it
has been used as label within a data sample. For example, if the context that is
described by the data samples which have the label 24 Mbps is mapped on cells on
which context described by data samples with different labels (36, 48 and 54) has also
been mapped with more instances per label than the instances of label 24, then the
most frequent label will dominate in this cell. In the case that, this happens for all data
samples with the label ‘24’, then this label will not appear on the map. Generalizing this
example (with no loss of information), labels with fewer instances will not appear in the
created SOM. This causes the elimination of one or more labels and thus the centre of
this (these) label(s) won't be calculated. Consequently, cluster(s) that correspond to this

(these) label(s) will cease to exist. Moreover, the algorithm will terminate a little after
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the calculation of the centres as according to the method, the under question data
sample is expected to select among four clusters with respect to its distance from the
four centres, not less. Finally, even if the algorithm didn't stop, the data, which would be
used for the evaluation of the method and would belong to the eliminated cluster(s),
would have been correlated with a wrong cluster and label and thus the prediction of
the bitrate would be definitely wrong.

Trying to find a solution to the existing problem of VOTE version, ADD1 version was
created. In ADD1 version, all possible labels of each cell participate equally and
independently of their instances. Both versions were executed using the same data files
and the same training parameters. Numerous tests that compare the two versions were
performed but for brevity reasons only two indicative examples of them are presented
hereafter. Their results are also depicted in Table 4.3. The first example targets at
demonstrating the inefficiency of the VOTE version to give results in some test cases
and involves the execution of both versions using the data file corresponding to the 3rd
row in Table 4.4. When using the VOTE version, the centre of the cluster with
label/bitrate equal to 24 was (NaN, NaN), which meant that this cluster ceased to exist
and the process terminated reporting an error as there was no centre calculated for the
cluster with bitrate equal to 24. On the other hand, when using the ADD1 version, there
was one centre for each cluster (24, 36, 48 and 54) and the process resulted with no

matlab error in a percentage of correct predictions equal to 52.2%.
Table 4.3: Comparison of the labelling versions for scenario 1

Percentage of correct predictions

Data File

VOTE version ADD1 version FREQ version
1 58.100% 56.800% 64.300%
3 - 52.200% 71.400%

The scope of the second example is to present and compare the two versions when both
of them give results. Thus, continuing with the second example both versions were also
executed using the 1st data file (see Table 4.4). In this test case both versions ended
successfully giving results equal to 58.1% and 56.8% of correct predictions for VOTE
and ADDL1 versions, respectively. Summarizing the above test cases, their result led to
the conclusion that ADD1 version solved the problem of VOTE version but, in cases
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where the latter worked properly, ADD1 version had lower percentage of correct
predictions. As a result, when both versions manage to provide results, VOTE version
performs better than ADD1 version (see also Table 4.3). However, in both cases, the

correctness of predictions did not appear to be very promising.

The above conclusion led us in the creation of FREQ version, which is kind of a hybrid
version of the first two. In particular, FREQ version uses all labels of the cells (like ADD1
version does) but contrarily to ADD1 version, labels participate in the calculation of the
centres of the clusters unequally, as a weighted average of their frequency. As a result,
FREQ version is expected to being able of creating all centres of the four pre-defined
clusters, thus always giving results, but also of treating the labels with respect to their
appearances/ frequency and not equally. Having created this version, all that was left to
be done was its comparison with the first two. In order to present two indicative
examples, the 3rd and the 1st data files of Table 4.4 were used for the execution of this
version as well. The result of FREQ version, equal to 71.4% when using the 3rd data file
and 64.3% when using the 1st data file, was better (with higher percentage of correct
predictions of the bitrate) than both the VOTE and the ADD1 versions (Table 4.3).
Comparing all the results of Table 4.3, which are only indicative examples of the
numerous tests that have been performed, FREQ version proved to give better results in
all cases and thus it was selected to be used in the rest of the test cases of this scenario

of normalization.

4.4.1.2 Selection of the Variables of Data Samples

The next step in this scenario concerned the variables of the data samples that suit
better for predicting the bitrate. In order to do so, many different cases were created.
The used version for labelling and calculating the centres of the clusters was FREQ in all
test cases. Moreover, the training parameters were kept same as in the tests of sub-
section 4.4.1.1. These cases used different data files for both training and evaluation
phases. The difference between them lied in the number and the type of the variables of

the data samples.

At the created cases there were 8 variables of a data sample that were used in different
combinations, namely: RSSI, number of input and output packets, number of input and
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output errors, number of input and output bytes and bitrate. Table 4.4 depicts the
combinations of the variables for each test case and the corresponding data file that
contained them. Furthermore, the results of these test cases are also presented in the
9th column (scenario 1) of Table 4.4. The case with the highest percentage of correct
predictions, equal to 71.4%, was the one whose variables were the number of input and
output packets and RSSI i.e., the test case during which the 3rd data file in Table 4.4
was used. As a result, these variables were also used in the rest of this scenario of

normalization.

Table 4.4: Data files and their containing variables (The percentage of correct

predictions refers the results obtained when using FREQ version)

Percentage of correct predictions

& o 5 8

i o 0
= = 5 8¥ 85 & 1§ &8 g g " g "
a & s 8 & =& 3 S 3 @ » A
1 v v v v 64.300% 74.100% 71.900%
2 v v v v v 61.900% 75.400% 74.600%
3 v v v 71.400% 49.200%  74.600%
4 v v v v v 45.900% 74.900% 74.300%
5 v v v 68.100% 73.000% 71.400%
6 v v v v v 32.700% 51.400%  40.000%
7 v v v v 45.900% 48.400% 56.500%
8 v v 56.500% 43.800%  46.800%

4.4.1.3 Selection of the Number of Data Samples

Having selected the variables of a data sample, the next step includes the decision upon
the number of data samples to participate in the training process of SOM. In order to do
so, a number of data files, and thus test cases, were created as well. These data files
included the variables in which the analysis of sub-section 4.4.1.2 had resulted in
(number of input and output packets and RSSI) but with different number of data
samples (rows). Once again, the training parameters among the test cases were the
same and the FREQ version was used for obtaining results. According to the results (see
Figure 4.3), the number of data samples affected the percentage of the correct
predictions but not always in the same direction. As can be observed by Figure 4.3, the
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highest percentage of correct predictions was 73.6% and appeared when the nhumber of
data samples was 617. Motivated by this conclusion, the corresponding data file was
also used during the remaining test cases of this scenario of normalization.
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60.00% +--g-------f----Q---- gl g------- o
50.00% -8 Q Q8%
40.00% +---@-------------@-------Q------- - -
30.00% - - - e e
20000% - f--moemef oo e e e
10.00% - f-mmmeofh-mme o e o
0.00% : : : ; . .

300 370 617 668 TI1B 748 844

percent of correct
predictions

number of data samples

Figure 4.3: Percentage of correct predictions of the bitrate according to the number of

the used data samples — Scenario 1

4.4.1.4 Selection of the Parameters per Training Algorithm

The last step during this scenario was, first the decision upon the most appropriate
values of training parameters and, then, the selection/ comparison of the two SOM

training algorithms.

Towards this direction, different test cases, which for brevity reasons are not analyzed in
this section, were tried for each training algorithm. Each test case differed from the
previous one only to the value of one parameter (randomly selected). Comparing the
results that were derived when using the batch training algorithm, it was obvious that
the best set of values of the training parameters was the one shown in Table 4.5.
Moreover, Figure 4.4 depicts the predicted values of the bitrate, the real measured
values of the bitrate and a comparison among the two above when the batch training
algorithm is used and when there is no normalization of the data.
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Figure 4.4: Batch Training Algorithm: Predicted bitrate, Measured bitrate and a
Comparison of the above. The symbol * depicts only the data samples which have

different predicted and real values — Scenario 1

Respectively, in the case of sequential training algorithm, the winning set of values of
the training parameters is shown in Table 4.6 and Figure 4.5 depicts the predicted
bitrate, the measured bitrate and a comparison of the above in case of sequential
training algorithm when there is no normalization of the used data. Although the
technique was the same, it's worth mentioning here an important difference: in the
sequential training algorithm the samples do not enter the training phase at the same
time. As a result, the order with which they are used for training the map may lead to
slightly different results. In particular, an already trained cell may be “retrained” as a
neighbouring cell of the BMU of another data sample. If these training processes occur
with the opposite sequence, the final map will be slightly different. However, this does
not provoke SOM from converging but may also lead to different predictions in some
cases. In order to avoid such a situation, the entrance of the samples was selected to be

always the same and ordered according to the data file.
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Table 4.5: Values of the parameters for

the batch training algorithm — Scenario 1

Neighbourhood function: Gaussian

Table 4.6: Values of the parameters for the
sequential training algorithm-Scenario 1

Neighbourhood function: Gaussian
Length type: epochs

Phase Rough phase Fine-tuning phase
Initial radius 5 | Initial radius 1 Initial radius 3 | Initial radius 1
Finalradius 1 Final radius 1 Final radius 1 | Final radius 1
Training 6 Training 48 Training 4 | Training 21
length length length length
Initial alpha 0.5 | Initial alpha 0.05
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Figure 4.5: Sequential Training Algorithm: Predicted bitrate, Measured bitrate and a
Comparison of the above. The symbol * depicts only the data samples which have
different predicted and real values — Scenario 1

The comparison of the best result of the batch training algorithm with the one of the

sequential training algorithm reveals that the first result, equal to 74.4%, is a little lower
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than the second one, equal to 75.4%, giving the impression that the best choice is the
sequential training algorithm. In addition, according to [1], the memory consumption
when using the batch training algorithm can be calculated by the equation

MemCon =8* (5Smd +4nd +2m*) (4.6)

where m is the number of map units, n is the number of data samples and d is the input
space dimension (number of variables in this case). According to the same report, [1],
sequential training algorithm requires only one half or one third of the memory capacity
needed during batch training algorithm. The corresponding used map size was 130, and
the data file comprised of 617 data samples each one of which included 3 variables.
Therefore, when the batch training algorithm is used 345232 bytes of memory capacity
are needed, whereas about 115077 to 172616 bytes memory capacity is required when
the sequential training algorithm is used. On the other hand, the time that is needed to
complete the training phase of the SOM is sometimes crucial so it was measured as well.
According to the measurements, batch training algorithm is quicker, requiring about 3 to
4 seconds to complete the training phase, while the sequential one requires about the
double time i.e. 7-8 seconds. Table 4.7 summarizes the above presented results. As can
also be observed through Table 4.7, and because of the fact that the difference between
the two results is rather small, the choice between the two algorithms during this
scenario of normalization is subjective and depends on the available memory capacity

and the existence of the requirement of a quick training or not.

Table 4.7: Comparison of batch and sequential training algorithms in case of scenario 1

Percentage of Memory Training Duration
correct predictions consumption (sec)
(Bytes)
Batch Training 74.4% 345232 3-4
Algorithm
Sequential Training 75.4% 115077 — 172616 7-8
Algorithm
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4.4.2 Scenario 2 — Normalization of the Parameters of Data Samples

4.4.2.1 Comparison of the Labelling Versions

As in the first scenario, where there was no normalization of data, the first tests referred
to the selection among the optimal labelling version. For this purpose, all versions were
executed using the same data files and the best one was selected with respect to their
results. Once again, the selection was based on numerous tests but the results are not
depicted here for brevity reasons. In this scenario as well, the best result was taken
when using the FREQ version and thus FREQ version was the one that was used for the

rest of the test cases of this scenario too.

4.4.2.2 Selection of the Variables of Data Samples

Test cases with different number and type of variables of data samples, using once
more the 8 variables of data samples which were used in the first scenario of
normalization (RSSI, number of input/output packets, number of input/output errors,
number of input/output bytes and bitrate), were also executed. These test cases were
the same with those of the first scenario and were using the data files which are
depicted in Table 4.4. As can be seen in Table 4.4, during this scenario, the case with
the highest percentage of correct predictions, equal to 75.4%, was the one whose
variables were the number of input and output packets, the number of input errors, the
number of input bytes and RSSI (test case during which the 2nd data file was used).

Those variables are the ones that were used for the rest of this scenario.

4.4.2.3 Selection of the Number of Data Samples

Having selected the variables of a data sample, tests with varying number of data
samples in the training data file ,but with the same variables, i.e. the variables in which
the analysis of sub-section 4.4.2.2 had resulted in (i.e., # of input and output packets, #
of input errors, # of input bytes and RSSI), were performed. According to the results,
the number of data samples in this scenario as well affected the results of the
predictions but not always towards the same direction. The diagram showing these

results is depicted in Figure 4.6 while its analysis reveals that the maximum result is
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76.5% and appears when the number of data samples is 434. This was also the number
of data samples that was used for the next test cases of this scenario.
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Figure 4.6: Percentage of correct predictions of the bitrate according to the number of

the used data samples — Scenario 2

4.4.2.4 Selection of the Parameters per Training Algorithm

Finally, numerous tests took place during the selection of the most suitable training
parameters (for each training algorithm) and the comparison between the training
algorithms. The procedure that was applied was the same with the first scenario.
Comparing the results of batch training algorithm it was obvious that the best choice
was the one shown in Table 4.8 while Figure 4.7 depicts a) the predicted values of the
bitrate, b) the real measured values of the bitrate and c) a comparison among the two
above. Similarly, the best set of training parameter values for the sequential training
algorithm is shown on Table 4.9 while Figure 4.8 depicts a diagram with the bitrate
predictions, the bitrate real values and their comparison.
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Figure 4.7: Batch Training Algorithm: Predicted bitrate, Measured bitrate and a
Comparison of the above. The symbol * depicts only the data samples which have

different predicted and real values — Scenario 2

Table 4.8: Values of the parameters for Table 4.9: Values of the parameters for the
the batch training algorithm-Scenario 2  sequential training algorithm-Scenario 2

Neighbourhood function: Gaussian Neighbourhood function: Gaussian
Rough Phase Fine-tuning Length type: epochs
Phase Learning function: inv

Initial radius 3 | Initial radius 1 Rough phase Fine-tuning phase
Final radius 1 | Final radius 1 | | Initial radius 4 | Initial radius 1
Training 1 | Training 9 ' | Final radius 1 | Final radius 1
length length . -

Training 5 Training 21

length length

Initial alpha 0.5 | Initial alpha 0.055
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Figure 4.8: Sequential Training Algorithm: Predicted bitrate, Measured bitrate and a

Comparison of the above. The symbol * depicts only the data samples which have

different predicted and real values — Scenario 2

Accordingly to the first scenario of normalization, the two training algorithms were

compared to three significant points: a) to their results, b) to the required memory and

¢) to the needed training time. The respective values are summarized in Table 4.10.

Table 4.10: Comparison of batch and sequential training algorithms in case of scenario 2

Percentage of Memory
correct predictions consumption
(Bytes)
Batch Training 77.4% 266840
Algorithm
Sequential Training 77.4% 88946 — 133420
Algorithm

Training Duration
(sec)

<1

4-5

Taking into consideration all three observations, the best choice among the training

algorithms in this scenario is certainly the batch training algorithm in cases where a

quick training is needed and a good memory capacity is available. Alternatively, i.e. if
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the time is not crucial and/ or the available memory capacity is not enough, sequential

training algorithm can provide equally good results, as well.
4.4.3 Scenario 3 — Normalization of the Variance of Data Samples

4.4.3.1 Comparison of the Labeling Versions

As well as in the first two scenarios of normalization, after the execution of all versions
of the method with the same data files, the best one was selected with respect to the
percentage of correct predictions of bitrate, for each version. Although the results of the
numerous tests are not explicitly mentioned here, once more, the highest percentage of
correct predictions was received by the FREQ version and thus this was the one that

was used during this scenario as well.

4.4.3.2 Selection of the Variables of Data Samples

This phase of the scenario included again test cases during which the SOM was trained
using the data files of Table 4.4. During this scenario, the highest percentage of correct
predictions, as can be observed by Table 4.4, was equal to 74.6% and appeared in two
test cases. The variables of the data samples of the first test case were the number of
input and output packets and the RSSI (data file 3) while the second one included the
number of input errors and the number of input bytes as well (data file 2). However, the
test cases were further compared to each other with respect to the memory that would
be required in case of applying data file 2 and 3, respectively. The used values with
respect to the map size, the number of data samples and the number of the variables
can be found in Table 4.11. Moreover, in the same table (last column) can be found the
memory consumption that derives from this values when applying equation (18). Among

the two test cases, the second one demands higher memory capacity than the first one.

Table 4.11: Comparison of test cases 2 and 3

Data File = Map Size Number of Data Number of Memory

(m) Samples (n) Variables (d) Consumption (Bytes)
2 98 370 3 200944
3 98 372 5 232464
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As a result, the optimal choice between these two was the first one. Its variables
(number of input and output packets and RSSI) were the ones that were used in the
rest of this scenario.

4.4.3.3 Selection of the Number of Data Samples

In the sequence, tests with different number of data samples during the training process
were executed. These tests were only varying to the size of the data file and definitely
not to the variables that comprised the data samples. On the contrary, the used
variables were the ones in which the analysis of sub-section 4.4.3.2 had resulted in, i.e.,
the number of input and output packets and the RSSI. According to the results, each
increase of the number of data samples affected the results in a different way. The
percentage of correct predictions of bitrate for each test case is depicted in the diagram
of Figure 4.9 while the analysis of the latter reveals that the highest percentage was
76.9% and appeared when the number of data samples was 668. This is also the

number of data samples that were used for the next test cases of this scenario.
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Figure 4.9: Percentage of correct predictions of the bitrate according to the number of
the used data samples-Scenario 3
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4.4.3.4 Selection of the Parameters per Training Algorithm

Finally, numerous tests were performed so as the best value of each parameter of both
of the training algorithms to be defined. As soon as the optimal values of the training
parameters of each training algorithm were selected, the comparison of the latter took
place. The followed process is already known from the previous normalization scenarios:
only one random parameter of Table 4.1 or Table 4.2 was changing at a time. When
changing the value of this parameter resulted in no or slight alterations of the result,
another random parameter was selected until all parameters had been examined. The
best set of values of the parameters in the case of batch and sequential training
algorithms are shown in Table 4.12 and Table 4.13, respectively, while Figure 4.10 and
Figure 4.11 depict accordingly a) the predicted values of the bitrate, b) the real
measured values of the bitrate and c) a comparison among the two above under this set

of values.

Table 4.12: Values of the parameters Table 4.13: Values of the parameters for the

for the batch training algorithm- sequential training algorithm-Scenario 3

Scenario 3
Neighbourhood function: Gaussian Neighbourhood function: Ep
Rough Phase Fine-tuning .
Phase Length type: epochs

Initial radius 4 | Initial radius 1 Learning function: inv

Final radius 1 Finalradius 1 Rough phase Fine-tuning phase

Training 2 Training 10

length length Initial radius 3 Initial radius 1
Final radius 1 Final radius 1
Trainin Trainin

g 8 g 20

length length

Initial alpha 0.5 | Initial alpha 0.05

Finally, the comparison of the training algorithms in this scenario of normalization in the
context of their results, the required memory and the needed training time resulted in

Table 4.14. As a result, when the variance of data samples is normalized, batch training
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algorithm is clearly the optimal choice if enough memory capacity is available.
Alternatively, sequential training algorithm should be used.

Table 4.14: Comparison of batch and sequential training algorithms in case of scenario 3

Percentage of Memory Training Duration
correct predictions consumption (sec)
(Bytes)
Batch Training 78.9% 333264 <1
Algorithm
Sequential Training 77.5% 111088 — 166632 7-8
Algorithm
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Figure 4.10: Batch Training Algorithm: Predicted bitrate, Measured bitrate and a
Comparison of the above. The symbol * depicts only the data samples which have
different predicted and real values-Scenario 3
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Figure 4.11: Sequential Training Algorithm: Predicted bitrate, Measured bitrate and a
Comparison of the above. The symbol * depicts only the data samples which have

different predicted and real values-Scenario 3

4.4.4 Comparison of the Scenarios of Normalization

Comparing the three scenarios, the last two scenarios demonstrate the highest
percentage of correct predictions equal to 77.4 and 78.9 for the second and the third
scenario, respectively. Moreover, since these percentages are quite close, further
comparing points were needed before concluding to the optimal normalization scenario/
method. The additional comparing points were selected to be a) the number of data
samples used for the training, b) the size of the map, c) the number and the type of the
variables of the data samples and d) the memory consumptions. The comparison of the
scenarios in the above mentioned points is summarized in Table 4.15 and reveals a
number of data samples versus number and type of variables trade off. Thus, and
because of the fact that the difference of the two percentages is rather small, the choice

between these two scenarios is subjective. On the other hand, in cases of limited
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memory capacity, scenario 2 is preferred as the required memory is 266.8 Mbytes
versus 333.2 Mbytes of the third scenario.

Table 4.15: Comparison of the scenarios of normalization

Scenario Percentage of Number of Map Number of Memory
correct predictions Data Samples Size variables Consumption
(Mbytes)
1a 74.4% 617 130 3 345.2
1b 75.4% 617 130 3 115.1-172.6
2 77.4% 434 105 5 266.8
3 78.9% 668 126 3 333.2

4.5 Comparison with Supervised NN-Based Approach

In this sub-section, specific supervised, NN-based techniques that were presented and
assessed in [2] and [4] were chosen, so as to act as benchmarks for the above

proposed SOM-based method.

In particular, the solution proposed in [2] argues to assist the cognitive radios in
selecting the desired radio configuration by predicting the achieved data rate of a set of
candidate radio configurations. The study presents and evaluates two learning schemes,
which are based on NNs namely, the basic and the extended one. The basic one
referred to an Elman network [3] which was a two-layer back-propagation, recurrent
network, with the addition of a feedback connection from the output of the unique
hidden layer to the input layer. During the evaluation, the best test case was proved to
be based on normalized data in the range of [0, 1] and on a training session that lasted
for 300 epochs and used a set of 3000 training data. Finally, the Mean Square Error
(MSE), which was the performance evaluation metric of this test case was equal to
0.0100 when the training and the validation data set were the same. The extended NN-
based learning scheme comprised test cases using FF back-propagation, EIman, FTDNN
and custom FF back-propagation NNs while the data of this scenario were normalized in
the range of [-1, 1]. The lowest MSE for this scenario, equal to 0.0549 when the
validation data set was a subset of the training data set, arose from the test case whose
training lasted for 300 epochs and used a set of 2400 training data. Finally, it's worth

mentioning that all the used learning schemes were supervised.
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The work in [4] comprises also results from research that focuses on predicting the data
rate according to the past knowledge of a network using NN-based schemes. In this
research three scenarios are analyzed. In the first scenario the data rate is predicted
based on past measurements. These measurements were firstly normalized in the range
of [-1, 1]. Moreover, there are two types of NNs that were examined: the FTDNN and
the Elman NN. Once again, the MSE was used as the main performance evaluation
metric for the scenario. The best result taken from this scenario, when the evaluation
data set was a subset of the training data set, was equal to 0.0194 and evoked in a test
case of FTDNN whose training lasted for 100 epochs and the set of training data was
50000. During the second scenario, the prediction of the data rate is based on
enhancing the input layer with variables like the quality of the link and the signal
strength of the wireless transceiver. All test cases that had been conducted used
normalized data in the range of [-1, 1] and FTDNN. In this case, the best available
network design pattern was the one whose training session had lasted for 10 epochs
and had used a set of 5000 training data. The MSE, produced when the validation data
was a subset of the training data, was 0.0468. Finally, the last scenario concerned the
prediction of the actual achieved throughput in a short term fashion in environments
that were rapidly changing. In order to do so, two sub-scenarios were distinguished. In
both sub-scenarios, the prediction was based on the RSSI and the number of bytes
transmitted but the prediction of the first sub-scenario concerned the instantaneous
expected throughput while the prediction of the second sub-scenario concerned the
average expected throughput, in a specific short period of time. Moreover, in both sub-
scenarios, different types of NNs (including Elman, linear and FF networks) were tested
and the best available network design pattern was a FTDNN whose training session had
lasted for 20 epochs and had used a set of 700 training data. Finally, in case of sub-
scenario 1, where the validation data set was a subset of the training data set, the MSE
was equal to 0.0156 while in case of sub-scenario 2, where the validation data set was a
subset of the training data set, the MSE was equal to 0.0092.

As also mentioned in sub-section 4.4, the metric for the results of this study was the
number of data samples whose bitrate was predicted correctly (expressed in percentage
units). This metric is rather quantitative comparing to MSE. In order to have a
qualitative metric as well and to be able to compare the results of the proposed method
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with the results of the above mentioned researches the MSE of the best scenarios of this
study (scenario 2 - normalization of the parameters of data samples and scenario 3 -
normalization of the variance of data samples) were also calculated. The MSE of the
best case of scenario of normalization of the parameters of data samples is equal to
0.0346 while the MSE of the best case of scenario of normalization of the variance of
data samples is equal to 0.0312.

Table 4.16: Comparison with other NN-based techniques (supervised)

Scenario / Paper ;;atlang‘egt Epochs MSE

1% scenario of [2] 3000 300 0.0100
2" scenqario of [2] 2400 300 0.0549
1% scenario of [4] 50000 100 0.0194
2" scenario of [4] 5000 10 0.0468
1% sub-scenario of 3™ scenario of [4] 700 20 0.0156
2" sub-scenario of 3™ scenario of [4] 700 20 0.0092
2" scenario of the dissertation (section 4.4.2) 434 1+9=10 0.0346
3" scenario of the dissertation (section 4.4.3) 668 2+10=12 0.0312

Table 4.16 summarizes the above mentioned information regarding the number of the
data samples, the training epochs and the MSE for each scenario. This information is
also exploited for comparing the considered approaches. To begin with, the basic
comparing point was the achieved MSE per approach. Comparing the results of this
approach with those of [2] and [4], there are 4 scenarios whose MSE is lower than that
of the studied scenarios in sub-section 4.4. These scenarios are the 1st one of [2], the
1st one of [4] and the two sub-scenarios of the 3rd scenario of [4].

On the other hand, in all cases (apart from the 4th one, i.e. 2nd sub-scenario of the 3rd
scenario in [4], which in any case has higher MSE than that of the proposed method)
the epochs needed for training the corresponding NN, i.e., for building the knowledge,
were significantly more than the epochs required for training the SOM. This significant
difference of required epochs (time) for the training proves to be of high importance
when a method is destined for online training. It should be noted here that when
calculating the number of the epochs in the case of the proposed method, both rough
and fine-tuning phases should be taken into account. For example, in the case of the
2nd scenario of this study, the number of epochs is 1 for the rough phase and 9 for the
fine-tuning phase resulting in 10 epochs in total.
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Moreover, when comparing the scenarios with respect to the number of the data
samples, it appears that in all NN-based schemes more training data are required for
achieving so low MSE. This turns out to be a disadvantage of these schemes in the lack
of training data. Finally, the proposed approach enforces the possibility of using more
variables without demanding changes on the network design pattern.

Summarizing the above conclusions, even if there are cases where SOM demonstrates
worst results, in terms of higher deviation (MSE) than other supervised NN-based
schemes, the former performs better in terms of needing less training data and epochs
and also offering higher design flexibility.

4.6 Comparison with Bayesian statistics Approach

This sub-section compares the SOM-based approach studied in sub-sections 4.3-4.4
withe the Bayesian statistics approach proposed in [8]. In this approach, the mechanism
is based on the correlation of candidate transmitter configurations with the QoS, in
terms of bit rate, that is offered by the network given this configuration. In particular,
the learning mechanism exploits the knowledge and the past experience by enforcing
them with Bayesian statistics techniques suitable for reasoning about probabilistic
relationships [9]-[11].

More specifically, since the goal is to associate different configurations of a transmitter
with the bitrate, the probability to obtain a specific network capacity BR; given the
configuration CFG; is calculated. This calculation and its frequent update constitute the
basis of this technique. The update of these relies on approaches suggested in [9] and
[11]-[13].

To begin with, using the Shannon theorem and gathering the necessary information for
each configuration makes it possible to calculate the available bit rate for each
configuration. Furthermore, using all possible combinations of configurations and bit rate,
conditional probabilities of the form Pr;[BR«|CFG;] can be calculated. These probabilities
are then organised in conditional probability tables (CPTs) of the form of Table 4.17. In
these CPTs each column represents a different configuration while each row corresponds
to a different reference value of bit rate. These reference bit rates comprise the set of
available BRs which in this case was selected to be discrete [14].
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Table 4.17: Example of CPT

BR P Cfg, P
bry Pr[BR =br, | CFG =cfg,]

br, Pr[BR =br, | CFG =cfg;]

br, Pt[BR =br, | CFG = ¢fg,]
brym Pr{BR = br,, | CFG = cfg,]

Finally, using the CPTs, the paper identified the most probable bit rate given a
configuration by associating to the highest conditional probability in the respective

configuration column.

Comparing the two approaches presented for learning network capabilities, Bayesian
statistics offer also the possibility of online training. The latter abstracts the necessity of
explicitly storing past observations, a feature that doesn't exist in SOM. As a result, the
approach minimises the required memory capacity and thus it could also be applied from
a user device perspective. If so, then the device would become for example capable of
certifying that the offered network capability indeed reaches the value that is claimed by
the network.

4.7 Conclusions

Going through numerous test cases the achieved correct predictions of the bitrate
reached the percentage of 78.9% of the tested data samples. Such a method is
expected to assist CRS to choose among the different candidate configurations by taking
into account the predictions of the bitrate that can be achieved. Finally, conducted
experiments revealed that there exist cases in which the proposed method exhibits

better performance when compared to some supervised NN-based learning schemes
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available in the literature, while at the same time, the use of SOM technique in the
proposed method offers the native flexibility in changing the number and/or the type of
the variables without demanding changes in the network design pattern. Bayesian
statistics can offer a more light-weighted approach in terms of storage requirements and

thus complementary from the user device side.
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5 COGNITIVE DATA ANALYTICS OF WIRELESS WIDEBAND
INFRASTRUCTURES

5.1 Chapter Outline

This chapter presents mechanisms related to the analysis of data related to the traffic of
either a core or an access wireless network. In particular, two mechanisms are proposed
and evaluated hereafter. The first mechanism is building knowledge on the traffic of a
core network and predicts how possible it is to run on a congested link. The data
exploited in this mechanism are directly monitored by the network, i.e., refer to network
parameters, and thus allow narrow timeslots for proactively overcoming a congested
link. On the other hand, the second mechanism builds knowledge with respect to the
traffic of the access network but takes into account human-oriented parameters (e.g.,
time, date, location, etc.) as well, allowing to also foresee more long-term situations and

adjust the network parameters accordingly.
5.2 Prediction of Congestion Levels of a Core Network Link

5.2.1 Problem statement

Congestion is only one of the reasons that can cause failure to transfer data and is
highly connected to the number of the users and the types of services that are willing to
use. However, the trend of a link towards congestion can also be implied by other things,
e.g., increases on the rate of losing packets in a specific link. Other such variables are
traffic load of the selected area (in terms of either number of sent packets or Bytes or
number of users), queue length and time that is required for a packet to leave the node
(delay). Empirically, we can assume that an increase on the values of these variables
brings the link closer to congestion but we cannot exactly evaluate the limits of
congestion (e.g., how far from or close to congestion the link is or even if it is already
congested), especially when variables that are concerned are more than one.
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Additionally, variables such as the used window size, the available buffer and of course
the capacity of the link also influence these limits in the opposite direction.

The study presented in this sub-section of the dissertation refers to a mechanism that
builds knowledge on the relationship between these variables and exploit it for
predicting the possibility of congestion under a context described through these
variables. In particular, the mechanism is based on the unsupervised learning technique
of SOMs (see section 3.4) and its function has two phases: a) pattern recognition of
congestion with respect to a combination of the above described variables (some or all
of them) and b) prediction of congestion.

In particular, the past events of congested links are used so as to model representative
data and define reusable congestion patterns, for micro or macro events. Towards this

direction event/parameter correlation algorithms were the key of such a process.

5.2.2 The technique

During the first phase of the mechanism, pattern recognition of congestion, SOM was
used for training maps to depict the relationship between the variables which describe
the context and the respective possibility of congestion. For making visible the
congestion of the data samples on the map, labels and colours, that reveal how close to

congestion the link is, were used.

Moving to the next phase where the prediction of the congestion takes place (Figure
5.1), a new data sample, the congestion possibility of which is to be predicted, can be
mapped on the recognized pattern of the data using again SOM. When the data sample
is mapped, and due to the ability of SOM to map similar data samples close to each
other, the new data sample is expected to be similar to those that are mapped to
neighbouring cells. Thus, its congestion level is expected to be the same with most of

them.

A mathematical model for transforming the visual incentive to content that is able of
being recorded or exchanged through a message is required. Towards this direction an
approach that involves the categorization of the data sample only according to its first

(cells that contact the BMU) or second neighbours (cells that contact the first neighbours)
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was followed. According to this approach, the data sample belongs to that cluster

where most of the surrounding cells belong to.
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Figure 5.1: Overview of congestion prediction phase of the mechanism.

Finally, for the evaluation of the technique, unseen data, in terms of not have been used
during the training of the map and pattern recognition, were used. The congestion level
given this context was predicted and the predictions were compared to the real state of
the system. The metric that was used for the evaluation of the technique was the

percent of correct predictions.

5.2.3 Results

The technique that was developed and applied was based on a hybrid SOM, and
particularly on a Parameterless-Growing SOM (PLGSOM). Moreover, the data that were
used included some or all of the variables shown in Table 5.1, some of which were

directly monitored while others of them need pre-processing for retrieving their values.

However, in the absence of real data, the data, that were used, were derived from
simulating a topology with Network Simulator version 2 (NS-2). More specifically, the
simulated topology is the one depicted in Figure 5.2. In this topology, the main traffic

comes from VoIP services and TCP and UDP packets.
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Table 5.1: Variables that were/could be used for the tests

Variable Description Type of data
BytesIn incoming to the link Bytes in the timeslot dz, Monitored data
d(BytesIn) trend (derivative) of incoming to the link Bytes, | Pre-processed
d(Bytesln), = BytesIn, — BytesIn, data
dd(BytesIn) Second derivative of incoming to the link Bytes, | Pre-processed
dd(Bytesln), = d(BytesIn), —d(BytesIn), , data
LinkCap link capacity in Mbps Monitored data
LinkU Required link capacity for serving all traffic, | Pre-processed
BytesIn. x 8 data
LinkU, = ——%
LinkCap, x10
d(LinkU) trend (derivative) of LinkU , | Pre-processed
d(LinkU), = LinkU, — LinkU_, data
dd(LinkU) Second derivative of LinkU , | Pre-processed
dd(LinkU), =d(LinkU), —d(LinkU), data
Pktsln incoming to the link packets for the timeslot dz, Monitored data
d(PktsIn) trend (derivative) of incoming to the link packets, | Pre-processed
d(PktsIn), = PktsIn, — PktsIn,_, data
dd(PktsIn) Second derivative of incoming to the link packets, | Pre-processed
dd(PktsIn), = d(PktsIn), —d(PktsIn), , data
AvQSize Average number of packets (queue size) in the | Monitored data
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i
j OSize(t)dt
buffer during dt,, AvQSize, == y
ti
d(AvQSize) trend (derivative) of queue size AvQSize , | Pre-processed
d(AvOSize), = AvOSize, — AvQSize, , data
dd(AvQSize) Second derivative of AvQSize , | Pre-processed
dd(AvQSize), = d(AvQSize), —d(AvQSize), data
MaxQSize Maximum queue size before first drop occurs, i.e. _
_ Monitored data
buffer size
QueueU Queue Utilization in terms of percent of buffer in | Monitored data
Oueuel, = V25126
use, MaxQSize,
d(Queuel) trend (derivative) of queue utilization, | Pre-processed
d(QueueU), = QueueU, — QueueU,_, data
dd(Queuel) Second  derivative  of  queue utilization, | pre-processed
dd(QueueU), = d(Queuel), —d(Queuel), , data
Drops Number of dropped packets in timeslot dt, Monitored data
DropRatio Percent of dropped packets in dt,,
Monitored data
DropRatio, = Drops,
Pktsin,
d(DropRatio) | trend (derivative) of DropRatio , Pre-processed

d(DropRatio), = DropRatio, — DropRatio, |

data
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dd(DropRatio) | Second derivative of DropRatio , Pre-processed

dd(DropRatio), = d(DropRatio), —d(DropRatio), , | data

conlLvl Congestion Level of the link, in terms of labeling
how congested the link is:

0, DropRatio. =0 Monitored data

conLvl, =<1, 0< DropRatio, <0.1
2, DropRatio, > 0.1

nextConLvl Congestion level of the next timeslot dr,, Pre-processed
nextConLvl, = conLvl,,, data
PE1

PEO @ PE2 -
e 96

Ld“\l/
\\ER* ]2 LSR1 @
OB ORNO) /

/ LSR3 LSR2
00 ®/

LER-l
LER3

NODE
NOLE” ODEO

NOLE 1
@ o @

Figure 5.2: Network topology which was used during the simulation.

The under question regarding its congestion link is the link between the nodes 0 and 2,
i.e., LSRO and LSR2 and thus the monitored data refer to data incoming to node 0 (LSRO)
with destination to node 2 (LSR2), attributes of node 0 or the link itself.
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Using the data that were derived from this simulation and different combinations of the
above described variables (Table 5.1) different test cases were created. Among these

the best performance was achieved when Bytesin, d(Bytesln), LinkCap , AvQSize,
MaxQSize and DropRatio were used. It is also important to note that the congestion

level that was used as labelling for the visualization of the data sample on the map was
selected to refer to the next timeslot since our objective was to predict the congestion
and thus the next state of the system. The respective map that was created when
training SOM can be shown in Figure 5.3 while the corresponding percent of correct
predictions is 86.6%.
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Figure 5.3: SOM depicting the congestion levels (0 in blue labels when the link can serve
all the traffic, 1 in green labels when some packets drop but yet is not treated as a
congested link and 2 in red labels when the link is expected to become congested) of

the under question link
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5.3 Prediction of Network Traffic

5.3.1 Problem Statement
This study addresses 2 challenges:

1. the need for a mechanism that will analyze Big Data, build knowledge upon them
and decrease the data that will eventually need to be stored;

2. the need for short- and long-term predictions of network load in order to
enhance decision making mechanisms that dynamically plan the resources of the

network and manage it.

Towards this direction, the study uses the unsupervised machine learning technique of
SOMs (see sub-section 3.4) in order to build knowledge on network load and reduce the
storage requirements, i.e., the volume of the data that will need to be stored. In
particular, according to the SOM theory (see also section 3.4), the SOM technique maps
multi-dimensional data onto 2D maps. This means that the dimensions of the data
decrease from many to 2.

It also proposes a mechanism that exploits this knowledge to predict network load in the
near and distant future. SOMs, as defined by T. Kohonen, receive multi-dimensional
data, i.e., data that come from diverse sources and clusters them based on their
similarity. This clustering eventually allows the mechanism to keep only some
representative data and discard the rest without any loss of information. A mechanism
that exploits this knowledge to predict the load that will be encountered in the near or
distant future is proposed and validated.

In other words, using a SOM is expected to enhance Big Data management in terms of
(a) handling data from different sources, composing and treating them as data samples;
(b) decreasing the amount of data during the transition of multiple dimensions to two
when representing the multi-dimensional data on 2D maps; and (c) decreasing the
storing requirements since a representative sample of the data (only the most
informative instances, i.e., instances that are very different to the currently observed

ones) along with the clusters of the map are enough to maintain all the information.
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In order to also support long term predictions of load, the mechanism builds knowledge
using not only network parameters but parameters coming from other sources as well.
In particular, network load patterns are expected to be related to the area in which the
network load is observed and shows the time, the day, the weather, and the features of
the days. For example, in southern countries the load in an entertainment area will
probably decrease on a rainy day as most people would prefer staying at home rather
than going outside. Moreover, user habits and thus, load patterns may differ among
countries, e.g., in northern countries, user preferences for going out (in an
entertainment area) may not be directly influenced by the weather. Accordingly, load
would be expected to decrease in business areas during a weekend or a (bank) holiday
while load in domestic or entertainment areas would most likely increase in similar cases.
The above statements/examples are only qualitative estimations and do not necessarily
apply in all cases. Therefore, more quantitative study and validation is needed to also
facilitate the use of the predictions in dynamic network management and resource

planning.

In a nutshell, this study proposes a tool that is capable of (a) using Big Data in terms of
collecting and processing past observations/measurements of diverse sources; (b)
building knowledge on the network load that is observed with respect to the past
observations; (c) exploiting the knowledge obtained so as to predict the network load
under predefined conditions; and thus, (d) offering insights into decision making
mechanisms, which are responsible for dynamically managing network resources and

guiding potential reconfigurations of the network.

5.3.2 The Tool

The proposed tool is divided into two phases consisting of one mechanism for each
(Figure 5.4) and is tested on a network of Wi-Fi hotspots. During the first phase, the
mechanism collects observations/data with respect to the observed network load, the
Wi-Fi hotspot, the timestamp, the weather, and the selected feature of the day. One or
more of the following parameters are used as input depending on the considered
scenario: (i) the area/access point (APO, AP7, AP8, AP37, AP64 or AP66) expressed in a
6D variable that consists of 0Os and 1s depending on the access point from which the
observation was received, e.g., 100000 for APO or 001000 for APS8; (ii) the time
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expressed in minutes (0-1440 minutes); (iii) the day (Sunday to Saturday) expressed in
a 7D variable that consists of Os and 1s (similarly to the access points, e.g., 1000000 for
Sunday or 0001000 for Wednesday); (iv) the week of the year expressed as an integer
(1-52); (v) the mean temperature of that day in Celsius; (vi) the precipitation of that
day in millimeters; (vii) (bank) holidays expressed in a boolean way (0 or 1); and (viii)
the observed load from the access point to the end users under these circumstances in
Mbps. These data are then processed/ combined so as to transform to information of
interest for the NO, i.e., to knowledge, with respect to the pattern that the load exhibits
at a given area in the period of time and/or to the environmental conditions and/or the
(bank) holidays.

Given the self-similarity nature of network traffic, i.e., the fact that the pattern (when
and how the load increases and/or decreases) slightly changes, learning the pattern is
expected to offer insights into the load to be encountered in the future (near or distant)
at this area. In particular, this knowledge becomes available and is provided to the NO
when the latter triggers the second mechanism, i.e., the proposed load prediction
mechanism, through a request that specifies some or all of the following parameters
(depending on which were used during the 1% phase): (i) the area/access point, (ii) the
time, (iii) the day, (iv) the week of the year, (v) the expected mean temperature, (vi)
the expected precipitation, and (vii) if the day of interest is going to be a holiday or not.
Alternatively, the trigger could include only the area/access point, the time and the date,
leaving the rest of the information to be completed by a preprocessing module that

would receive them from e.g., a calendar RSS feed.

Consequently, the load prediction mechanism that uses the knowledge on the traffic
pattern of all the areas with respect to the time and the considered parameters is able
to predict the network load. These predictions are returned to the NO expressed in Mbps
and followed by a percentage that designates the certainty of the mechanism with
respect to this prediction, i.e., the probability of being correct. Sub-sections 5.3.2.1 and
5.3.2.2 present the two mechanisms of the tool, i.e.,

a) the knowledge building and data minimization mechanism, which is capable of

handling large amounts of data coming from long time-windows, i.e., multiple
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months and diverse sources and which derives useful and meaningful, higher
level information regarding the load of the network; and
b) the learning-based mechanism for a load prediction mechanism that will predict

the load in the future and provide the NOs with such an insight.
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Figure 5.4: Phase 1 (upper part of the figure): Building knowledge on the pattern of the
load; (b) Phase 2 (lower part of the figure): Use of the built knowledge for predicting
the load.

117



PhD Dissertation Aimilia A. Bantouna

5.3.2.1 Knowledge Building and Data Minimization

In order to build knowledge from the past experience of the network and not only from
its current state, this mechanism needs to include a machine learning technique. The
selected technique in this study is SOM (see sub-section 3.4).

In the context of this study, the dimensions of the data reach up to 19 (depending on
the scenario) and comprise 6 dimensions for the area/access point, 1 for the time, 7 for
the day, 1 for the week, 1 for the mean temperature, 1 for the precipitation, 1 for
holidays and 1 for the load. The analysis of these dimensions for scenarios 2 and 3 is
summarized in Table 5.2 while the respective dimensions for scenario 1 are depicted in
Table 5.3.

It should be noted here that, although the total number of parameters that were used
for each data sample is 19, only 18 of them were used for the creation of the clusters
and the knowledge building, i.e. the components of the vectors were only 18. The
measurements of the load (19th parameter/dimension) have been incorporated in the

data sample only to be used later during the load prediction.

The mechanism proposed in this sub-section is based on a hybrid SOM, namely the
PLGSOM as defined in [1], i.e., a version that is capable of adjusting both its size and its
learning parameters. This occurs in order to enhance its performance and to allow the
use of the technique without requiring a priori knowledge of the data set that will be
used and/or human intervention to test and specify the optimal value of the algorithmic
parameters. The less the parameters that need to be tuned, the more self-adaptable the
technique. In this context, a parameterless growing SOM is more appropriate for online
learning mechanisms in self-adaptive/autonomic systems, like the ones envisaged for
future networks. Here, it is used for building the knowledge that is represented by a
map similar to the one in the final phase of Figure 5.4.

In addition to this, and in order to verify the improved performance of the PLGSOM
compared to the parameterless SOM, their performances were tested using the same
data sets and comparing one to the other. The performance metric that was used is the
MSE. In an indicative test case, the MSE when using the PLGSOM was equal to 0.000553
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while in the case of the parameterless, the MSE was equal to 0.000563. This shows that
the PLGSOM performs even better than parameterless SOM.

Table 5.2: Summary of the input variables, their dimensions, and the parameters

Variable Dimensions | Parameters

Access Point 6 APO, AP7, AP8, AP37, AP64, AP66
Time 1 T

Day 7 Sun, Mon, Tues, Wed, Thur, Fr, Sat
Week of the year 1 WoY

Mean Temperature 1 MT

Precipitation 1 P

Holiday 1 H

Load 1 L

5.3.2.2 Learning-based Mechanism for Load Prediction

As explained in Sub-section 5.3.2.1, the SOM technique is used to build the knowledge
on the load that is observed with respect to the geographical area, the time, the day,
the week, the mean temperature, the precipitation, and the (bank) holidays. The load
prediction is made based on this knowledge. In particular, the prediction is based on the
fact that when mapping new data samples on the designed map, the new data sample is
expected to be mapped among similar ones. Thus, knowing the load that was observed
with those data samples, one can safely predict the load that is related to the new data
sample. More precisely, the predicted value of the load is considered as equal to the
mean value of the loads that have been mapped on the specific cell where the new data
sample was mapped. In order for this to be accomplished, the load prediction requests
should be in the form of a message consisting of similar input parameters to those used
during the training of the map.
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Moreover, the load prediction is followed by a percentage C that designates the certainty
of the mechanism with respect to this prediction, i.e., the probability of being correct.
This percentage is calculated by (5.1), where o and AL are the standard deviation and
the range of the loads that have been mapped on the cell on which the data sample in

question was mapped, respectively.

[+
C=ﬂ—&—ﬁ) (5.1)

This percentage can also be used as a trust metric, i.e., as a metric of moving forward
with or without this prediction. For example, if a network operator received an answer of
the form (10, 99%) that would inform him that the load for this context will be 10 Mbps
with a certainty of 99%, then he would most probably move forward with this prediction.
On the other hand, if he received an answer like (100000, 40%), which informs him that
the mechanism predicts a 100Gbps load but is only 40% sure of this prediction, then the
network operator probably would decide to avoid any reconfiguration as he is not that

sure of this prediction.

Additionally, the mechanism is capable of providing insight with respect to the future
load of an area either in a time period equal to the observation interval time or for
longer time periods by calculating the average of the network load for them. In other
words, the request includes the following parameters: (i) the area/access point in
question AP; (ii) the time period in question (TO - first minute of the period and Tf — last
minute of the period); (iii) the day in question- DayID; (iv) the week of the year in
question- WoY, e.g., 28th week of the year; (v) the expected temperature of that day -
T; (vi) the expected precipitation — P; and (vii) if it is going to be a holiday or not - H.
Thus, the request will be formed as LInitReq(AP, TO, Tf, DayID, WoY, T, P, H).

This request (from now on called initial request) is then broken into more requests,
equal to the number of times that the time interval of the observations fits in the
requested period. For example, if the period is 1 hour and the time interval is 15
minutes, then the initial request is split in 4 new requests. These requests, consisting of
(i) the area/access point in question- AP, (ii) the time in question- tk, (iii) the day in

question- DayID, (iv) the week of the year in question- WoY, (v) the expected
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temperature of that day - T, (vi) the expected precipitation — P, and (vii) if it is going to
be a holiday or not - H are formed as LReq(AP, tk, DayID, WoY, T, P, H), and are
mapped on the created SOM. The load of each request is equal to the mean value of the
loads that had been mapped on the specific cell during the knowledge building phase.

Thus, the SOM will return the load prediction L, in Mbps and the probability of being
correct is the mechanism of this prediction in percentage C, through equal (in the
number) responses of the form LRes(AP, t,, DayID, WoY, T, P, H, L,, P,). Finally, the
mechanism responds to the request by sending back an aggregated response that
consists of (i) the area/access point - AP; (ii) the day - DayID; (iii) the week of the year
- WoY; (iv) the expected temperature of that day - T; (v) the expected precipitation - P;
(vi) if it is going to be a holiday or not - H; (v) the first minute Ty, and the last minute
Ty of the 1st sub-period of the time period in question which is comprised of minutes
with an equal load; (vi) the load prediction of this sub-period L;; (vii) how certain the
mechanism is of this prediction C;; (viii) the first minute T, and the last minute T, of
the 2nd sub-period of the time period in question; (ix) the load prediction of this sub-
period L,; (X) how certain the mechanism is of this prediction C,, etc., i.e., the final
response is in the form of LFinRes(AP, DayID, WoY, T, P, H, T1,0, T1,5 L1, Ci, T2, T2 Ly,
Coy veenn + Tnor Tng Loy Cr)-

The above described process with an indicative example is depicted in Figure 5.5.
According to the example, let’s assume that the initial request was “what will the load be
at APQ (100000) during the period that starts from the 480th minute of the day and
ends at the 600th minute of the day, on Monday (0100000), the 28th week of the year
given the fact that the temperature will be 30°C, it won't rain, and will not be a holiday?”.
Thus, the request would be LInitReq(100000, 480, 600, 0100000, 28, 30, 0, 0). The
mechanism will split this initial request in 8 new requests, one for each time that the
interval time (15 minutes) fits in the time period of 120 minutes, i.e., will split the initial
request to 8 new ones of the form LReq(100000, 480 < t, < 600, 0100000, 28, 30, 0, 0)
and map them. For each such request, the SOM will send a response similar to
LRes(100000, 480 < t, < 600, 0100000, 28, 30, 0, 0, 10, 90). Finally, assuming that the
load level prediction will be 10 Mbps for the period 480-570 with a certainty of 90% and
130 Mbps for the period 570-600 with a certainty of 80%, the mechanism will respond
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to the request with the following aggregated response: LFinRes(100000, 0100000, 28,
30, 0, 0, 480, 570, 10, 90, 570, 600, 130, 80).

— LReq (100000, 481, 0100000, 28, 30, 0, 0)~,

LInitReq (100000, 480, 600, 0100000, 28, 30, 0, 0)— LReq(100000, tk, 0100000, 28,30,0,0) L X

— LReq( 100000, 600, 0100000, 28, 30, 0, 0) -

(a)

LRes(100000, 481,0100000, 28, 30, 0, 0, 10, 90)

X LRes(100000, t, 0100000, 28, 30, 0, 0, 10, 90) LFinRes(100000, 0100000, 28, 30. 0, 0, 480, 570, 10, 90, 570, 600, 130, 80)

<
%

LRes(100000, 600,0100000, 28, 30, 0, 0, 130, 80)

(b)

Figure 5.5: Load Prediction Mechanism: An example: (a) a long request is treated as

many “15-minute” requests, which are then (b) aggregated in one “Final” Response.

5.3.3 Scenario 1: Prediction of Network Traffic based on Time, Day,

Location and Weather Conditions

In this scenario, the data that are used for the training of the map comprise i) the
timestamp (in k-th minute of the day in UTC time zone), ii) the day (Monday, Tuesday,
etc.) described in a binary format of zeros and aces e.g., 1000000 for Monday, 0100000
for Tuesday, etc., iii) the type of the area (e.g. residential or social areas) in a binary
format as well, iv) the temperature of the area during that day in Fahrenheit, v) the
precipitation of the area during that day in inches and vi) the network load that was
observed in this area during the specific day and time in the past. These 5 variables are
described by 17 components in total (1 for the timestamp, 7 for the day, 6 for the type
of the area, 1 for the temperature, 1 for the precipitation and 1 for the network load)

which consist the 17 dimensions of the data.
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5.3.3.1 Data and Data Pre-processing

Part of the data file that was used for validating the mechanism was retrieved by
CRAWDAD database [2]. In particular, the retrieved by [2] dataset refers to data
collected in the Dartmouth College every 5 minutes from over 450 access points that are
used from several thousand users of the college [3]. The exact trace can be downloaded
by [4] and reflects the use of the access points during fall 2003 and 2004, i.e., from
November 1st, 2003 up to February 29th, 2004. From this trace, the timestamp, the
incoming Bytes and the type of the building that hosted the access point were exploited.

In order to complement the data file with information related to the environmental
circumstances, data were also retrieved from [5]. Using a custom Java tool, the mean
temperature and the precipitation of each day from November 1st, 2003 up to February
29th, 2004 for the area of Hanover, New Hampshire, i.e., the area where the Dartmouth

College is located, were extracted.

The information retrieved from the two aforementioned sources was combined, pre-
processed and eventually fed to the mechanism for training the SOM and building the
respective knowledge. Moreover, subset or the entire data file was also used during the
validation of the mechanism, i.e., during the prediction phase of the mechanism,
depending on the type of the test that was performed each time (see also sub-section
5.3.3.2).

Before using the retrieved data and in order to create the needed data files a pre-
processing phase took place. This pre-processing phase targets at i) transforming the
information in a form recognizable and exploitable by SOM and ii) normalizing the data.

Since SOM recognizes and exploits vectors, data needed to be transformed accordingly.
Towards this direction, data were grouped in data samples, each of which contained 1
value for each variable. Moreover, each variable could be described by one or more
components. In particular, the description of the variables can be found in Table 5.3.
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Table 5.3: Variables: their Components and their Units

Variable Components Ubits/Potential Values

Time 1: minute of the day Net number from 0-1440, UTC time zone

Boolean (0/1),

All the components are equal to 0 apart
from the component that corresponds to
the day which is equal to 1, e.g. if it is
Tuesday then all the components are
equal to 0 apart from “tues” which is
equal to 1, i.e., the variable has the value
0100000.

Day 7: mon, tues, wed, thur, | ajj the potential values are:

frid, sat, sund
1000000 for Monday

0100000 for Tuesday
0010000 for Wednesday
0001000 for Thursday
0000100 for Friday
0000010 for Saturday

0000001 for Sunday

Boolean (0/1),

All the components are equal to 0 apart
6: Adm, Athl, Lib, Acad, | from the component that corresponds to
Location Res Soc the type of the building that hosts the
access point which is equal to 1, e.g. if
the access point is hosted in a residential

building of the campus then all the
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components are equal to 0 apart from
“res” which is equal to 1, i.e., the variable
has the value 000010.

All the potential values are:

100000 for Administrative buildings
010000 for Athletic buildings
001000 for Libraries

000100 for Academic buildings
000010 for Residential buildings

000001 for Social buildings

Temperature 1: temperature Fahreneit
Precipitation 1: precipitation Inches
network load 1: network load bps

As it can be seen in the same table, the variables that needed more than one
component in order to be described were variables that cannot be numerically organized
or ranked. Thus, they needed an ID instead. On the other hand, numerical IDs from 1 to
7 could not be used either since this would imply e.g. that Monday’s distance from
Thursday is of higher importance than the distance between Monday and Tuesday, i.e.,
Monday differs more from Thursday than from Tuesday or that Friday's offered load
pattern is more similar to Saturday's than it is to Monday’s, which is something we
cannot assume nor can we assume that there is a linear relationship between days of
the week (1 through 7) and the observed network load. An efficient way of overcoming
this issue was to describe such variables using more than one boolean components. This

way, distances between e.g. the days are equal to each other (equal to v2).

Finally, before closing the pre-processing phase of the data, data had to be normalized.

In particular, each of the components was normalized in [0, 1].
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5.3.3.2 Results

This mechanism is proposed in the context of both predicting network load and of
contributing to “"Big Data” management, thus metrics that address both aspects have
been considered. Regarding the 1st aspect, one comparative diagram for each type of
buildings is provided. However, in order to have more quantitative metrics as well, MSE,
Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) have also been used to

showcase how close the predicted and the real values of the load are.

Moreover, two types of tests were performed. The first one used the same data samples
for both training and validating the mechanism. In other words, the data samples that
were used during the knowledge building phase and the load prediction phase of the
mechanism were the same. This type of tests provided a validation of the mechanism to

seen/ known data samples, i.e., to seen/ known circumstances.

The 2nd type of tests, targeted at providing validation of the mechanism to unknown or
at least not completely known situations. Thus, the tests involved different data samples
during the knowledge building and the prediction phase of the mechanism. This type of
tests is of even higher interest since they validate the mechanism in a context closer to

the real working environment.

Regarding the 2nd aspect, i.e., the contribution of the mechanism to the “Big Data”
management, indications with respect to how the decrease of the volume of data and

thus decrease of the required storage has been accomplished are presented.

5.3.3.2.1 Knowledge Building — SOMs

The first issue that the mechanism deals with is knowledge building. The knowledge that
is built is about the load that has been observed in the past with respect to the time, the
day, the building of the campus, the mean temperature and the precipitation of the area
during each day. Towards this direction, the mechanism exploits the SOM learning
technique which depicts the data samples on a 2D map. Examples of such maps are

depicted in Figure 5.6 and Figure 5.7.

In particular, Figure 5.6(a) depicts the map where one could observe the variations of
network load: the darker the area of the map, the higher the load that had been
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observed under the context that is described from the mapped data samples. On this
map it is also easy for someone to identify the separate groups of data, i.e. the different
clusters. On the other hand, Figure 5.6(b) depicts a map that in known as U-matrix. A
U-matrix presents only the clusters that have been created without focusing on any of
the variables of the data samples. Using component maps, i.e. maps that focus on
particular variables of the data samples, information about the type of the building that
hosted the access points and exemplary information about the days has been added on
top of the U-matrix.
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Figure 5.6: (@) SOM colored with respect to the network load: the darker the area, the
higher the network load that has been observed in the past under the specific context
that corresponds to the mapped data samples. (b) Created clusters on top of a U-matrix.

Although visualization of the maps per se is very interesting, the added value of the
maps is in their combining for obtaining valuable information. Observing Figure 5.6(a)
and Figure 5.6(b) in parallel one will notice that high load is monitored in specific types
of buildings and not in all of them. More specifically, high load can mainly be seen in the
residential and academic buildings. Enough load is also served by access points in
libraries but still not that much as in the first two types of buildings. On the other hand,
network load in athletic, administrative and social buildings is low when compared to the

first three types of buildings.
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(a) (b)

()

Figure 5.7: Component maps for (a) the time of the day, (b) the temperature and (c)

the precipitation.

Component maps focusing on the time of the day, the mean temperature and the
precipitation can be found in Figure 5.7. In particular, Figure 5.7(a) presents the
component map that is related to the time of the day. The darker the cells the more
advanced the time in the day (closer to midnight in the UTC time zone). Combining the
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information that is hold in Figure 5.6(a), Figure 5.6(b) and Figure 5.7(a) someone can
make interesting remarks with respect to when the network is more loaded in a given
type of buildings. For example, focusing on the areas that are highlighted in Figure
5.7(a), highly loaded time zone for the residential buildings starts in the late afternoon
(in UTC time zone) and stops in the early morning of the next day (in UTC time zone).
Accordingly, for academic buildings the more loaded time zone is from the early
afternoon (in UTC time zone) until the end of the day (in UTC time zone). Transforming
these observations in the time zone of Hanover, New Hampshire would result in the fact
that highly loaded time zones are a) late afternoon until around midnight for the

residential buildings and b) midday until the afternoon for the academic buildings.

Moving to Figure 5.7(b) and Figure 5.7(c), the temperature and the precipitation of the
day are presented there. Higher temperatures or precipitation are mapped in darker
colored cells of the respective figures. Similarly to the above described use of the maps,
these maps, when combined with the maps of Figure 5.6, can correlate the temperature
or the precipitation of a given day with the load of a specific type of buildings. Indicative
examples for these cases are the circled areas of Figure 5.7(b) and Figure 5.7(c)
respectively. Given the fact that the building type is residential, there is indication that
mean temperature and precipitation affect network usage as depicted in Figure 5.7(b)
and Figure 5.7(c), the marked areas of which denote low temperatures or high
precipitation, the same areas in Figure 5.6(b) denote a residential type of buildings and
finally the same areas in Figure 5.6(a) indicate high load. On the contrary, as expected
and depicted in the figures, network usage of the administrative or the athletic buildings
is not affected by the temperature or the precipitation. Thus, low temperatures or high
precipitation corresponds to high load in the network in the residential area but not in

administrative and athletic ones.

Similar to the above insights, but more numeric ones, can be provided by that part of

the load prediction mechanism which is responsible for the prediction per se.

5.3.3.2.2 Knowledge Exploitation: Load Prediction

Although the above presented remarks can be used as patterns that the load follows,

they are quite general. More specific information with respect to network load can be
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provided by the load prediction mechanism which actually exploits the maps and is
capable of processing them in more details than human eye.

For validating the part of the mechanism that was related to the prediction of the load
per se comparative diagrams, MSE, RMSE and MAE were used. Moreover, the
performance of the mechanism was examined in tests of 2 types: a) tests where the
trained map had seen the exact same data samples (i.e. the exact same context had
been encountered in the past) and b) tests with unseen data, i.e. with data samples that
had not been used during the training of the map.

To begin with, the first tests that took place used the same data samples that were used
for the training of the map, i.e., the training data samples. For each data sample, a load
prediction was requested. Moreover, the real value of the load of these data samples
was known from the real measurements. The average values of both the predicted and
the measured load in a time period of a week were calculated and their diagrams were
drawn resulting in figures like the one depicted in Figure 5.8(a). However, they were
quite difficult to be compared. In order to resolve this issue, centered moving averages
over 200 data samples were calculated for both the predicted and the real values of load

and the respective diagrams were drawn as well (Figure 5.8(b)).

Figure 5.9 depicts those diagrams for all the types of buildings, namely the a) academic,
b) residential, c) libraries, d) social, €) administrative and f) athletic ones. Moreover, the
diagrams have been depicted in pairs (load prediction and real measurements) for
facilitating their comparison. As it can be observed by these diagrams, although the
predictions are not fully in line with the real measurements, SOM has adequately learnt
the pattern of the load and the mechanism is capable of predicting it with small
deviations. The above observation is also supported by the values of the MSE, the RMSE
and the MAE which are equal to 0.001012, 0.031819 and 0.015416 (when using the
normalized values of load) respectively. Thus, the predicted values of load deviate on
average only £1.174 Mbps from the real measured ones. Even these deviations do not
necessarily come from faulty predictions. Such deviations often come from the bursty
nature of internet traffic, i.e. from the fact that although the internet traffic may follow
some patterns, there are still some bursts that do not follow the patterns. Those bursts
cannot be predicted and thus increase the error metrics. On the other hand, being
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capable of predicting those bursts would imply that SOM has learnt very well the pattern
of the specific data, i.e. has been overtrained, and thus is unable of generalizing and
predicting network load in unseen data.
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Figure 5.8: Comparative diagrams: (a) load predictions and real measurements, (b)

moving average of the load predictions and the real measurements

In order to validate how well SOM can generalize, the performance of the mechanism
was also tested in unseen data, i.e., data that had not been used during the training of
SOM. Towards this direction, the data file was randomly split in two data files, one
containing the 70% of the available data samples and the other one containing the rest
30% of the available data samples. The 1st data file was then used to train the map.
The 2nd one was used for evaluating the performance of the mechanism.

Following the same process as before, the data samples of the 2nd data file were
inserted in the mechanism as triggers for which the load had to be predicted. Both the

real values (coming from the data file) and the predictions were averaged in one week'’s
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time frame and their moving averages over 200 data samples were calculated.
Eventually, the diagrams of the moving averages of both the real and the predicted
values were drawn and are depicted in Figure 5.10. Similarly to the case when “seen”
data were tested, the diagrams are presented in pairs of two (predicted and real values
of each building type) for facilitating the comparisons.
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Figure 5.9: Comparative diagrams of the moving average of the load predictions and the
real measurements in (a) Academic buildings, (b) Residential buildings, (c) Libraries, (d)
Social buildings, (e) Administrative buildings and (f) Athletic buildings with “seen” data.

Comparing these diagrams and the values of the MSE, the RMSE and the MAE which are
equal to 0.001168, 0.034176 and 0.016981 (in the normalized values of load)
respectively confirm that the mechanism can predict the load of even unknown or at
least slightly different from those encountered by the network in the past data samples.
In fact, the predicted values of such cases deviate on average from the real ones only
+1.293 Mbps.
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Finally, the performed tests, using either “seen” or unseen data, also showcased some
interesting tradeoffs. Indicative examples on which the following analysis will be based
can be found in Table 5.4. First of all, comparing the 1st and the 2nd line of the table
one can observe that using unseen data slightly deteriorates the performance of the
mechanism. Moreover, comparing the 6th with the 7th and the 1st, the 3rd and the 4th
lines to each other, a tradeoff between the size of the map, i.e. the storage
requirements of the mechanism, and the performance of the mechanism is also

observed. In fact, larger maps demonstrate slightly better performance.
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Figure 5.10: Comparative diagrams of the moving average of the load predictions and
the real measurements in (a) Academic buildings, (b) Residential buildings, (c) Libraries,
(d) Social buildings, (e) Administrative buildings and (f) Athletic buildings with “unseen”
data.

The last observation is related to how immune the mechanism is to rare and excessively
high values of load. In order to do so, the around 15 exceptional data samples the load
value of which exceeded 76,146,848 bps, i.e. the upper bound of load values for most
data samples, and reached up to 437,142,176 bps were changed. More specifically, in
order to fit to this upper bound, their load value was substituted by 76,146,848 bps
(clamped data). However, comparing the results of such tests with tests where no data

had been clamped revealed that clamping data does not significantly improve the
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performance of the mechanism. On the contrary, MSE and MAE of clamped data become
worse (due to the smaller normalization range equal to 76,146,848) while their
denormalized MAE does not seem to be notably lower than the one observed in cases
where data have not been clamped. In other words, the mechanism is immune to the

rare and excessively high values of load.

Table 5.4: Indicative Examples of Performed Tests

Clamped | Data Map | Unseen De-normalized
Data Samples | Size | Data MSE MAE MAE (bps)

Y 154,514 25x36 | Y 0.00117 | 0.01698 1,239,049

Y 141,514 25x36 | N 0.00115 | 0.01685 1,282,693

Y 141,514 42x55 |Y 0.00105 | 0.01573 1,198,094

Y 141,514 30x30 |Y 0.00118 | 0.01710 1,302,415

N 141,514 41x55 |Y 0.0000 0.00276 1,204,764

Y 202,163 50x53 | N 0.00101 | 0.01542 1,173,879

Y 202,163 45x62 | N 0.00100 | 0.01522 1,158,726

N 202,163 57x46 | N 0.00004 | 0.00270 1,179,847

5.3.3.2.3 Contributing to "Big Data” management

Although the main focus of this research is on developing a mechanism capable of
predicting network load given the time, the day, the area, the temperature and the
precipitation, aspects related to the Big Data phenomenon have also been addressed.
More specifically 2 aspects related to Big Data have been addressed, namely a) how Big

Data can be used for providing insights and b) volume reduction of Big Data.

To begin with, for the 1st aspect we consider Big Data from their diversity point of view.
Towards this direction, the study presents a mechanism that is based on machine
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learning and exploits data which come from different to each other sources in order to
predict future behaviors of the network. The proposed mechanism is generic enough to
be reusable in other problem statements as well.

Towards the 2nd aspect, Big Data have primarily been considered from the volume point
of view. The diverse unstructured data have been grouped in data samples, i.e.,
structured data of multiple dimensions. Specifically, 3,436,771 unstructured data have
been grouped in 202,163 data samples of 17 dimensions. The latter, i.e. the 202,163
17D data samples, were then mapped on a 2D map further reducing the volume of the
data from 202,163 17D data samples to 202,163 2D vectors, i.e. decreasing their
dimensionality. Eventually, from the 202,163 2D vectors only some representative of
them needed to be stored. Those were equal to the number of cells of the created map,
i.e. not more than 2,650 vectors and not less than 900 vectors. Overall, the mechanism
managed to reduce the data at least from 3,436,771 unstructured data to 2,650 vectors

or at most from 3,436,771 unstructured data to 900 vectors.

5.3.4 Scenario 2: Prediction of Network Traffic based on Time, Day,

Location, Week of the Year and Bank Holidays

In this scenario, the observations will comprise information with respect to i) the area/
access point (APO, AP7, AP8, AP37, AP64 or AP66) expressed in a 6D variable which
consists of 0s and 1s depending on the access point from which the observation was
received (e.g., 100000 for APO or 001000 for AP8), ii) the time expressed in minutes (0-
1440 minutes), iii) the day (Sunday to Saturday) expressed in a 7D variable which
consists of Os and 1s (similarly to the access points, e.g. 1000000 for Sunday or
0001000 for Wednesday), iv) the week of the year expressed as an integer (1-52), v)
holidays expressed in a boolean way (0 or 1) and vi) the observed load in Mbps under
these circumstances. Accordingly, after building the knowledge, the mechanism will be
capable to predict future load in Mbps given i) the area/ access point, ii) the time, iii) the
day, iv) the week of the year and v) if the day of interest is going to be a holiday or not.

5.3.4.1 Data and Data Pre-processing

The data that were used for the research were retrieved by CRAWDAD database [6]. In
particular, the retrieved dataset refers to user session traces which were collected from
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a large number of free Wi-Fi hotspots of "Ile sans fil" [7] in Montréal, Québec, Canada
for three years. In particular, the used trace [8] contains 587,782 user sessions for
69,689 (distinct) users, which were collected from 206 hotspots for the time period from
August 28th, 2004 up to August 28th, 2007.

From this trace, the timestamp, the incoming Bytes and the access point ID of the
entries that were related to the 6 access points with the highest load were exploited.
Namely, those access points were the APO, AP7, AP8, AP37, AP64 and AP66. These data
were then pre-processed so as a) the timestamp to be translated in the minute of the
day, the day (expressed as a 7D variable) and the week on the year, b) the interval
between the entries to be equal to 15 minutes and c) the access point ID to become a
6D variable. Let us note here that similarly to scenario 1 (sub-section 5.3.3) both the
day and the access point IDs have to be expressed as 7D and 6D variables respectively

so as to be processed correctly by SOM.

Moreover, the data had to be complemented with the holidays. As soon as this was
completed, for each load measurement there were data designating i) the access point
from which the load measurement had been monitored, ii) the time, iii) the day and iv)
the week of the year that the load was monitored and v) if that day was a holiday or not.
The number of the dimensions of each variable and their respective parameters can be
seen in Table 5.2. In total, the parameters that were used for this scenario for each data
sample, and thus its dimensions as well, are 17 (out of the 19 depicted in the table).
The 16 of them were used for the creation of the clusters and the knowledge building
but the measurement of the load (17th parameter/ dimension) has been incorporated in

the data sample only for being used latter during the prediction phase.

Eventually, the data had to become normalized and to be in a recognizable by the SOM
format. The latter means that the data had to be organized in data samples, i.e., in
groups each of which contained one value for each of the 6 variables (access point ID,
time, day, week of the year, holiday and load measurement).
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5.3.4.2 Results

Having developed the mechanism all that was left to be done was the evaluation of its
performance. Towards this direction numerous of tests were performed providing both
quantitative and qualitative results. Hereafter some indicative results are presented.

Similarly to scenario 1 (sub-section 5.3.3), the tests can be grouped in two types: a)
those which used the same data for both building the knowledge and evaluating the
mechanism and b) those which used different data for building the knowledge and
evaluating the mechanism. The main difference among them is lying in the fact that in
the first case the mechanism has "seen" the exact same data and thus has the specific
experience while in the second case the mechanism is familiar with similar but not the
same data, i.e., has similar experiences from which it will try to exclude the safest

conclusions and predict the future load.

The methodology of the evaluation was as follows: Data samples were sent to the
mechanism as queries asking for the load that will be encountered if their context
applied. The mechanism provided its prediction for each one of them. These predictions
were eventually compared to the really monitored values (found in the dataset) of the
mechanism either in terms of MSE, RMSE and MAE for the quantitative results or as
diagrams for the qualitative results. The three different options of errors were provided
for facilitating future comparisons of the mechanism with other similar mechanisms

since their variety increases if more metrics are available.

Finally, the last sub-section reveals how the mechanism contributes to some of the
management issues of the Big Data. Numerical results towards this direction are

provided as well.

5.3.4.2.1 Quantitative Results

Table 5.5 summarizes some indicative tests and their respective quantitative results. In
the table, the data that were used for the knowledge building are referred to as training
data while those used for the evaluation of the mechanism are named as evaluation
data. Moreover, the table also points out the size of the map, measured in cells, which
in the case of growing SOM also represents how adjusted the map is to the training data.
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Moreover, for the purposes of the evaluation of the mechanism the initial dataset was
split in three sub-datasets: a) Y1 which refers to the dates from August 28th, 2004 up to
August 28th, 2005, b) Y2 involving data from August 28th, 2005 up to August 28th,
2006 and c¢) Y3 which expands from August 28th, 2006 up to August 28th, 2007. In
addition, for each of the created maps (1-3) two tests have been performed, one using
the training data for the evaluation as well (1a, 2a and 3a) and one having different
training and evaluation data (1b, 2b and 3b).

Comparing the results presented in the table, the first thing that is noticed is that the
mechanism performs significantly better when the trigger refers to a case that has
already been "seen" by the SOM. This observation was expected and that is also one

more reason why online training has been considered.

Table 5.5: Quantitative Results

Training Data | Map Size | Evaluation Data | MSE RMSE | MAE
la [Y1&Y2 3245 Y1&Y2 0.00018 | 0.01342 | 0.00541
1b | Y1 & Y2 3245 Y3 0.00055 | 0.02353 | 0.00783
2a | Y2 2650 Y2 0.00018 | 0.01342 | 0.00541
2b | Y2 2650 Y3 0.00058 | 0.02400 | 0.00958
32 | Y1&Y2 900 Y1 &Y2 0.00019 | 0.01374 | 0.00564
3b [Y1&Y2 900 Y3 0.00055 | 0.02345 | 0.00781

Another useful observation is the fact that when only Y2 was used for building the
knowledge (cases 2a and 2b), although the performance on seen data remains the same
(comparing to case 1a), the performance in unseen data slightly deteriorates. This test
was selected mainly for identifying if observations older than one year deteriorate the
performance of the mechanism. According to the obtained results it seems that older
observations not only they don't deteriorate the performance of the mechanism but they

even enhance it. This is probably due to the fact that less data have contributed to the
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knowledge building and thus SOM is familiar with fewer combinations of the involved
variables. This affects the performance of the mechanism on the unseen dataset since
the mechanism has even less past experience but not the performance on the seen
dataset since the mechanism has already received all the experience it needs for

predicting the load of these data samples.

The last observation, which comes from the comparison of 3a and 3b with 1a and 1b
respectively, is that smaller maps result in better performance of the mechanism when
the evaluation data differ from the training data and worse performance when the same
data are used for both the knowledge building and the evaluation. This is related to the
fact that the bigger the map is, the more adjusted to the training data it becomes. In
machine learning, this is also known as overtraining which eventually results in the
learning technique being unable to generalize well. For avoiding such cases, the
performance of the technique between all the test cases (i.e., with seen or unseen data)
should be kept as close as it gets. Thus, the best performance of the mechanism among
the 3 presented in the table is considered to be the one using the 3rd map. This map is
also depicted in Figure 5.11a while Figure 5.11b, Figure 5.11c, Figure 5.11d and Figure
5.11e depict the same map with information regarding the formulated clusters in terms

of access points, holidays, days, time and week of the year.
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. ednesdai- ]
. Monday

(d) (e)
Figure 5.11: Map 3 from the (a) load, (b) access points and days, (c) holidays, (d) time
and (e) week of the year points of view. The marked areas in the (c) refer to the holiday
clusters while in (d) and (e) the higher the value of the respective parameter, the darker

the area on which the data sample is mapped.

5.3.4.2.2 Qualitative Results

The qualitative results refer to comparative diagrams between the predicted and the real
load values. Figure 5.12 and Figure 5.13 depict examples for each access point for seen

and unseen evaluation data, respectively.
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As can be observed from the comparative diagrams of both figures, although the
mechanism has learnt the pattern of the load, i.e. when there is a load, it fails to predict
some of its peaks. This may be caused by unpredictable events that suddenly attract
(with no prior similar experience) more users, e.g., the place where the access point is
hosted became more popular for some reason, or the access point next to it stopped

working and thus all users are now connected on it.

These are events that are not captured by any of the selected variables and thus the
mechanism cannot learn them or predict them. A potential solution towards this
direction, that will be considered in the future, is to offer the operator or the user of the
mechanism the opportunity of informing the mechanism of such a change. Alternatively,
a more autonomic solution would be to add a feedback loop to the mechanism that
would inform it about the difference between the prediction and the actual load, as part
of the online knowledge building. This would then insert a correction factor that would
re-adjust the learnt pattern. This last solution would probably benefit a lot the results of
the used dataset where the network load seems to increase a lot each year. Figure 5.14
captures the changes of the network load of one of the access point, namely of APOQ,

from year to year.
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APS8 - Data Vs SOM (38th Week of 2005)
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Figure 5.12: Indicative examples of comparative diagrams of real and predicted load
values for each access point (AP0, AP7, AP8, AP37, AP64 and AP66) when using seen
evaluation data.
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Figure 5.13: Indicative examples of comparative diagrams of real and predicted load
values for each access point (APO, AP7, AP8, AP37, AP64 and AP66) when using unseen

evaluation data.
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Figure 5.14: Diagram of the network load of AP 0 for the 24th week of the years 2005,
2006 and 2007.
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5.3.4.2.3 Results with respect to the Big Data issues

The data that were exploited for this research were initially 3,574,080 unstructured
numbers per year of the dataset. These data, during the pre-processing phase of the
mechanism were organized in data samples, i.e., were transformed in 210,240 17D
structured data per year of observations. When the information carried by these data
samples was incorporated in the SOM of 900 cells, the only data that needed to be

stored for maintaining all the information were the 900 vectors of the cells of the map.

Thus, the mechanism is capable of pre-processing and exploiting Big Data (in terms of
disparity). Moreover, the dimensions of the data can be reduced from 17 to 2 during
their visualization on the map. Last but not least, given the fact that the best
performance was received by the map which was created using the data of 2 years and
its size was equal to 900 cells, the mechanism offers the capability of reducing the size
of the data that need to be stored from 420,480 to 900, i.e., approximately 467 times.

5.3.5 Scenario 3: Prediction of Network Traffic based on all the above

parameters

This scenario exploits all 19 parameters presented in Table 5.2 (18 during the
knowledge building) and respectively, the request towards the load prediction
mechanism includes all of them but the load.

5.3.5.1 Data and Data Pre-processing

The data used for this scenario were the same as in the 2™ scenario (sub-section 5.3.4)
while the same pre-processing applies as well. In this case, the data were
complemented with weather and holidays. The information related to the mean
temperature and the precipitation of each day from August 24th, 2004 up to August
24th, 2007 for the area of Montréal, Québec, Canada, i.e., the area where the access
points are located, were retrieved from [9] using the Montréal-Pierre Elliott Trudeau

International Airport as a reference point and a custom Java tool.

As soon as this was completed, for each load measurement there were data designating
(i) the access point from which the load measurement had been monitored, (i) the time,
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(iii) the day, (iv) the week of the year, (v) the temperature, (vi) the precipitation during
the day that the load was monitored and (vii) if that day was a holiday or not.

Eventually, the data had to become normalized and to be in a format recognizable by
the SOM (Table 5.6), i.e., organized in data samples each of which contained one value
for each of the 8 variables (access point ID, time, day, week of the year, temperature,

precipitation, holidays and load measurement).

Table 5.6: Sample of data files that were inserted in the “"Knowledge Building and Data
minimization mechanism” in order to train the PLGSOM and build knowledge on the

network load

1S

(]
N N Q
§% a o §/ 5|8
5 sIal 388 85 §&3
g9 § 3| % |8 \E*QR&Q
s S S I T 2 S| 8|8 5|F S|S| 3
AR SR AR AR AR AR AR AR AR AR AR AR I 1 D AR AR
e (R[] ||| || |/R |@|T|R| KR |&|q|Y=s” |83

-
-
o
o
o
o
o
&
o
o
—
o
o
o
o
(6]
S
o
o
L

2 0 0 0 0 1 0 | 300 | O 0 0 0 1 0 0 |9 15 1 0 | 10

To summarize, before performing the tests, a custom Java tool was used to pre-process

the data that would:

= Read the trace file from [8], extract the information of the timestamp, the AP
and the load, convert it in 1-7D variables and make the time interval of the
observations equal to 15 minutes;

» Retrieve the temperature and the precipitation of the area from [9] so as to
complement the observations;

= Retrieve from online calendars the (bank) holidays of the area;

= Normalize the values of the data; and

= Gather all the information in the form of data samples, i.e., in one file in which
each row (observation) had information for the 8 variables, which had 1-7

dimensions each (see also Table 5.6).
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This file was the one that was inserted in the “Knowledge Building and Data
minimization mechanism” of sub-section 5.3.2.1 in order to train the PLGSOM and build
knowledge on the network load.

5.3.5.2 Results

Both the validation and the metrics used in this scenario follow the approach of the
previous 2 scenarios. Therefore, the results provides are divided in (a) qualitative results
in the form of comparative diagrams between the predicted and the real values, (b)
quantitative results using MSE, RMSE and MAE as metrics, and (c) results with respect to
the efficiency of the tool to address some of the issues related to the Big Data
management. Accordingly, for both the qualitative and the quantitative results two types
of tests were performed a) those that used the same data for both building the
knowledge and for the validation of the proposed tool, and b) those that used different

data for the two functions/processes.

5.3.5.2.1 Qualitative Results

The qualitative results refer to comparative diagrams between the predicted and the real
load values. Figure 5.15 depicts examples for each access point for (a) seen and (b)

unseen evaluation data, respectively.

Similarly to scenario 2 (5.3.4), as it can be observed from the comparative diagrams of
the figure in both types of tests, although the mechanism has learn the pattern of the
load, i.e., when there is a load, it fails to predict some of its peaks. This may be caused
by unpredictable events that suddenly attract (with no prior similar experience) more
users, e.g., the place where the access point is hosted became more popular for some
reason, e.g., openings of a new coffee shop next to it, or the access point next to it
stopped working and thus all users are now connected on it.
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Figure 5.15: Indicative examples of comparative diagrams of real and predicted load
values for each access point (AP0, AP7, AP8, AP37, AP64 and AP66) when using (a)
seen and (b) unseen evaluation data.

These are events that are not captured by any of the selected variables and thus the
mechanism cannot learn them or predict them. A potential solution towards this
direction that will be considered in the future is to offer the operator or the user of the
mechanism the opportunity of informing the mechanism of such a change. Alternatively,
a more autonomic solution would be to add a feedback loop to the mechanism that
would inform it about the difference between the prediction and the actual load, as part
of online knowledge building. This would then insert a correction factor that would re-
adjust the learned pattern. This last solution would probably benefit the results of the

used dataset a lot where the network load seems to increase a lot each year. Figure
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5.16 captures the changes of the network load of one of the access points, namely the
APOQ, over the years.
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Figure 5.16: Diagram of the network load of APO for the 24th week of the years 2005,
2006 and 2007

5.3.5.2.2 Quantitative Results

Table 5.7 summarizes some indicative tests and their respective quantitative results. In
the table, the data that were used for knowledge building are referred to as training
data while those used for the evaluation of the mechanism are named evaluation data.
Moreover, the table also points out the size of the map, measured in cells, which in the

case of growing the SOM also represents how adjusted the map is to the training data.

Additionally, for the purposes of the evaluation of the mechanism, the initial dataset was
split in three sub-datasets: (a) Y1 which refers to the dates from August 28th, 2004 up
to August 28th, 2005, (b) Y2 involving data from August 28th, 2005 up to August 28th,
2006, and (c) Y3 which expands from August 28th, 2006 up to August 28th, 2007. For
each of the created maps (1-3) two tests have been performed, one using the training
data for the evaluation as well (1b, 2b, and 3b) and one having different training and

evaluation data (1a, 2a, and 3a).
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Table 5.7: Quantitative results

Training Evaluation

e Map Size s MSE RMSE MAE
la | YL&Y2 3465 Y3 0.000557 | 0.023607 | 0.007925
1b | YL &Y2 3465 Y1-Y2 0.000181 | 0.013469 | 0.005442
2a | Y2 2695 Y3 0.000578 | 0.024048 | 0.009601
2b | Y2 2695 Y2 0.000277 | 0.016655 | 0.007579
3a Y1&Y2 928 Y3 0.000553 | 0.023517 | 0.007925
3b Y1&Y2 928 Y1-Y2 0.000191 | 0.013817 | 0.005768

Comparing the results presented in the table, it must be noticed that the mechanism
performs significantly better when the trigger refers to a case that has already been
"seen" by the SOM. This observation was expected and that is also one more reason

why online training has been considered.

Another useful observation is the fact that when only Y2 was used for building the
knowledge (cases 2a and 2b); the performance of the mechanism deteriorates. This test
was selected mainly for identifying if observations older than one year deteriorate the
performance of the mechanism. According to the obtained results, it seems that older
observations not only don't deteriorate the performance of the mechanism but they
even enhance it. This is probably due to the fact that when using data only from Y2, less
data have contributed to the knowledge building and thus, the SOM is familiar with

fewer combinations of the involved variables.

The last observation, which comes from the comparison of 3a and 3b with 1a and 1b,
respectively is that smaller maps result in better performance of the mechanism when
the evaluation data differ from the training data and worse performance when the same
data are used for both knowledge building and the evaluation. This is related to the fact

that the bigger the map is, the more adjusted to the training data it becomes. In
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machine learning, this is also known as overtraining, which eventually results in the
learning technique being unable to generalize well. For avoiding such cases, the
performance of the technique between all the test cases (i.e., with seen or unseen data)
should be kept as close as it gets. Thus, the best performance of the mechanism among
the 3 presented in the table is considered to be the one using the 3rd map. Figure
5.17a depicts this map while Figure 5.17b-g depict the component maps of the access
points and the days, the holidays, the time, the week of the year, the temperature and

the precipitation, respectively.

Figure 5.17: The map from which the best results were obtained from the (a) load, (b)
access points and days, (c) holidays, (d) time, (e) week of the year, (f) temperature and
(9) precipitation points of view. The marked areas in (c) refer to the holiday clusters
while in (d), (e), (f), and (g) the higher the value of the respective parameter, the

darker the area on which the data sample is mapped.
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5.3.5.2.3 Results with respect to the Big Data issues

The data that were exploited for this research were initially 3,994,560 unstructured
numbers per year of the dataset. These data, during the pre-processing phase of the
mechanism were organized in data samples, i.e., were transformed in 3,994,560 / 19 =
210,240 structured data of 19 dimensions each per year of observations. When the
information carried by these data samples was incorporated in the SOM of 928 cells, i.e.,
when the data were mapped on the SOM, the only data that needed to be stored for
maintaining all the information were the 928 vectors of the cells of the map.

Thus, the mechanism is capable of pre-processing and exploiting Big Data (in terms of
disparity). Moreover, the dimensions of the data can be reduced from 19 to 2 during
their visualization on the map. Last but not least, given the fact that the best
performance was received by the map that was created using the data of 2 years and its
size was equal to 928 cells, the mechanism offers the capability of reducing the size of
the data that need to be stored from 2*210,240 = 420,480 to 928, i.e., approximately
453 times.

5.3.6 Comparison of the considered scenarios

Table 5.8 summarizes the best obtained results from the 3 scenarios in the case of

unseen data in terms of denormalized MAE.

Table 5.8: Summary of the results obtained from the three scenarios

Denormalized MAE

Scenario 1 1.198 Mbps

Scenario 2 25.652 Mbps

Scenario 3 26.030 Mbps

According to the table, the best results were obtained when apart from the main
parameters, i.e., the area, the time, the day, and the load, only weather was taken into
account. However, as the datasets used in the first scenario (main parameters +

weather conditions) and the last 2 scenarios were different, the outcome needs to be re-
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validated with the same dataset for all three scenarios. Moreover, user preferences may
not be equally influenced in all geographical areas by all these factors, e.g., in northern
cities/countries, the users’ intention to use the network may be less influenced by an
upcoming (bank) holiday than in southern cities/countries.

5.4 Conclusions

One challenge in the area of cognitive management is the design of mechanisms that
can derive meaningful, as well as useful information for the stakeholders or other
intermediate systems and mechanisms in an efficient and automated fashion. Often,
another challenge is the storage of huge amount of disparate data (Big Data) which,
depending on their volume, might be prohibitive. In particular, in telecommunication
networks, huge amounts of data can be collected when, for instance, traffic-related
parameters are measured on a high granularity, for long time periods and for multiple
nodes. The NO is then forced to maintain measurements in a certain time-window and
discard the ones that fall out of it. As a result, network operators may collect large
amounts of historical data related to the load of the network that need to get organized
in less data while maintaining or even augmenting/enhancing the quality of the
information. In this case, the effective removal of redundancy (i.e., compression) either
lossy or lossless depending on the problem and the transformation of the data in higher
level information, so as to become more easily usable by the NO, is the solution to the

challenge.

To this end, this chapter presented two mechanisms that analyse network and human-
oriented data so as to build and provide knowledge with respect to the either the
possibility of a link to get congested or the traffic of a node. The data used for building
knowledge in the first mechanism were exclusively directly monitored by the network,
i.e., refer to network parameters, and thus allow narrow timeslots for proactively
overcoming a congested link. To address this issue, the training data of the second
mechanism takes into account human-oriented parameters (e.g., time, date, location,
etc.) as well - allowing to also foresee more long-term situations and adjust the network

parameters accordingly.
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6 COGNITIVE DATA ANALYTICS IN TRANSPORT LAYERS

6.1 Chapter Outline

Today’s large development of networks increases their complexity in levels which
sometimes become difficult to manage. An often proposed way for addressing this issue
is to enable networks with cognitive/ autonomic capabilities usually achieved by Self-x
mechanisms. Although these mechanisms can receive autonomic decisions given the
past experience of the system and its current state they are not in position to ensure
stability of the system. On the other hand, network instabilities should be avoided as
they may lead to both worse network performance and higher utilization of resources.
This chapter studies the problem of network stability by defining it and identifying some
of the basic reasons that may lead to it. Moreover, focusing on instabilities that come
from congestion control mechanisms, a learning based method is proposed for
enhancing their decisions and thus increasing network stability. In particular, SOM is
used as basis for building knowledge on the performance of the congestion control
mechanism TCP Vegas. This knowledge is then used for “consulting” the congestion
control mechanism when adjusting for enhancing its functionality and avoiding
congestion in a more stable way. The first tentative results suggest that this kind of
knowledge may indeed enhance the performance of TCP Vegas by eliminating some of
its drawbacks and by assisting the latter to work in a way that allows higher and more
stable network utilization. The keywords of this chapter are: stability, machine learning,

congestion control, TCP Vegas, Self-Organizing Maps (SOMs)

6.2 Introduction

Today’s large exploitation of networks in almost all facets of everyday life increases the
complexity of their management. Towards this direction, self-x mechanisms that are
incorporated in cognitive/ autonomic networks can offer relaxation. However, autonomic

decisions cannot always ensure stability in networks. Instabilities may occur due to three
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main reasons. The first reason refers to the local decisions (made per node), which do
not always take into account decisions of neighbouring nodes, thus leading often to a
globally unstable situation. Moreover, contradictory technical and/ or business objectives
can also result in the same undesired situation. The last but not least important reason
comes from the trade off of different goals. For example, a goal that targets at
congestion avoidance may contradict to a goal for stability in the network utilization and
best resource exploitation.

As such situations, i.e. instabilities of the network, can both jeopardize the performance
of the network and compromise an optimized use of resources, studying, understanding
and avoiding them becomes necessary for designing and exploiting the autonomic/
cognitive networks. The latter will enable networks to make decisions with respect to the

stability levels that can be achieved in both smooth and transient phases.

This study focuses on instabilities that derive from congestion control mechanisms when
applied in a dynamic network and introduces a methodology for observing network
behaviour and building knowledge with respect to it. In particular, the chapter studies
the instabilities of the network utilization and the resource exploitation that come from
the TCP Vegas algorithm [1] when trying to avoid congestion proactively (minimizing the
dropped packets) and not reactively, as most congestion control mechanisms do.
Studying this drawback of TCP Vegas, enabled us to better understand what kind of
knowledge is missing, built it with the unsupervised learning technique of SOM (sub-
section 3.4) and enhance the performance of TCP Vegas in terms of selected congestion
window and network utilization. As a result, applying TCP Vegas maintains the reactivity
of the mechanism without causing that much instability to the congestion window, the
rate of the TCP flow and thus the utilization of the network.

The following sub-sections present an overview of two different existing congestion
control mechanisms and highlights how these can lead to instabilities of the network.
Similar issues appear in other congestion control mechanisms, although they are not
explicitly presented here for brevity reasons. In the sequence, the problem statement,
the approach and the respective results are introduced.
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6.3 Related Work

Congestion control is an example of how local rules that control the way that the
packets are transmitted through a network can correspond with maximizing of
aggregate utility across the entire network. Actually, congestion control mechanisms
represent one of the largest deployed artificial feedback systems: a global network
feature is the consequence of local rules.

Currently available congestion control mechanisms (like TCP Reno [4], New Reno [5],
Cubic [6], Tahoe [7] and Vegas [1]) are examples of large distributed control loops
deriving the state for a desired equilibrium point but they do not take into account
transient behaviours (which, on the other hand, are typical in closed-loop systems). For
example, Reno congestion avoidance is a sort of reactive scheme that determines
available network bandwidth by packet loss. Reno increases the congestion window
linearly during congestion avoidance and reduces the congestion window when either
three duplicate ACKs are received or a coarse grained timeout occurs. Reno makes no
attempt to detect, predict network congestion, and as a result, the goodput (i.e., the
ratio of bytes transmitted excluding duplicates to total bytes transmitted) of connections

is not optimized. Similar approaches are followed by New Reno, Cubic and Tahoe as well.

As another example, TCP Vegas detects network congestion in the early stage and
successfully prevents periodic packet loss that usually occurs in the above mentioned
congestion control mechanisms. TCP Vegas performs better than those in terms of

packet losses but it suffers several problems such as those analysed in sub-section 6.3.

Overall, these mechanisms don’t take account of transient behaviours. Thus, these
mechanisms may be ill-suited for future dynamic network where delays and capacity can
be large. Even worst, this can result in potential instabilities in networks, which can have
primary effects both in jeopardizing the performance and compromising an optimized

use of resources.

Let's consider the problem in more details. Overall a network can be modelled as the
interconnection of resources/links carrying the data generated by users/sources.
Associated with each source is a route, which is the collection of links through which

information from that source is flowing. In traditional congestion control, each link sets a
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price per unit of flow, based on the aggregate flow crossing that link, and the sources
set their transmission rates based on the aggregate price they detect. In the absence of
delays, this scheme is globally stable. In the presence of delays (or large bandwidth) the

scheme can become unstable.

Sources try maximizing individual profit based on their own utility functions. On the
other hand, links use prices to align, exactly or approximately, sources “selfish”

behaviour.

One way to approach stability (for this example) is to define the Lagrangian function, so
that the global optimization problem (flow control) can be turned into the search of
saddle point problem. State stability, in this case, can be defined by a Lyapunov function.
On the other hand, it should be noted that an inadequate Lyapunov function may cause
the excess of false-positive warnings, a risk that cannot be avoided. Moreover even if we
obtain an asymptotic stability, it is not clear what may happen during transients (typical

of control feedbacks).

This problem is even more complicated when it is desired to accomplish both routing
and congestion control simultaneously. The objective in this case is to find an optimal
route for every source so that the utility function of the network is maximized. Since
future networks are expected to be highly dynamic (with nodes joining and leaving the
network with different time scales) it is important to take account of the transient

network behaviours when optimizing routing and congestion strategies.

Mechanisms and methods for optimizing congestion control performance and stability
even during transients are missing; this self-adaptive behaviour should be based on
measurement-estimation-prediction of network conditions (e.g. by using RTTs, or other
network indicators). The proposed way forward in this study involves a learning
mechanism capable of building knowledge on the network behaviour with respect to the
decisions made by the congestion control mechanism. This knowledge is fed back to the
congestion control mechanism so as the latter to become aware of the results of its past
decisions and to enhance the future ones by predicting their results according to this
past experience. The exact problem to be studied is further explained below while some

first tentative results follow.

160



PhD Dissertation Aimilia A. Bantouna

6.4 Problem Statement

As presented above for the two examples of congestion control mechanisms, their
drawbacks can lead to instabilities of the network. Motivated by the need of avoiding
unstable behaviours of the system, a methodology for observing and building knowledge
on the network behaviour, when applying a congestion control mechanism, is proposed
hereafter. In particular, the studied congestion control mechanism is the TCP Vegas.

This congestion control mechanism, although it is capable of acting proactively for
minimizing the dropped packets, it has a very important drawback that has led to it not
being widely applied. This disadvantage has its roots to the inefficiency of the algorithm
to distinguish the reason that caused an increase of the measured RTT. Thus, every
such increase is perceived as a congested link leading to the decrease of the congestion
window so as to avoid the congestion. However, other reasons may have caused this
increase. Such reasons are possible reroutes in the forward [4] or the backward [5] path
of the TCP flow.

This misinterpretation makes TCP Vegas decrease its congestion window instead of
maintaining its size or even increasing it. On the other hand, if TCP Vegas had the
information that this was not a congested link but another reason, then its minimum
RTT would have been updated with the increased value instead of being kept the same.
What is attempted here, is to build knowledge of when TCP Vegas should be reset and

when not to so as it always has the correct minimum RTT.

This knowledge can then be used as a feedback to the congestion control mechanism,
urging the mechanism to reset and thus update its minimum RTT when needed.
Consequently, this will eventually result in the highest possible rate of the TCP flow and
thus network utilization with simultaneous avoidance, as much as possible, of the
dropped packets and to a more stable way of acting for the TCP Vegas.

The overview of the proposed methodology is summarized in Figure 6.1 while a more
detailed description follows in the next sub-section.
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Figure 6.1: Methodology for building knowledge on when the TCP Vegas needs reset/
update of its minimum RTT.

6.5 Approach

The adopted approach is depicted in Figure 6.2 and is as follows: the congestion control
mechanism monitors the network changes and queries the knowledge base (the map
created by the SOM technique in our case) whether it should be reset or not each time
the RTT changes more than a threshold.
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Figure 6.2: The followed approach for learning whether a reset is needed or not.
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In order to built this knowledge, SOM has performed vector quantization [2] so as to
cluster input data and generalize on the patterns they follow regarding the two actions
i.e., reset/maintain minimum RTT. Thus, by mapping nhew measurements (i.e., RTT and
congestion window measurements before and after the RTT change) to the created SOM,
the algorithm can provide an action proposal to the TCP mechanism with respect to its
past experiences. TCP Vegas applies the action suggested by SOM and keeps monitoring.
The monitored data after the taken action comprise the network behaviour. Network
behaviour, the monitored data before the SOM interval and the proposal of the
knowledge base are then fed back to SOM comprising its online training. It should be
clarified here that initially when the monitored data describe a context that SOM has not
seen again in the past, SOM proposal to TCP Vegas is to reset, i.e. SOM default proposal
is to reset. As time passes, due to the feedback that SOM receives and its online training,
the past experience and the built knowledge increases. Thus, SOM becomes aware of

more different situations and capable of giving more accurate and reliable proposals.

6.6 Results

In order to examine the performance of the proposed method, simulations using
Network Simulator 2.35 were performed. The network topology simulated is depicted in
Figure 6.3. In this topology, nodes 3, 4 and 5 are routers and nodes 1, 2, 6 and 7 are
end-hosts. In particular, node 1 is an FTP server, node 6 is an FTP client connected to
the server and continuously downloading from it, while node 2 runs a UDP source

application sending data to node 7 at specific time period.

Although the network topology is simplified, it is adequate enough in reproducing and
investigating our problem, since the number of hops in a path is not directly affecting
Vegas' underestimations of RTT. Our key factor here is the total RTT measured by the
end-to-end hosts, and thus, there is no loss of generality even in this simplified topology.
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Figure 6.3: Network configuration for the simulations.

Six test cases were examined and organized in two simulation scenarios. The first
simulation scenario targets at showcasing three basic test cases in which TCP Vegas
misinterprets the monitored increase of the RTT for congestion. This results in TCP
Vegas decreasing its congestion window instead of maintaining or increasing its size. In
particular, the default route of the scenario for both the forward and backward path for
the TCP-FTP flow between the nodes 1 and 6 is route 0. The TCP flow starts
simultaneously (t,=0 sec) with the simulation. Enough time is given to the TCP sender
so as to increase its congestion window to its maximum and stabilize. At time t;=200
sec the forward path of the TCP-FTP flow is rerouted through node 4 (route 1), which
has higher minimum RTT than route 0 (first test case). However, Vegas has no
indication of this change and since the minimum RTT has higher value than the previous
one, Vegas fails to identify this fact and update it. Thus, the only information that Vegas
has is that the RTTs have increased, which for Vegas designates a congested link. So
the congestion window is decreased, instead of the opposite, so as to avoid the
congestion. At t,=450 sec the path is reverted back to route 0. At time t;=650 sec, a
UDP flow starts between end points 2 and 7. The sending rate (from node 2 to node 7)
is initially set to 1 Mbps and is then increased by 0.5 Mbps per second for a time period
of 200 seconds. In this case as well, Vegas detects an increase to the RTTs as a signal
that there is a traffic increase and decreases the congestion window. Although this
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decision is correct, this will eventually end up to UDP flow dominating the link between
nodes 3 and 5. At time t,=850 sec, link 3-5 becomes congested and the TCP-FTP flow is
rerouted through node 4 (route 1) (second test case) while at the same time the UDP
flow stops. In this case as well, just like the first test case, Vegas failed to understand
that the route has changed and that the minimum RTT needs to be updated ending up
in no reaction regarding the congestion window size (grey line of Figure 6.4). At ts=1100
sec, the TCP-FTP flow gets back to route 0, TCP Vegas realizes the decrease of the RTTs
and starts increasing again the congestion window. On the contrary, at t¢=1350 sec,
when the backward path is rerouted through node 4 (third test case), Vegas does not
identify the cause of this change. Once more, it misinterprets its observation for
congestion and thus decreases again the congestion window that in this case should
have increased. The new reroute of the forward path of the TCP-FTP flow through node
4 at t,=1550 sec, as expected from our previous observation, results in no increase of
the congestion window. Contrarily, it has reached its lowest value equal to 0. Finally, the
simulation ends at t3=1850 sec. The corresponding fluctuation of the observed

congestion window in the above scenario is also depicted in Figure 6.4.

In the same figure (Figure 6.4) is also depicted the same scenario supported by
knowledge. As explained above, the knowledge is built following a methodology based
on SOM learning technique. This knowledge enhances the decisions of Vegas when a
large RTT is observed. In particular, SOM encourages or discourages Vegas to reset
according to the past experience of the network and its current context. As can be seen
in Figure 6.4 knowledge has intervened in Vegas decision at t;=207 sec, t,=857 sec,
t3=1357 sec and t,=1558 sec, i.e., when the increase of the RTTs were not caused by
congestion but by other circumstances. The comparison of the two diagrams in Figure
6.4 reveals that knowledge can indeed eliminate the faulty assumptions of Vegas
improving its performance in terms of increasing and maintaining the size of the

congestion window instead of decreasing it.
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Figure 6.4: Fluctuation of the congestion window when using TCP Vegas with and
without the support of SOM (Scenario 1).

Accordingly to congestion window size, Figure 6.5 depicts the fluctuation of the rate of
the TCP flow both with and without support. As the capacity of the path is restrained by
the links with the minimum capacity regardless the selected route, the maximum rate
that can be achieved is 100 Mbps. Moreover, as can be seen in the diagrams, faulty
assumptions of TCP Vegas result in not exploiting in all cases the maximum capacity of
the link. On the contrary, when knowledge is used in support of Vegas, maximum
capacity of the link is used for more often and for longer periods of times. Thus, support
of Vegas by knowledge provides a higher and more stable rate for the TCP flow.

Moving to the second simulation scenario, the following changes were done with respect
to the first one. The acknowledgements are sent following the delayed
acknowledgement technique with a delay of 200 ms. Moreover, the propagation delay of
the links between the nodes 3, 4 and 5 was increased to 128 ms while the capacity of
the same links was decreased to 10 Mbps. Accordingly, the UDP flow rate was initially
set to 0.2 Mbps while the rate with which it was increasing was 0.1 Mbps per 100 sec.
The behaviour of Vegas for this scenario in terms of congestion window size and
achieved rate of the TCP flow are depicted in Figure 6.6 and Figure 6.7, respectively.
Similarly to the conclusions in which we were led by the 1st scenario, this scenario

showcased that the performance of TCP Vegas is significantly improved both in terms of
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congestion window size and achieved rate of the TCP flow when the mechanism is

supported by knowledge.
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Figure 6.5: Fluctuation of the bit-rate of the TCP flow when using TCP Vegas with and

without the support of SOM (Scenario 1).
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Figure 6.6: Fluctuation of the congestion window when using TCP Vegas with and

without the support of SOM (Scenario 2).
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Figure 6.7: Fluctuation of the bit-rate of the TCP flow when using TCP Vegas with and
without the support of SOM (Scenario 2).

6.7 Conclusions

The pervasiveness of networks in the everyday life of humans makes network
complexity increase. This phenomenon leads to the need of applying more autonomic/
cognitive solutions for the management of the networks. On the other hand, autonomic/
cognitive management solutions cannot ensure the stability of the network, especially in
dynamic network environments. Additionally, instability issues that may accrue in such

cases jeopardize the network performance and the maximization of resource utilization.

As a result, stability issues need to be identified and studied, even in transient phases of
the network so as instabilities to be avoided. This study targeted at stability issues that
origin from congestion avoidance mechanisms, and in particular from TCP Vegas, and
offered a proposal for enhancing the latter through learning. Learning techniques, such
as SOM that was used in this study, are capable of building knowledge with respect to
actions that need to be taken by the congestion control mechanisms given the situation

encountered in the network.

The approach followed here was to provide the built knowledge to the TCP Vegas so as
to enhance the rate of the TCP flow maintaining TCP Vegas attribute of proactively (in
terms of dropped packets) avoiding congestion. The first tentative results proved to be
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encouraging towards the proposed methodology. However, more research needs to be
done so as to achieve better results and even more stable actions. In particular, as this
research is ongoing, the future work involves the study of more scenarios and even the

enhancement of the methodology towards the desired direction.
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7 TRUST DEVELOPMENT AND MANAGEMENT MECHANISMS

7.1 Chapter Outline

As presented in the chapters above, learning capabilities are somehow interwoven with
cognitive systems. In particular, they are expected to incorporate past experience and
knowledge of the network in the system and thus facilitate their decisions. Moreover,
they are expected, and in some cases have proved their ability, to enable faster
decisions which are not any more “blind”, in terms of not knowing the expected results.
In these terms, learning capabilities will enhance the automation of network decisions

with respect to their past and the time needed for reaching them.

Additionally, learning capabilities are expected to bring forward benefits to both NOs and
end users. More specifically, and regarding NOs, building knowledge will reduce both
CAPEX and OPEX. CAPEX is the NO's expenditures that are related to technological
investments or equipment so as to enhance or maintain the ability of offering the
services and serving the demand. For example, building knowledge on either user
preferences/ behaviour regarding the services and his demands or the network
capabilities could benefit decisions with respect to expanding or not the network
equipment. Moreover, decisions related to the distribution of the traffic can also be
improved by taking into account such knowledge. In these terms, correct network and

service planning will eventually decrease CAPEX.

On the other hand, OPEX refers to NO’s expenditure coming from human resources and
the operations of the equipment in general. Towards this direction, OPEX shall be
decreased in two ways. The first one derives from decreasing human resources.
Applying learning mechanisms will make automatic decision making mechanisms more
applicable and reliable when using past experience of the network, thus less human
resources will be needed and hopefully less human mistakes will occur. The second
benefit regarding OPEX comes from the configuration of the equipment so as to function

using the minimum required energy. For example, suitable network planning, contrarily
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to the current worst case scenario planning, could be applied with respect to a green
footprint, i.e. reducing needed energy. The latter, apart from the social economic
aspect, will eventually also reduce OPEX.

Moving towards users end, learning is expected to benefit them as well. In particular,
decisions enabled by some of the examples that have already been mentioned are also
expected to increase offered QoS and QoE. The first aspect is rather obvious as it is
already associated with the proper distribution of the services and the traffic and
capabilities of the network. For example, selection of the most appropriate network
configuration, with respect to the data rate that it can offer, results in better QoS
towards users. On the other hand, learning capabilities in a network can also enhance
QoE. Imagine only a network that would have the ability to predict future faults, in the
near or the distant future, and resolve such issues before even user experiences them.

Such a feature would definitely improve users’ QoE.

Although benefits seem to be many, moving from human handled networks to cognitive
ones needs cautious and stable steps. Despite the fact that learning is capable of
enhancing network decisions, applying them can turn against the network in terms of
complexity. Thus, caution is needed when choosing the learning technique that will
develop each type of knowledge, and the respective variables that will reveal the
context where the network operates. Moreover, a challenging issue arises when
considering cross-layer and cross-domain configurations, as omitted variables may
provoke non-linear behaviour of the latter and instabilities when training the system.
Finally, although autonomicity facilitates decision making in CRS and enhances them in
terms of speed, caution is also needed for ensuring that the decision made indeed result
in better performance of network. Trust to the autonomic and self-x mechanisms need
to be built. To this end, this chapter proposes a knowledge building mechanism that is
expected to evaluate how trustworthy a control loop is and thus, enhance/ ease the
decisions of the NOs/SPs regarding the control loops that will be selected. Although the
design of this mechanism has already been studied and presented in this chapter, its
evaluation depends on the control loop to be studied each time and is out of the scope
of this dissertation.
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7.2 Metrics

Independent of the particular method (e.g. Bayesian Networks, Markov model) that may
be applied for evaluating whether a control loop is trustworthy or not, a first important
step is to define observable parameters/metrics that can be measured and monitored in
a system, and that can be linked to a level of trustworthiness. A set of generic
observable parameters that can be considered for the self-evaluation of control loops so
as to derive a measure of their trustworthiness includes (but is not limited to) the

following:

= Deviation from requested goals of a control loop (e.g., QoS levels)

= Resources involved for the enforcement of certain control loop(s)
decisions/actions.

= Time required for the enforcement of control loop decisions/actions.

= Number of reconfigurations deriving from certain control loop decisions/actions.

It should be noted that different observable parameters may be considered for diverse
self-management functionalities (control loops). Such observable parameters can be
measured for each executed control loop to obtain an estimation of an "instantaneous
trust index" [1], e.g., as a weighted sum of the observable parameters following an
approach of [2] for the evaluation of an interaction between, say an agent and a user.
It should also be noted that the term goal above refers to what should be achieved by a
control loop. In order to achieve contractual agreement elements, self-management
functions (control loops) must reach certain goals. Thus, if the decision of a certain
control loop deviates from these goals this decision should not be deemed as
trustworthy. Consequently, the larger the measured deviation, the number/amount of
resources involved, the time required and the number of reconfigurations, the higher the
level of inefficiency of certain control loop decisions/actions. In general a high level of
inefficiency can be mapped to a low level of trustworthiness, i.e., to a low instantaneous
trust index. More specifically, if the level of inefficiency of a control loop exceeds a

specific predefined threshold, its instantaneous trust index will be decreased.

In order to obtain an "overall trust index", the long term performance of governance

and self-management functions should also be taken into account, considering
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instantaneous as well as past information. The metrics, the instantaneous and the
overall trust index are combined in the below proposed model, following a similar to Q-
learning approach in order to enhance the decision making process of a control loop in

terms of trust.

7.3 Approach

The method described here as a generic one targets at enforcing a control loop with the
knowledge if its decisions are trustworthy enough. This knowledge may be exploited so
as to improve the performance of the control loop by excluding decisions/actions that do
not achieve desired trustworthiness levels. More specifically, the method stores
information on situations encountered by the control loop including the corresponding
decision that was applied for handling them in a knowledge base similar to the one
depicted in Figure 7.1. This allows considering past interactions so as to allow faster and
more efficient handling of problems. Thus, a control loop is enabled to reach its most
trustworthy decisions given the current context of the system. Furthermore, the decision
making process can be enhanced in terms of reduced time required for selecting a
particular action, as a former “trustworthy” decision may be applied for the same/similar

context without the need of executing an optimisation process.

Each time a decision is made, the control loop provides information on the contextual
situation (parameters of the trigger for the Control loop) and the corresponding decision
made. The values of relevant metrics are retrieved after the application of the decision
of the control loop. The retrieved values are used so as to calculate and update the
efficiency level, the instantaneous trust index and the overall trust index, given the

context of the system. The knowledge-base is updated accordingly.

The proposed model follows Q-learning approach and the flow of Figure 7.2. In
particular, after the selection of the metrics and the collection of the measurements, the
latter will be used for calculating the level of efficiency of the control loop. The way that
the Efficiency Level (EL) can be calculated is given by equation (7.1) and may involve
different functions F such as the weighted sum of the metrics.

EL(t)= F(m,m,,....m,) (7.1)
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where m;, m;, ...., m, stand for the different metrics.

s the level o
efficiency below

the defined
threshold?

‘ Yes

Decrease instantaneous trust
index

@

Update overall trust index
SN (taking into account “historical”
information

Figure 7.1: High-level view of control loop trustworthiness assessment process and

update of corresponding knowledge base.

Additionally, a threshold for EL is defined with respect to equation (7.2), i.e., the value

of function F when the minimum desired values of the metrics are used.

- (7.2)

‘thres

= F(ml,opt > m2,0pt LR mn,opt )

Consequently, if the EL of the control loop decision is below the defined threshold, the
control loop decision will be rated negatively, i.e., the Instantaneous Trust Index (ITI) r
(corresponding to the payoff of Q-Learning technique) for the certain state s and action
(decision)/ selected control loop a will be a negative real nhumber. On the contrary, if
the EL of the control loop decision is over the defined threshold, then the control loop
decision will be rated positively, i.e., the corresponding payoff (ITI) r for the certain

state s and action (decision) a will be a positive real number (equation 7.3).
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<EL, ., r(s(t),a(t) <0 (7.3)

HO {> EL,.., r(s(t),a(t)) >0

where r(s(t),a(t)) represents the payoff for a particular system state s and action a at

instance t.

Ea ControlLoop Decision/ Action

Efficiency Instantaneous

Level TrustIndex - ITI

Overall Trust Index
for a certain context, decision

Knowledge
Base

R
Index - OTI
201111001 201111101 60%
201111002 201111201 75%
201111002 201111201 52%

Figure 7.2: Overview of process for updating the Overall Trust Index (OTI).

Accordingly, the ITIs will then be used to update the Overall Trust Index (OTI), which
provides a more aggregated view of the trustworthiness of a particular decision/control
loop over time (taking into account past trust estimations). In other words, it comprises
both instantaneous information as well as “historical” information. Following the Q-
learning approach [3], the OTI will first be calculated and then, during the next
iterations, be updated until it reaches its maximum value according to equations (7.4)
and (7.5):

Q(s(t),a(r))=<§y’r(s(z),a(r»> (7.4)

S,r
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O(s(0). a(®)) = s(1),a(n) + &lr(t) + y max Xs(t +1), a( + 1)) = Q(s(@), a@)] - (7.5)

where Q(s(t),a(t)) corresponds to the OTI when the control loop is triggered by a

situation (system state) s(t) and reaches decision a(t) and symbol < >S , refers to the

average value. The discount factor 0<y<1 stands for the weight of the payoff and is
closely related to the time that has elapsed from the payoff, i.e. the larger y designates
that the more distant payoffs are more important. Moreover, parameter € denotes the

learning rate of the system.

As already mentioned, the derived knowledge on situations encountered and
corresponding decision made by the control loop from the above described method will
then be stored in a knowledge base. According to this knowledge base, the control loop
will be enabled to select the most trustworthy decision given its inputs and the trigger.
It should be noted that the focus of the presented method is more on assessing the
performance of a control loop (or potentially a set of control loops) and consequently
derive how much it can be trusted to operate autonomously and is not relevant to
security. Nevertheless, the use of the described method and its outcomes may help to

identify situations when conventional isolation mechanisms need to be applied.

7.4 Conclusions

Despite the many advantages that self-x mechanisms promise to provide network
management with, disadvantages also exist, one of those coming from questions such
as “how much can an autonomic control loop be trusted that will make the most
appropriate decision? Will it be at least as good as the one made a human? What is the
optimal control loop to incorporate in a network management?” All these question are
closely related to the trust that needs to be built in autonomic control loop so as them to
actually be deployed. In fact, although there is much ongoing research with respect to
cognitive management systems, they have not yet been deployed in large large.

In order to bridge the gap, trust to self-x mechanisms needs to be build. To this end,
this last chapter of the dissertation designs a knowledge building mechanism that could
be used for evaluating the performance in terms of trust of an autonomic control loop.
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However, even though the trust issue was raised during the dissertation and a way to
address such a challenge was considered as intresting to be provided, the evaluation of
this mechanism is closely related to the under question control loop increasing the
boundaries of this research so much that was considered as out of scope of this

dissertation.
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8 SUMMARY — ONGOING CHALLENGES

This dissertation identified the need for mechanisms that can exploit Big Data and build
knowledge that supports and enhances the decision making in CRSs. In particular, the
increasing demand for network resources, the heterogeneity of the user devices and
applications and the increased availability of digital data pose the challenges of future

networks but also offer solutions for addressing them.

To this end, the dissertation presents the GANA architecture and identifies the
placeholder where knowledge building mechanisms can be hosted so as to offer support
to the envisaged functionality of the architecture and allow proactive diagnosis of future
networks. Data parameters that can be monitored directly by the network have also
been identified. Moreover, knowledge building mechanisms for a) estimating the
network capabilities in terms of bitrate, b) predicting the congestion levels of a core link,
c) foreseeing the traffic of a node, d) supporting and enhancing congestion avoidance
mechanisms and e) building trust in autonomic control loops were designed,
implemented and validated. The results from the validation of the mechanisms seem to

be quite promising, although there is always room for improvement.

Last, but not least, despite the promising results, the concerns raised with respect to the
trust in chapter 7 should not be underestimated. Research may propose enough
autonomic control loops/ self-x mechanisms, but in order to move forward with their

deployment, trust needs to be built.
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9 APPENDIX A — EKTETAMENH EAAHNIKH NEPIAHWH

9.1 Nepiypappa Tou KepaAaiou

To ke@aAaio autd anoTelei pia ouvown Tng diaTpIBrc oTa eAvikd. ‘ETol, apyikd
napouoialeTal To NAdicIo OTO OMoI0 PNOPOUV va PIACEEvNBoUV pnxaviopoi dnuioupyiag
YV@onG kal Ta dedopéva nou Wnopouv va a&lonoinbouv yia Tnv dnuioupyia TngG yvwaong
(kepahaio 9.3). AkohouBei n availuon Pnxaviopwv nou BacifovTal 0€ TEXVIKEG PNXAVIKNAG
paonong (machine learning) yia Tnv dnuioupyia yvwaong nou pnopei va BeATIWOEN TV
anodoon Twv OIKTUWV O TaAXUTNTA Kal opBOTNTA TWV aAnoPACEwV Mou AduBavel.
JUYKEKPIYEVA, TO KEPAAalo 9.4 Oivel €Upacn Ot €KEIVOUC TOUC MNXaviopoUug nou
anookonoUv oTnv nNpoBAewn Twv OUVATOTATWV TOU KAl OE OUYKPITIKN HEAETN METAEU
OlaPOPWV TEXVIKWV MNXAVIKAG padnong. Or pnxaviopoi dOnuioupyiac yvwong mnou
agpopouv Tnv npoBAewn Tou QopTiou avallovTal oTo KePAAaio 9.5. TENog, Ta kepaAaia
9.6 kal 9.7 napoucialouv avTioTOIXa NWG HUNXaviodoi dnuioupyiag yvwong pnopouv va
oTtnpi€ouv To diKTUO O €NinNedo PETAPOPAC Kal TNV AuTO-aflIoAdynon Twv anoPpacewv

TOU yia Tnv Iaxeipion TNG EUMICTOOUVNG NPOG AUTEC,

9.2 Eicaywyn

H au&avopevn xprion Tou AiadikTUou aAAG Kai n BEATIWON TWV UNNPECIOV KATA TETOIO
TPOMO WOTE VA MNPOCPEPOUV OAO Kal MEPICOOTEPEG OUVATOTNTEG OTOUG XPHOTEG
npokahouv Tnv avTiaToixn auénon Tng avaykng yia BeATIwpEVN dIaBeoIdOTNTA NOPWV Kal
emnédoU Xpriong uno Tnv &vvolia TG NapoxnG agionioTwy Kal MoIoTIKWY UMNNPECIWV NPoG
TOoV TEAIKO XprioTn, agrvovTac eAaxioTa anodekta opia MoidtnTtac Ynnpeoiac (QoS) n
MoioTnTag Epneipiac Xpnong (QoE). TeToiec anaimoeic, dev pnopei napd va ackouv
NEPAITEPW MIEON TOUC €KAOTOTE OIKTUAKOUC nopouc (diabéoipyo €Upoc pAouPaToc-
bandwidth, ene€epyaoTikr ikavoTnTa o€ dikTUA KOPHOU Kal NpdoRaonc).

EmnpooBeTwe, TG00 n 6o Kal Mo évrovn €lopory Tou AIadIKTUOU OTNV KadnuepivoTnTa
TOU MEOOU avBpwnou/ XpNoTn, €ITE yia TNV &VNUEPWOT TOU EITE yid TNV NaApoxn
unnpeoiwv Kai dIKTUWONG YEVIKOTEPA, OCO Kal n TAuToxpovn BeATinwon kair avaBaduion

TWV TEPHATIKWV OTABUWV 0dnyoUv oTnV €kOETIKN aU&non Twv NapayopevwV dedOPEVWV
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nou Xpelaleral va diaxeipioToUv ol Asiroupyoi Twv dIkTUwV (NOS) rj/ Kal oI Napoxol Twv
unnpeoiov (SPs). Kabw¢ n diaxeipion, n agonoinon Kal n eKMETAAEUON TOOWV
Oedopévwy Oev €ival EPIKTO va npayparonoindesi povo and Tov avepwno, kabioTaral
anapaitnTn n avelpeon auTopaTonoiNuévwy diadikaolwv NPoc auThVv TNV Kateuouvon.
O1 d1adIkaoieg auTég Ba Bonbrioouv OTNV CWOTH EKUETAMEUON TNG NAnpogopiag nou
napayerar kar otnv avaluon Twv "deyaAwv" - og noootnTa, TaxUTnTa aAAayng Kai
dlapopeTikOTNTa - dedopévawyv (Big data analytics) kar opadonoinorc Toug katd Tpono
£QIKTO Kal Gueoa a&lonoinoiyo anod Tov avlpwro, n.X. «OUVAYEPHOI» KATAOTAGEWV OTIG
onoieg Ba €néABel To OikTUO OTO ApeEco HEAAov (alarms), kaBioTtwvrtag duvartn Tnv

yvwaolakn diaxeipion (cognitive management).

3T OUCTNPATA YVWOIAKNG dIaxeipiong, N NpoTepn eunelpia Tou dIKTUOU kabodnyei Tnv
auTtopartonoinuévn Afwn anogdacswv (decision making) Tou OikTUOU Yyia TNV
BeATioTOMNOINON TNG Asimoupyiag Tou. Ma Tov AOYO auTod XPNOILOMOIOUVTAl TEXVIKEC
MNXavikng paenonc (machine learning), o1 onoie¢ eunhouTifouv Ta JikTua WE
duvaToTnTeG ene€epyaaniac NG «npwToBAbuIac» nAnpogopiac nou AauBavouv anod To
nepiBarMov Touc (sensing) wOTE va napayouv uwnAdTepou eninédou Oedopéva
(elaborated data, alarms) kai va dnuioupyoUv yvwon and Tnv euneipia Tou OIKTUOU
(knowledge building). Ta véa auta enefepyacpeva dedopeva kabioTouv duvartn Tnv
KaAUTepn ANWn ano@Acewv €ite and Tov OJIaXeIpIoT Tou OIKTUOU €ITE akOua Kal
auTtovopa anod To dikTuo. TENOC, auTn n duvaToTnNTa TWV JIKTUWV WNopei va a&ionoinoei
€iTe yia Tnv kabuoTepn avTiMeTWMIoN NPoBANUATWY Tou OIKTUOU META TNV EyKUPN
didyvwor| Toug (reactive diagnosis) n akopa kar w¢ npdAnyn yia TNV ano@uyn

aveniBuPNTWV KaTaoTacewv oTo dikTuo (proactive diagnosis).

Suvowilovtag, n yvwoiakn Olaxeipion Twv OIKTUWV pnopei va dwoel AUOEIC OTIC
NPOKANCEIC TwV HEAOVTIKWV OIKTUWV aAAd auTod npolnobETel TNV €loaywyn Yvwong
hEoa oTo JikTuo, OXI OMWG YVWONG Mou napdysral anod Tov avBpwrno. MpokeiTal yia
yvwon napayopevn duvapika ano To idio To dikTuo Bacel Tou nepiBaiovToc (context)
MEoa OTO onoio evepyei, Ta dedopéva PeyaAou OYKOU MOU MapdyovTdal Kal TNV ePneipia
Mou €XEl AnoKTnoel and Tnv PEXp! TwPa Asiroupyia Tou. H yvwon auTh yia va anokTnoei
anaitei anod To JikTuo va eknaldeveTal dUVAUIKA anod ToV TPOMO Mou EXEl avTIOpAdel 0TO

napeAdov dedopévou Tou NePIBAAOVTOC O0TO onoio evepyei (context) kal va eival oe
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B€on va avayvwpiosl nole¢ and TIC avTiIOpAoelc/ AnopAcElC AuTEC TO odNynoav o€
KaAUTEPN ASITOUPYIKN KATAoTaon woTe TNV O0e00UEVN OTIYHN va AAUBAVE TIC AVTIOTOIXEC
anogaosic. PUCIKA, Ol AnoPAcelC auTeg Ba diEnovTal kal and TOUC OTOXOUC/ KAVOVEG
(policies) Tou Asitoupyou Tou dikTUou (NO) 1)/ kai Tou napdxou TngG unnpeoiac (SP).
AkoloubwvTac To napandavw KUKAO AsiToupyiag/ epyaciov, To OikTuo duvartal va
anokTnoel pia Ok Tou OUVAMIKA KAl QUTOTEAEId akOWNn Kal G Mpog TNV Anwn

anopAacewv.

H didakTopikny diaTpiBr €0mialel OoTnVv MeEPIOXN TWV WNXAVIOHWV OnMioupyiag yvawonc.
ZUYKEKPIPEVA, UNXaVvIOHOI PNXavikng paenong e€etalovral kal XpnoidonoiouvTal yia Tnv
avaluon OedopEVWY PEYAANC KAIHakag nou neplypapouv napeAboUoeC kKaTaoTACEIC TOU
OIKTUOU Kal TNV CUMNEPIPOPA Tou oUPPWVA KE TIG ano@AcelC nou eAnPOnoav os Kabe
nepinTwon. H avaiuon Twv napanave dedopevwv 0dnyei oTnv dnuioupyia TNG yvwong
nou pnopei va agonoinBei yia Tnv npoBAewn avemBUuuNTwv PEANOVTIKOV KATAOTACEWY
Tou OIKTUOU Kal TNV BEATIWON TwV ANOPACEWV EITE WG NPOC TNV ANOTEAECUATIKOTNTA

TOUG €ITE WC NPOC TNV TaxUTNTa ANyng Toug.

Ev yEvel, oI TEXVIKEG WNXavikng paenong diaxwpilovTal oTIC kaBodnYOUMEVEG TEXVIKEG
eknaideuong (supervised learning techniques) kai oTi¢ N kaBodnyoUpeveg (unsupervised
learning techniques). O1 kaBodnyoUMEVEG TEXVIKEG €KNAIOEUONG E€ival TEXVIKEG MOU
AeIToupyoUv unod eniBAeyn, TeXVIKEG dnNAadr OTIC Onoieg To GUVOAO TwWV JEDOHEVWV MOU
€l0ayovTal KaTa Tnv €knaideuan nepIEXEl kal To emMBuUUNTO anoTéAeopa. And auto To
oUVOAO TwV dedOPEVWV TO oUOTNUA/ OIKTUO «avakaAUNTE» TNV ouvapTnon nou JIENE
Ta dedopEva Kal KaAEiTal va Tnv yevikeloel woTe va pnopei va BydAel oupnepdopara
akoun Kkail yia dedopéva ayvwoTta npog auTod, dedopéva dnAadr nou dev avhkav oTo
oUvVoAO Twv dedopevwy Mou €lonxdnoav kata Tnv eknaideuon. EVOEIKTIKA avapEépPoups
OTI 0€ auToU ToU €idoUC TIC TEXVIKEC avnkouv Ta Neupwvikd Aiktua (Neural Networks -
NNs) [1]-[5], Ta Bayesian diktua [6]-[8] kai oI Texvikéc Baoiopéveg oe Fuzzy-logic
[9][10]. MeAéTec nou €xouv AABel XWPO OE €PEUVNTIKO €MiNedo KAVOVTAC XPrion auTwv
TWV TEXVIKWV YId va MNpokUWOUV Ol MPOTIMACEIC TwV XPNOTWV Tou OIKTUOU Kal Ol

duvartoTnTeg Tou dikTUOU eivar o [7][8] kai o1 [1]-[6],[9],[10], avTioToixa.

Mn kaBodnyoUMEVEG TEXVIKEG EKNAIDEUCNG Eival EKEIVEC Ol TEXVIKEG OI OMoieg npoanadolv

VA OUMNEPAVOUV TNV KPUPr SOUN TwV JEDOPEVWV XWPIC WOTOGO va TOUG YVWOTOMNOIEITal
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TO €MOUPNTO anoOTEAEOUa. TETOIOU €idOUC TEXVIKEG XPNOILOMOIOUVTAl EUPEWC OF
npoBAnuara «e&dpuEnc dedopévwv» (data mining) kar opadonoinong (clustering), evw
eVvOEIKTIKA OE AQUTNV TNV KaTnyopia BpiokovTal ol «K-KOVTIVOTEPO! YyeiTovee» (k-nearest
neighbors), Ta «veupwvikd agpia» (neural gas), n «Bewpia NPOCAPHOCTIKNG ANMXNoNG»
(Adaptive Resonance Theory - ART) [11], o1 «xapTeg auTto-opyavwonc» (Self-Organizing
Maps - SOMs) kai napaAAay£g Touc.

>TOUC PNXaviopoUg nou avaAuovTal NapakaTw, EYeaacn d0Onke oTIC KN kabodnyoUEVEG
TEXVIKEC €KnaideuonG, Kal €10Ikd OTOUC XAPTEG AUTO-OPYAvVWONG Kal KAMoleg ano TIC
napaA\ayeg TOUG WOTE va KATaokeuaoTouv avTioTolxol npog Ta dedopeva XApTEC kal va
avayvwpioTouv Ta oxedia/ PHOVTEAA OTA onoia UnokevTal ol PETaEl Toug oxeoeic. Ta
HOVTEAG auTd afionoinbnkav ev Ouvexeia yia TNV NpOBAswn/ npoAnnTikn didyvwon
KATaoTaoswv oTa onoia Ba €néABel To dikTUO N yia Tnv dlEukOAuvaon TnG diadikaaoiag

auToNaTNG AWNG anopacewv ano To idIo To diKTUO.

9.3 AopEg kal MovtéAa Angikoviong Nvoong

H apyitekTovikny GANA [12] £xel npoTtaBei and Tnv opada npotunonoinong ETSI GS AFI
Kal agopa OTnV Meplypapn HIAg apxITEKTOVIKNG Mou Oa Jnopei va nepiypayel TiG
AeIToupyieg Twv PeEAOVTIK@V JIKTUWV aAAA Kal TNV opyavwaon TV ENIKMEPOUG ENNEdWV
TWV OTOIXEIWV Tou BIKTUOU. Z& auTnv npoPAéneTal n unapén Tou “Knowledge Plane”, To
ornoio euBuveTal yia Tnv peTagpacn Twv GANA profiles, Twv 0dnyiwv dnAadr nou eioayel
0 A&iToupyog Tou OIKTUOU, WE 00nyieC nMou WNopoUv va €eKTEAEOTOUV anO MNXAVEC
ano@Acswv XaunAoTeEpwV €NINEdWV OTNV APXITEKTOVIKN. ZTd nmAqiola Tng dnuoacieuong
[13] npoTabnke n seicaywyn oto “Knowledge Plane” Tou “Knowledge Functional Block”,
OnAadn piac opadag dlepyaciwv/PnNXavioywv nou 6a cupnAnpwvel TNV nAnpogopia
OXETIKA ME TIG NONITIKEG XPprong kai diaxeipiong Twv SIKTUwV kal Toug high-level aTdxoug
TwV A&ITOUpywV TwV JIKTUWY, ONWC AauTeC npodiaypaovTtal oTnv apXITEKToVIK) GANA
(Elkova 9.1) [12], pe Tnv "epneipia" Tou OIKTUOU and NAAAIOTEPEG WETPNACEIC Kal
napatnpnosic. Kabe pnxaviopoc tou “Knowledge Functional Block” anookonei otnv
napoxr OIapOpPETIKAC NANPOPOPIAC OXETIKA ME TOV TPOMO AEITOUPYIac Tou OIKTUOU VM
yla TNV napaywyn autnc TnG yvwonc HnopoUv va Xpnoiponoinfolv OIapOpPETIKEG
TEXVIKEGC MNXavikng Mabnong (avaloya Me TNV @UON Tou npoBARUATOG Mou
avTigeTwniCeTal) Kalr va ouvduaoTouv NANpo@opieC OIAPOPETIKAC GUONC ONwc ny.,
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METPNOEIC Tou OIKTUOU HE TNV NUEPOUNVia, TIC EMAOYEC TwV XPNOTWV, NEPIBAAOVTIKA

dedopéva K.a.

Hierarchy of
Decision Elements

(DEs)

Network
Governance
Interface

Knowledge Plane

MBTS

Network Level Routing Management DE

§ Network Level Fault Management DE o
Other Network Level DE Network Level DEs
e.g. Network Level QoS Management DE |- 4 (GANA Level-4)
Administrator/Network
R‘é:e':i::c'e @ - Outer Control Loop
Point — |

NE e.g. router, terminal, switch NE e.g. router, host, switch,
gateway, base-station, etc gateway, base-station, etc

Node_Main DE  |«+——»  Node_Main_DE Node Level DEs
T T (GANA Level-3)

N k El :
etwor er?ﬁg’; Function-Level DE, e-g-m | JFunction-LeveI DE, e.g. Function Level DEs
QoS Management DE JJJ' | [ QoS Management DE (GANA Level-2)

Managed Enfities (MEs) | |7 &) &)
Resources, i.e. Protocols, Managed Entities (MEs) m | anaged Entities (MEs| Protocol Level DEs
Stacks & Mechanisms, and (partitioned & assigned to ™| (partitioned & assigned to (GANA Level-1)

v specific upper DEs,

Applications orizont; specific upper DES,

al
,,,,,,,,,,,,,,,,,,,,,,,,, — Referencq
Point

Eikova 9.1: ApxitekTovikry GANA [12].

H Eikova 9.2 aneikovifel To ypa@ikd nepiBaAov nou npoBAensral yia 1o knowledge
functional block woTe va pnopei o AeIToupyog Tou JIKTUOU va NApakoAoubei Tnv yvwaon
nou dnUIoUPYEITAl and TOUG aVTIOTOIXOUC WNnxaviopoug yvwong. Ma Tov npoadiopiopd
Twv dedopEvwV Mou pnopoUlv va xpnoidonoin8oUv and Toug napanavw HNXaviopoug
wOoTe va dnuioupynBei n €niBuuNnTn Yyvwon oTnV MNEPINTWOoN Twv OIKTUWV 4nG YeVIag
(LTE) [14] peAetnBnkav Ta gyypaga npotunonoinong Tou «Epyou Koivonpagiag Tpitng
leviag» (3GPP). H Eikova 9.2 napoucidlel TIG O0UEG TwV OEDOUEVWY MOU KMNOpPOoUV va
avtAnBouv aupeca and Paoceig diaxeipiong nAnpogopiac (MIBs) Twv JIKTUWV 4NnG YeEVIAG
kal va a§ionoinBouv yia Tnv dnuioupyia yvwong o€ 3 evOEIKTIKA napadeiypaTta: a) Tnv
npOBAEYn TNG KIVATIKOTNTAG TwV XPNoTwv, B) TNV NpoBAewn Tou (opTiou Tou dIKTUOU

Kal y) TNV npoBAEYn TwV €NIAOYWV TOU XPNOTN CUMPvVAa KE TNV PEAETN [13].

O1 unxaviopoi pabnong kai diaxeipiong yvwong Tou “Knowledge Functional Block”
aMnAenidpolv pE TOUG PNXaviopoug aioBnong kal eniyvwong (sensing and awareness)

yla va Aappavouv Ta npwTtoyevn dedopeva Tou dikTUou (raw data) kal Toug Pnxaviopoug
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ano@doswv (decision making mechanisms) gToug onoioug napadidouv TNV yvwon yia

TNV BeATiwon Kal SIEUKOAUVON TwWV anopAacewy Toug [15].

u Knowledge Building Toolbox for E-UTRAN = _|

[ Mobility of the Users ]

Load Users’
Prediction Mobility

Users’

Preferred QoS

Intra-RAT
eNodeB/ Relay Node

Inter-RAT

Cause
Energy Contradicting
Consumption Policies
= HOntrafreqDuRATE
= HO.InterfreqMeasGapOutAtt
= HO.InterfregNoMeasGapOutA#

E-UTRAN Radio
Access Bearer (ERAB)

Data Radio Bearer
(DRB)

—[ Bit-Rate ] 4[ Setup ]
= PdcpSduBitrateDLOCI = EstabinitSuccibr OC1
= PdcpSduBitrateDlsum = EstabinitSuccNbr_sum
=PdcpSduBitratellLOCH = EstabAddSuccNbr QCI
= PdcpSduBitratell sum = EstabAddSuccNbr sum
= PdcpSduBitrateDiMax = EstabinHoSucchibr. sum
= PdcpSduBitrat elliMax = EstabinHoSuccibr. OC1

= EctabTimeMax OO
Throughput
= PThpDl.OCI = :
=1PThpULaal = UsageNbriviean OC
- = UsageNbriMean.sum
I User Equipme nts I = UsageNbrMax. 001
(UEs) = UsageNbrivia sum
= UEActiveDLOCI .
= UEACtweDLstam —l Activity l
::EI el u:| = ERAB. SessionTimelJE
= SessionTime O .OCH
= SessionTimeOC] sum
=RelEnbNbr cause

Radio Resource Equipment Resources
Utilization (RRU) (EQPT)
Random Access
Channel [RACH)

= HOJarrOutArt. Cause:

Block (PRE
=PrbDLOC
= PrbDIRN_OCI
=Prbul.oc
=PrbUIRN_OCI
=PriiTotDl
=PribTotDIRN
= PriiT ot
= PribTotUIRN
= PrbCongestionD]
= PrbCongestionl
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User Preferences/ Satisfaction

Data Radio Bearer | E-UTRAN Radio Access Radio Re source Radio Fre quency (RF)
(DRB) Bearer (ERAB) Utilization (RRU) Measurement
_l Delay Setup ] Random Access Channel Channel Quality Indicator ]
[RACH) QL) Distribution
= PdcpSduDelayDLQCI = Estabinit AttNbr.QCI = RachAccessDela yDist.BinX = WBCQIDist.BinX
= PdcpSduDelayDLsum = Estabinit AttNbr.sum
= Estabinit Succhibr.QCl Cellunavailable time
—| Drop Rate = Estabinit SuccNbr.sum
= EstabAddAttNbr.QCI -
= PdcpSduDropRateDL QCl = EstabAddAttNbr.sum : c“'u"c o :::x:x
= PdcpSduDr opRateDL sum = EstabAddSucchbr.QCl
= EstabAd dSuccNbr.sum
Loss Rate = EstabTimeMean.QCI
; = EstabTimeMax.QC1
= PdcpSduAiri ossRateDLQCH = EstabincHoAttNbr. sum
= PdcpSduAirl DLsum = EstabincHoAttNbr. QC1
= PdcpSduAirLossRate ULQCT = EstabinH oSucchibr. QC1
= PdcpSduAirl Jlsum = EstabinH oSucchbr. sum

—| Release l

= RelActNbr.QCl
= RelActNbr.sum

Eikdva 9.2: Tpapikd nepiBalhov Tou knowledge functional block kai napaperpor Tou

OIKTUOU Mnou pnopoUv va xpnoigonoinBoUv yia evOEIKTIKA Napadesiypara Pnxaviopwy
yvwong [13].

9.4 Mnxaviopoi Avantuéng Nnvwong

>e autd To KePAAalo nmapoucialeTal piIag €pyaAelobnkn nou (IAOEEVEI MEPAITEPW TOU
€VOC WNXaviogoU napaywyng yvwong He okond Tnv BeATiwon Tng diaxeipiong Tou
dikTUoU. MNa Tnv dnuioupyia auTtng TNG £pyaAsioBbrnkng HeEAETABNKav SIAPOPETIKA CEVApPIA
KAl OUVONKEG uno TIC OMoieg Mia TETold epyaleloBnkn Ba pnopouce va PBEATIWOE! TIG
ano@Aocei TNG GUOKEUNG NMOU TNV QEpel, ONwG n oTnpiyhévn oTnv yvawon OIaxeipion
avadiapBpwoipwy (reconfigurable) ouokeuwv, n aAuTO-BEATIOTONOINON  YVWOIAKWV
OUOKEUWV XPNOTN Kal n Olaxeipion yVwOoIaK®wV OUCTNUATWY Kal EUKAIPIAK®Y OIKTUWV
(opportunistic networks).

O1 pnxaviopoi mnou oupnepIAN@ONkav O auTiv TNV epyaleiodnkn nepieAappavav
MNXaviopouc nou pnopoUv va anokTAoouV Kai va PAadouv nANpogopies yia Tov XpRoTn
(6nw¢ nAnpogopieg yia TIG MPOTIMACEIC TOU, TNV CUMMEPIPOPA TOU aAAd kal TIG

duvaToTNTEG TNC OUOKEUNG TOU), NANPOMOPIEC yIa TIC CGUVONKEG KATW and TIC OMOIEG
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AeiToupyei To JiKTUO 1 N ouokeury Tou XpnoTn (context information), Tnv noAImIkn/
kavoviopoUg (policies) oUPpwva PE TOUC OMoiouC OMEIAEl va OUVEPYAOTEN Kal Tnv
anodoTIKOTNTA TwV anopacewv Tou. MAnpopopieC nou OXeTI(OVTAl HE TIC OUVONKEG
AeiToupyiac Tou OIKTUOU €ival n KATAOTAON TWV OTOIXEiwV Tou dikTUOU (M.X., TWV
oTabuwv Baonc), n katadoTaon Tou NEPIBAAAOVTOC TOU KAl Ol CUOKEUEG TWV XPNOTWV.
AvTioTolxa, oI NANPoQOpieC AUTEC and Tnv NAEUPA TNG OUCKEUNG TOU XProTn
heTappalovtal o dedoPEVA OXETIKA WE TIC TEXVOAOYIEC NPOOBACNG OE HIA CUYKEKPIPEVN
nePIOXN Kal Tnv avTioTolxn Karaoraor Toug (n.X., CUXVOTNTEC Mou XpnolhonolouvTal,
dlaBgoiol nopol kal kAAuwn), NANPOQOpIES yia TNV KATAOTAon TG Ouokeung (m.x.,
KGAuWn oTnNV CUYKEKPIKEVN NEPIOXR, OIaBEaIun pnaTapia kar duvaToTNTEC Nou €xel BACel
TNG TEXVOAOYIEG TNC), Kal NANPOQPOPIEC YIa GAAEC GUOKEUEC MOu AsIToupyolv oOTnv

nepioxn (n.x., pacTneIOTNTA Kai duvaToTnNTa CUVEPYATIAC).

TENOC, yIa TOUG WnxaviopoUc auTtoUg oTta nAaioia Tou [16] npoTAdnKav GUYKEKPIUEVEC

aAyopiBuikec AUoeic (implementation approaches) BaciOUEVEC O BIAPOPETIKEG TEXVIKEG

Haénong.

9.4.1 Anpioupyia yvoongG yia TNV €KTiUNOn Twv JUVATOTATWV TOU

OIKTUOU - ZUuyKpITIKN HEAETN HeTa&U NN kai SOMs

O unxaviopdg  dnuioupyiag yvwong yia TNV €KTiMNON Twv dUVATOTATWY Tou OIKTUOU
xpnolponoliei dedopeva onwe eivar o BOpuPog, o BeiKTNG EvTaonG AnNPOEVTOG ONUaTog
(RSSI), sioepxOpeva kai EepxOpeva AABn, NAkeTa kal Bytes — w¢ anoTéAeopa piag
dlapdpewong (configuration) Tou dIKTUOU — Kal Ta CUCYXETI(El JE TO PUBUO pETAdoONG
(bitrate) — 0eikTn noidTNTAc Tou onpartoc (QoS) — nou pnopei va emTeuxdei OTav Exel
eMAeyei N ouykekpipevn dlapdppwon. Kabe ouvduaopog Twv TIHWV TWV NAPAPETPWV

auTwVv Ba avaPepeTal oTo £ENC WG Oeiyua DEDOPEVMV.

>TOV MNXAVIOPO auTO XPNOIMONOINONKE N TEXVIKN QUTO-opyavwpevwv XapTwv (SOM). H
TEXVIK) AUTN npoTaenke mpwTtn @opd and Tov T. Kohonen [17][18] kai aneikovilel
noAudiaoTata dedopeva oe OI0DIA0TATOUC XAPTEC. AUTOI OI XAPTEC anoTeAouvTal and
TETPAYWVIKEG 1 €EAYWVIKEG KUWEAEC OI oroie¢ BpiokovTal NAvw O MAEYHA KAVOVIKOU
OUOTNHATOC eV KABE Oeiyua Oe0OUEVWV OXETICETAl UE EKEIVN TNV KUWEAN/ VEUP®WVA TOU

XapTn nou To OETel avayeoca o 000 TO OuvVATOV MO Ouyyevikad (o€ eninedo
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dlavuopaTtwv) deiyuaTa. YNo autryv Tnv £€vvold, o XapTng nou OnuIOUpYEITal avanapioTd
TNV OPOIOTNTA TwV OelyUaTwV O£SOUEVWV KAl TNV KATNYOPIOMNOIiNor TOUC Kal wC €K
TOUTOU WNOPEi va Xpnoidonoindei Kai yia TRV avayvwpion TwvV oXediwVv/ HOVTEAWV TwV
dedopevayv (pattern recognition). H dnuioupyia TNG yvwong BacioTnke o PETPROEIC MOU
gixav AaBel xwpa Ot npaypaTikd nepIBAAOV evioc Twv opiwv Tou [lavenioTnuiou
Melipaid¢ eve n yvwon nou napaxbnke XpnoILOMOINONKE &€v Ouvexeia and Evav
MNXaVvIOPO MOou WPMopoUcE va Tnv agonoinosl yia Tnv npoBAewn Tou bitrate TOOO

YVWOTWV 000 KAl AyVwoTwV OEIYUATWV OEDOUEVWV.

Ma Tnv akpipeia, o PNXaviopog nou eixe avanTtuxBei xpnaoiponolei Tnv idia Aoyikn Pe TNV
€KNAideuon TOu XApPTN: KAT' apxnv, kabe deiypa OeDOPEVWY AVTIOTOIXEITAl ME Hia KUWEAN
XPNOIKONOIWVTAG TIGC IDIEC NAPAMPETPOUC KE AUTEC MOU Xpnoidonoindnkav kata Tnv
Oldpkela TNG eknaideuonc Tou XAPTN Kal OTNV OUVEXEID YIVETAI N EKTIMNON Tou pubpou
heTadoong (bitrate) avahoya pe To pubud peETAdoonc Nou NapaTnPEiTal oTa NANCIECTEPA

ENAVW OTOV XAPTN «EKNAIOEUTIKA» OEiyHaTa DEDOPEVWV.

TeNik@, 0 PNXaviopog a&loAoynonke GUyKpivovTag TIC TIMEC TOU puBpoU PETAd0ONC TWV
OelyHaTwV 0eDOMEVMV MOU MPOEKUYAV and TOV WUNXaviopod ME TIG NPAYHATIKEG HETPROEIG
TOU puBpOU PETAdOONG TWV idIWV OEIlYUATWY OedOMEVWV. META and APKETEC NEPINTWOEIG
ENEYXOU OXETIKA ME TOV KATAAANAOTEPO OUVOUAOUO NAPAUETPWV O PUBHOC WETAdOONG
gixe nNpoBAepBei owoTa 0t NooooTd 78,9% Twv OelyHATwV OedOPEVWV MOU €ixav
€€eTaoTEl XpPNOIKOMNOIWVTAG a) Tov apiBud EI0EPXOUEVWV NAKETWY, B) Tov apiBud Twv
e€epxOPEVV NAKETWV Kal y) Tov OeikTn €vraong An@OévTog onuaTos. To CUYKPITIKO
Ol1dypappa Twv NPoBAEPOEVTWY Kal TWV AVTIOTOIXWV MPAYHATIKWV TIHWV TOU PuBpoU

METAdOONG O€ auThV TNV NepinTwon gaivovTal oTnv Eikdva 9.3.
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Eikova 9.3: ZuykpITIKO OIQypaupa Twv NpoBAe@OévTwy (OUVEXNG YPAMKN) Kal TwV
avTioToIXWV NPAyMATIKWV (OIAKEKOUHEVN YPAKKNA) TIHWV TOU pubuou PeTAd00NC.

ZUyKpivovTag TOV WNXavioud HE avTioToIXOUG MNnxaviopoug Tng PiBAioypagiac nou
BaoileTal otnv dnuioupyia TnG idlag yvwong XPnoIKonoImvVTac Ta VEUPWVIKA OikTua
[1][2] npoékuwav Ta €&NG anoTeAéopata [19]: Mapd To yeyovdg OTI O KAMOIEG
NEPINTWOEIG O UNXAVIOUOG nou oTnpileTal oTa veupwvika dikTua napouacialel kaAUTepa
anoteAéopata (MIKPOTEPO HECO TETPAYWVIKO OQAAPA HETAEU Twv NPOoBAEPBEVTWV Kal
TWV NPAYHATIKWV TIHOV TOUu pubpoU PeETAdoonc) and autwv TnG TEXVIKNG SOM, o
TeheuTaiog xpelaleTal AlyoTepa 10TOPIKA OeDOMEVA Kal HIKPOTEPNG JIAPKEIAC eknaideuon
EV® NapalnAa npoopepel TNV gueAiia eUKoANG kai ypriyopnc aAAaync Tou apibuou kai
Tou TUMNOU TWV MNAPAUETPWV MOU  XPNOIKOMNOIOUVTAl XWpIic va anarrei  Tov

€Navaoyediaouo ToU PNnXaviopou.
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9.4.2 Angioupyia yvoonG yia TNV EKTIHNON TV SUuvaTtoTATWV TOU

OIkTUOU - ZUYKpITIKN HEAETN HeTa&U Bayesian Statistics kai SOMs

Mnxaviopoi nou agopolv Tnv diIAayvwon Twv duvaToTTwV Tou OIKTUOU €iTe and Tnv
nAeupd Tou OIKTUOU €iTE ano TNV NAEUPA TNC CUOKEUNG TOU XPNOTN KAl TNV MEAETN TwV
NPOTIUNOEWV TOU XpnoTtn oTtnpilOhevOl OTnV OTaTIoTIKA Bayesian €xouv eniong
OnuioupynBei kai avapepBdei otnv BiBAIoypagia. Or peléTec [6][7] kai [8] sival pepika
TéTola napadeiypata. O SOM-based pnxaviopog nou NePypapnke oTo KepdaAaio 9.4.1
OUYKPIONKE HE auToUG TOUGC MNXAVIOHOUG Kal MEAETAONKE NWG aUTOi KNopouv va
ouvduacoToUV yia va NPOoPEPOUV AKOKN KAAUTEPN ANOTEAECHATIKOTNTA.

JUYKEKpPIPEVA, 0 SOM-based pnxaviopog yia Tnv dnuioupyia yvwong Twv duvaTtoTnTES
Twv OIKTUwV (TaxuTtnta petadoong bitrate) Tou [19] ouykpiveTal agevoc We évav
Bayesian-based OpoI0 TOu nou kavel ekTipnon Twv duvatoTATwV Tou JIKTUOU Kal Evav
Bayesian-based nou anookonei oTnv dnuioupyia yvwong OXETIKA WE TIG MNPOTIUNCEIG TWV
XPNOTWV Tou OIKTUOU (NOCO IKAVOMOINKEVOI EUEIVAV Ol XPNOTEG and Tnv anodocn TNG
€papyoyn nou WOANIG Xpnoigonoinoav). Anod Tnv HEAETN Mou npaypaTtonoindnke kai

napouoiaoTnke oTto [20] npoékuyav Ta &ngG:

» JuykpivovTag TIC OUO TEXVIKEG MaBnong (oTaTioTiky Bayesian kai auTo-
OpYavwHEVOI XAPTEG) 0TO 010 NpoBANKa (Tnv dnuioupyia yvwong OXETIKA HE TIG
duvaTtoTnTeG Tou JIKTUOU), Napatnpnenke OTI n TEXVIKA Bayesian, ev avTiBEoel pe
TOUC QUTO-OPYAVWUEVOUC XAPTEC dIaBETEl emnAéov Tnv duvaTdTnTa TNG online
eknaideuong kai dev enavaypnolponolsi dedopéva nou eEETacs aTo napehBov. Q¢
€Kk ToUTOU, anaitei AiyOTEPEC anoBnKEUTIKEG OUVATOTNTEG and TNV OUOKEUN Nou
TNV QINOEevel kal Apa Wnopei va €ival akoun Kal KOPWATI TNG GUOKEUNG TOU
xpnotn.

= Q1 dUO TEXVIKEC MOU XpnoidonoloUvTal yia TNV HEAETN Twv OUVATOTATWV TOU
OIKTUOU PMopouv va auvduaaTouyv, N Wia anod Tnv okonid Tou dIKTUOU Kal n aAAn
ano Tnv NAeUpda TNG GUOKEUNG TOU XPNOTN, WOTE N TEAEUTAIA va ENIBERAIDVE! TIC
duvaToTNTEG Nou OnAWVel To JiKTUO OTI DIABETEL.

» TENOG, N yvwon nou napayetal oxeTIKA PE TIG ENIBUMIEC TOU XPNOTN WMopei va
ouvOUAOTEl JE TNV YVWON OXETIKA HE TIC dUvATOTNTEG Tou OIKTUOU kai padi va

a€ionoinBoluv anod &va pnxaviopo €nmiAoync OIKTUOU BACEI TWV NPOCPEPOUEVWV
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OUVATOTATWV Kal TIG MNPOTIUNAOEIC TOU XProTn WOTE va au&éavouv Tnv noioTnTa

epneipiac (QoE) Tou xpnoTn kal TG unnpeoiac (QoS) Tou dikTUOU.

9.5 Nvwolak AvaAuon Asdopévewv AcUppatwv Eupulwvikev

Ynodopwv NMpooBaong

9.5.1 MpoBAewn ToUu EMNESOU CUHPOPNONG HIAG EUEN TOU KEVTPIKOU

HEépoug diIkTUOU

O unxaviopog auTtog agopa Tnv npoBAewn Tou enminédou oupPOpnonG nou 6Ba
napatnpnBei Yéoa oTo €MOPEVO XPOoviKO dIAoTNHa NAvw O Mia (eUEn Tou KEVTPIKOU
MEpoug Tou dikTUOU (core network). H npdBAewn authy B6a otnpileTal o€ NApAPETPOUG
nmou Pnopouv va napatnenBoulv aneubeiag anod To dikTuo. Katoniv PEAETNG OXETIKAG
BiBAIoypagiac eni Tou BEUATOG, o1 HETABANTEC Nou €EeTaaBnkav oxeTi(ovTal €iTE WUE TNV
Kivnon Tou JIKTUOU, O€ €ninedo €IoepXONevNG oTnv (eUEN Kivnong Tou WETPNUEVN O€
Bytes 1)/ kal € NAkETa kal TNV avTioTolxn TAaon TG Kivnong, €iTe PJE XapakTnPIOTIKA Tou
OIKTUOU Kal TNG (EUENG ONwG €ival To PEYEBOG KaTaxwpnTn ToU KOMPBOU Nou eAEUBEPWVEI
TNV Kivnon péoa otnv CeUEN, n oupa avapovng Tou idlou KOPBoU, N XwPNTIKOTNTA TNG

(eUENC Kal Ta NAKETA NOU XavovTal.

H a&ia autng Tng PEAETNG Dev EyKeITal oTNV avaluon Tng OXEong TNG KABEUIAG €k TwV
NapaueTpWV autng kab’ auTng KE Tnv Kivnon, kal Kat’ €nékTacn TNV ouppOpnon, Tou
OIKTUOU. AVTIBETWCG, AUTEG 01 OXETEIG €ival Aiyo-NMoAU yvwoTeG. H a&ia autng Tng PeAETNG
oQeiAeTal 0TO YeYOVOG OTI av Kal yvwpi(oupe TNV APESN OXEON TNG KABE NAPAPETPOU HE
TNV Gup@opnon Tou dikTUou, OTav napanavw and dia napapeTpouc aAa&ouv dev ival
navTa yvwoTh n «avtidpaon» Tou JIKTUou, dnAadn To av Ba au&nbei, Ba napapeivel
oTaBepn N akdpa kal av Ba peiwbei n kivnon Tou dikTUoU. MoAU O NePIOCOTEPO, Eival
OUoKOAO va dWOOUKE WIa Ypryopn EKTiMNON Tou av auTn n ahkayn Tng kivnong Ba eivai
Ikavn va @epel TNV (gUEN nNOAU KovTd N va Tnv anopakpuvel TeAsing and Mia

oupeOpnaoN.

OpupPEVOI anod TNV Napanavw napaTtipnaon, auTr n EPEUVNTIKR dpacTnpIOTNTA €iXE oav
oTOX0 TNG va npocodlopiosl T CUMNEPIPOPA HIaG (EUENC O OPOUC CUMPOPNON, OTaV
aMalouv nepalTepw TNG Miac napapérpou. Ma Tov okond autd XPNnOIKOMoINOnKe N

194



PhD Dissertation Aimilia A. Bantouna

TEXVIKI €Knaideuonc «AuTO-opyavwpévol XapTtec» (SOMs), oUppwva HE Tnv oroia
noAudidoTara dedopéva pnopolv va dneikovioToUv navw ot dlodIaoTaToug XApPTEG
dlaTNPWVTAC TNV nAnpo®opia OXETIKA HE TNV HeTa&U Touc anooracn (diapopa).
EmnpooBeTwe, To poAo Twv noAudiaoTaTwv dedoPEVWV ENAIEAV O AUTAV TNV NEPINTWON
Ol OUVBNKEC pEoa OTIC onoiec Asiroupyouoe n (euén, dnAadr) o ouvdUAOPOC TWV
Oedopévwy nou divouv MANPOQOPIEC yia TNV TIUN OAWV TwV NAPAUETPWV MOU
npoava@epOnkav. Kabe TéTolog ouvduaopoc Ba avapépetal and 0w Kal oTo €ENC WG
Ociypa dedopevwy. Zav TeAIKO anoTéleopda, Ta OcdopEVa €ival OpYavWUEVA O OPADEG
(clusters), avahoyeg Pe TNV opoIOTNTA TwV OEBOMEVWY, NAVW GTOV XAPTN Nou nNapaxbnke
ME TNV OUYKEKPIMEVN TEXVIKN. QG €k TOUTOU, O XAPTNC ANEIKOVICEl TNV OXEON MOU E£XOUV
METAEU TOuC oI NAPAUETPOI MoU Xpnoidonoindnkav pe To eninedo oup@opnong (Eikdva
9.4).

& & &

Given this context,
the node is expected

to become congested

T o T|gr T o T o
Ca
SR Sl - SR S S

e
S
New/ under
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T o o |g
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S 5 5 v o o ol
S
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Eikova 9.4: Eniokonnon Tou pnxaviopoU npoBAewnc Tou emnédou ouppopnong Tng
CevEnc.

MeTd Tnv dnuioupyia Tou XApTn, N QViXVEUON Tou €miNEdOU CUUPOPNONG YIa €va VEO
Ociypa Oedopevwv eival Bpya katata&éng Tou OeiypaToC MECA OTnV opada mnou
avTioToixei. Q¢ €k TOUTOU, Kal XPNOILOMOIWVTAC TNV i0la TeEXVIKNA, KABe veéo Oeiyua
XaPTOYPAPEITAl €NAVW OTOV XAPTN nou €xel Onuioupyndei. AUTEC O OUVONKEC
Aeiroupyiac Tng (eUENC, avTioToIXoUV 0€ OUVONKEC TETOIOU EMINEDOU CUPPOPNONG 0av Kai
auTtd nou avTinpoowneUel TO PEYAAUTEPO NANBOC OelyuATWV OeOOMEVWV TNG opadag
(cluster). Eav Ta nepioooTepa Ociypata OeOOPEVWV  AVTIOTOIXOUV OE  OUVONKEG
Aerroupyiag Tng CeUENG nou oTo NapeABOV NPOKAAECaV GUPEOPNGCN TOTE TO VEO deiyua
OedOMEVWV aVTIOTOIXEI €niong o ouvenkeg AeIroupyiag Tng eUENG nou Ba NPokaAégouv
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ouppoOpnon (KOKKIVA — r — TETPAywvA TOU XApTn). EvaAAakTikd, av Ta nepioooTepa
OeiyyaTta Oe0OUEVWY avTIOTOIXOUV O€ CUVONKEG AeIToupyiag Un kKopeapévng eUENG (UnAe
— b — TeTpaywva Tou xaptn) f (eVENC kovTd oTnVv cupPdpnon (Npdaciva — g — TETPAywva
TOU XapTtn), To Vveéo Ociyda O£dOPEVWV QAVTIOTOIXEI €NIONC OE TETOIEC OUVONKEG

Aerroupyiac,.
Ma Tnv dokiun TnG peBodou Xpnoiuonoinenkav dedopéva nou dnuioupyndnkav pe Tnv

BonBeia Tou NS2. MNa Tnv akpifeia npocopoiwBnKe n TonoAoyia dikTuou Tng Eikdva 9.5.
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Eikdva 9.5: TonoAoyia AiktUou Mpocopoiwaong.

Z€ AQUTNV Tnv TomnoAoyia, n Kupia kivnon npogpxetal and unnpeacieg VoIP, TCP kai UDP.
EminAéov, n und €EETaon OXETIKA PE TN ouppopnon (eUEN €ival auTn NOU OUVOEEI TOUG
kOuUBoug 0 kar 2 (LSRO, LSR2). Qc ek TouTou Ta Oecdopéva nou napakoAouBouvTal
apopoulv dedopéva eloepxOueva otov koppPo 0 (LSRO) pe npoopiopd Tov KOuBo 2
(LSR2), Ta xapakTnpioTika Tou kOpBou 0 f otnv {eU&n auTtn kab’ auTr. MeTa anod €vav
ap1Buo6 dokidwy, nou xpnaoiponoiouoav Ta dedopéva TNG NPOCOUOIWONG, Yia TNV EMAOYR
TwV KaTaAMnAOTEpwY, and TIG NpoavaPepBeioE, NAPAPETPWY, Ol NEPIOCOTEPEC OWOTEC
npoBAEYEIC, 0 N000aTO 86,6%, £yivav oTav To deiypa dedopévwy nepieAapBave Tic €ERC
NapayeTpouc: a) apiBuoc clospxouévwyv Bytes, B) Tdon eloepyopeévwv Bytes, )
XxwpnTikOTNTa CeUEng, 6) péyeBog oupdg avapovng, €) MHEyeBog kataxwpntr, OT)
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avahoyia Xapévawv nNpoc oTAAPEVWV NAKETWV. O XapTnc nou dnuioupyndnke anod auTtd Ta
Oedoyéva kal XpnolUonoInenKe yia TIG NPOoBAEYEIC TOU ENINEDOU CUUPOPNONG €ival AUTOG
NG Eikova 9.6.

MepaITEpw NANPOPOPIEC yIa TOV PNXaviopod pnopouv va avtAnBouv anod Ta [21] kai [22].

fui]Map\ﬁHmN
f Settings

[¥] Class Labels
[¥] Class Colors
Visualization:
.None

Legend

2

0

Unit Info

Eikova 9.6: XapTtng nou aneikoviCel Tnv opadonoinon Twv dedoueévwv avaloya HE TO
€NiNed0 GUPEPOPNONG OTO onoio 0dnyouv (KOKKIVO YId GUHM(OPNON, MNAE yiad HNn
Kopeopevn CeUEN kal npdcoivo yia {eUEn nou gival kovTa oTnv cupPoOPnon, Xavel dnAadn

KAnola NakeTa aAAa dev Bewpei.

9.5.2 MpoBAewn TNG Kivnong Tou 3IKTUOU

O pNXaviopog autog apopd atnv NPORAEWn TNG HEANOVTIKAC Kivong Tou JIKTUOU GE Wia
OUYKEKPIJEVN NEPIOXN KavovTag xpnon deSOUEVWY NMOU NPOEPXOVTAl anod MOIKIAEG NNYEG,
kal 0ev napatnpouvTal Jovo aneubeiag oTo BikTuo (M.X., TO POoPTIO Tou JIKTUOU). AuTa
Ta Oedopéva €XOUV MIO AvOPWMOKEVTPIKO NPOCAVATOAMIOUO Kal WMOPEI va agpopouv
nANPoQopia OXETIKA WE TNV NUEPOMNVia n Tnv Beppokpacia r To €idog TNG NEPIOXNG
(n.X., KaTOIKNUEVN nNeEPIOXN 1N MeEPIOXN Mou nepIAauBavel To NAEIOTOV  XWPOUG
dlaokedaonc). H emAoyn auTn €ival o€ andAuTn cup@wvia TOOO PE TNV Anaitnon Twv

HEAMOVTIKWV JIKTUWV yia SUVAMIK BIaxEipion Twv NOpwV Toug 000 Kal PE ThV avaykn
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agonoinong kai dlaxeipIonG TWV OUVEXWC au&avopevwv wnelakwv Oedopevav (Big
Data). Q¢ €k TOUTO, N CUMNEPIPOPA TOU UNXAVIOHOU £EETAOTNKE KAl NPOG TIG OUO AUTEC
KaTeuBuvoelc. O pnNXaviopog mnou avanTuxbnke PaocileTal oTnV  TEXVIKN aUTO-
opyavwpevwv XapTwv (SOMs) kal Tnv avayvwpion Tou oxediou nou akoAouBei n Kivnon
Tou OIkTUOU (pattern recognition). Tpia OlAPOPETIKA oOevapia nou  agiomnoiouv

dlapopeTika dedopéva €10000ou (input data) peAeTnOnkav:

= MEeAETN TOU (POPTIOU €VOG DIKTUOU CUPGWVA HE TNV WPd, TNV NUEPT, TNV NEPIOXN
Kal Tov Kaipo oTnVv nepIoxn,

» MeAETn TOu opTioU €vOog OIKkTUOU CUMGWVA ME TNV wpd, TNV nuUEPQ, TV
nepioxn, TNV €BOopada Tou XpOVou Kal To av n v AOyw WPEpa eival apyia n ox
Kal

»  MEeAETN TOU POPTiOU €VOC BIKTUOU GUHPWVA HE OAEC TIC NApanavw NAapaPETPOUC.

9.5.2.1 MA£ETN TOU POPTIOU £VOG OIKTUOU OUHPW®VA HE TNV WPA, TNV NUEPG,

TV NEPIOXI] KAl TOV KaIPO OTIV MNEPIOXI].

Ta dedopéva Tou dIKTUOU Mou Xpnoidonoinénkav yi' autd To Oevapio NpoEpxovTal anod
dnuooia onueia npooBaong WiFi Yéoa oTov Xwpo/ oTa KTRPIAd TOU NAVEMIOTNHIOU TOU
Dartmouth kaTtd Ta £€rn 2003-2004 [23]. O kaIpdC €KEIVOU TOU XPOVIKOU SIACTANATOC Yia
TNV nepioxn onou oteyaletar To naveniotnuio (Hanover, New Hampshire) guAA\ExBnke
ano To [24]. Ta dedopéva ouvduAoTNKAV OE €va KOIVO APXEI0 Kal Tpo@odOTnoav Tov
SOM, o onoio¢ dnuioUpPYNOE Kal Opyavwoe TNV YvwWoNn Yid TO QOPTIO TOU JIKTUOU OF

XAPTEC OOIOUC PE auToUg TG Eikodva 9.7.

Autn n yvoon aflonoindnke €v OUVEXEIQ and Tov HNXaviopo yia Tnv npoPAewn Tou
gopTiou nou Ba napatnpnbei oTo PENov oTo dikTuo. Ma Tnv a&oAoynon Tou
MNXaviopoU, HEPOC TwV OEDOUEVWV XpNOIKONOINOnKav yia va dnuioupynoouv epwTnuaTa
npoc Tov Pnxaviopo. Ta anoteAéopara, ol npoPAEwelc dnAadry nou nponABav anod Tov
MNXAavIoOUO ouykpiOnkav dlaypaupaTika e TIC NPAYHATIKEG JETPROEIC TOU QOPTIOU KATW
ano TIC ekGoTOTE ouvOnkec. Ta avTioToixa diaypduparta npoBailovral oTnv Eikova 9.8.

'Onwc aivetal ano Ta diaypAaPPaTd, 0 NPOTEIVOUEVOC INXAVIOUOC ival o BEon va Pabel
o€ peyaho Babuod To POVTEAO CUPP®WVA WE TO OMOI0 AUEOUEIWVETAlI TO (POPTIO TOU KABE
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onueiou NPOoBAcNC. SUYKEKPIYEVA, N ANOKAION NMou napatnpeital HeTafl npoBAEYPewv

KAl NPAaypaTik®V TIHV €ival Nepinou Tng Tagng Twv 2 Mbps.

i 3 L
N
¥ Monday

Ij‘ - g’cadem?f
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/" administrative’

h- -i. e [ s mresidential ; i

Wednesday(" athletic

Eikdva 9.7: Xdapteg SOM yia Tnv aneikovion Tou QopTiou evog OIKTUOU CUPPWVA HE

TNV WPA, TNV NUEPA, TNV NEPIOXM Kal TOV KAIpd GTNV NEPIOX.

O unxaviopog anodeixtnke eficou a&log kal yia Tnv agonoinon kai dlaxeipion Twv
dedopevwv o€ eninedo Big Data. Zuykekpipéva, TO YEYOvOG OTI O PNXAvIOHOG oTnpileTal
oTnV TeXVIKN Twv SOMs, Tou emiTpenel va aneikovifel noAudiaotata Oedopeva OTiG 2
dlaoTaoeig Tou XapTtn Tng Eikova 9.7. Me auTdv Tov Tpono, dedopéva and dIapoPETIKEG
nnNyeg pnopoUv va opyavwBouv oe noAudiaotata dedopéva kal va dlaxelipiobolv Xwpig
va eniBapUvouv Tov PNXaviopo, evew n TEAIKR 2-01a0TaTn aneikovion Toug OIEUKOAUVEI
TNV avaluorn Toug and Tov XPnoTn Tou UNXaviopoU Kal PEIMVEL TIC anoBnKEUTIKEG
anaiTRoeI§ Tou ouaTnaToc. EmnAéov, kabwg Ta dedopeva opadonololvTal CUPPWVA HE
TNV opoIdTNTAa Toucg, n OIaTAPNON Kal anoBrkeuon HOVO €vOC avTINPOCWMEUTIKOU
deiyyaTtog ava opdada ival apken yia Tnv dIa@UAA&n TnG anapaitntng nAnpogopiac. Q¢
€K TOUTOU, HEIOVOVTAlI MEPAITEPW O ANAITAOLIC AnoBnKeEUoNC auTwv. € AUTO TO
oevaplo, Ta apxikwe 3.436.771 pn dounuéva Oedopéva, opyavwenkav ot 202.163
Oedopéva 17-0100TACEWV nou aneikoviotnkav o 202.163 diavlopata navw oTov
d1001a0TaTo XApTn. TeAika, To nNoAU 2.650 diavlopaTa ATav apkeTo va anobnkeutolv
woTe va diatnpnBei 6An n xprRoiun nAnpogopia.
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Eikova 9.8: ZuykpiTika diaypappaTta PeTall npoPAEWeWV kal HETPACEWY yia kaBe TUNo/
€id0¢ KTnpiou.

9.5.2.2 McAETn TOU POPTIOU EVOG JIKTUOU OUMP®VA HE TNV &Pd, TNV NHEPA,
TNV nepioxi, Tnv Booudda Tou xpOovou Kail To av 1) v AOyw HEpa sivai
apyia ij oxi
Xpnoigonoiwvtag Tov idlo PnXaviopo, O€ auTOd TO Oevaplo €EETAOTNKE N MEPINTWON
XPAONG TNG NANPoPOpPIag av n WeEpa nou Hag evolapepel sival kanoia apyia r Oxl kai o
nola €Bdopada Tou Xpovou aneubuvopaoTe. M' autd TO Oevapio Ta OedopEVA Mou
Xpnolponoinnkav npogpxovtal and To dikTuo acUpuaTwy onpeiwv npocpaonc "lle sans
fil" [25] Tou Montréal, Québec, Canada [26]. Asdopéva yia TIC apyieg TNG NEPIOXNG
avtAnenkav and yneiaka nuepoAodyia Tou diadikTuou. O1 avTioToixol xapteg SOM nou
dnuioupynenkav ivai Tng HopPng Tng Eikova 9.9.
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Eikdva 9.9: Xaptec SOM yia TNV WYEAETN TOU QopPTiou €vOC DIKTUOU CUPPWVA KE TNV
wpa, TNV NUEPA, TNV nepioxr, TNV €ROouada Tou Xpdvou Kal To av n &v Aoyw HEPa

givar apyia n oxi.

EVOeIKTIKG anoTeAéopata and Ta OUYKPITIKA dlaypdupata TwV  EKTIMACEWV TOU

MNXaviopoU Kal TwV NpaydaTikwv TIHWY Tou gpopTiou aneikovifovtal otnv Eikova 9.10.

'Onw¢ gaivetal kal anod Ta diaypdupara, av kai 0 PnxXaviopog €xel Habel Tnv Taon Tou
(opTiou Tou JIKTUOU, Ta anoTeAéopaTa Oev paivovTal TOOO IKavornoinTika 000 auTd Tou
nponyoUpevou oevapiou. MNa Tnv akpifeia, n pEan andkAion PETAEU Twv NPOBAEYEWV Kal
TWV NPAyHaTik@v TIHWV €ival TNG TAENG Twv 25-26 Mbps. And Tnv AAn nAsupa OpwG,
auTn n diagoponoinon dev oPeIAeTal HOVO OTOV PNXavIoHO auTo kABe auTd. APevoc, N
€l0aywyn TNG NApPaueTPoU «eROOUAdA TOU ETOUC», ONUATODOTEI OTI NAEOV NAPATNPNOEIG
™G idlag nuépag (n.X. Aeutépac) ald dlagopeTikwv €Rdopadwv  avTideTwnidovTal
EVTEAWC OIAPOPETIKA OE OXEON ME TO MPONYOUHEVO OgvApPIO OMOU Ol NapaTnpProeic ano
OAeC TIC AeuTépec avTikaTonTpilav TNV Kivnon onolacdnnoTte AeuTépac kair dapa
pnopoucav va xpnoigonoinBouv abpoioTikd. Me dA\a Adyia, Ta dedopéva mou EXOUV
Xpnoiponoineei yia Tnv eknaideucn Tou PNXaviopou wg nNpog TNV Kivnon Tou dIKkTUoU ava
€BOouada €xouv neploploTel katd noAU (oe 2), eMeiyel napandvw OeOOHEVWV.
ApeTEpou, N d1IaPOPONOINaN auTr) OPEIAETAI KAl O AOTABUNTOUC NAPAYOVTEC MOU UMNOpPEi
va €Xouv au&noel, GUVOAIKA PEOA OTO €TOC, KATA NMOAU Tnv kivnon Tou OikTUOU, M.X.,

kanola dlapruIon nou €xel au€noel TNV MPOCEANEUCN TOU KOOHWOU OTNV OUYKEKPIPEVN
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neploxn f kanoia BeATILON OTNV OXEON TIMAC — UNNPECIAC Nou NApEXETal anod To diKTUO

"fle sans fil". MpdyuaTi, OGNS PaiveTal kal and Ta evelkTIKA diaypdupata Te Eikova

9.11, napatnpwvTag Tnv Kivnon Tou idlou onueiou npdoBacnc (APO) yia To idI0 XPOVIKO

diaotnua (24n €BOopada Tou €Touc), N Kivnon Tou JIKTUOU (aiveTal va au&averal ano

£T0C O€ £TOG, O OAO TO MNKOC TOU XPovIKoU d1aoThHaToc.

APO - Data Vs SOM (39th Week of 2006)
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AP37 - Data Vs SOM (37th Week of 2006)
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Eikova 9.10: EVOEIKTIKG GUYKPITIKA dlaypappaTa HETAEU NPoBAEYEWY Kal HETPAOEWV YIa
kGBe aoUppaTo anueio npdapaacng (AP).

Ta anoTteAéopaTa Tou ogvapiou aTo Bpa TnG diaxeipiong kai aglonoinong Twv Big Data
gival kar o€ aQuThV TNV NEPINTWON NOAAG UNOOXOMEVA. ZUYKEKPIKEVA, OE AUTO TO OEVAPIO
kGBe £T1oc nepiypapdTav anod 3.574.080 un dounueva dedopeva Ta onoia aglonoinénkav
G 210.240 dopnpeva dedopeva Twv 17 dlaoTacewv ava £Tog. TeAika, Ta dedopéva autd
aneikovioTnkav w¢ 210.240 diodiaoTaTa diavuopaTta navw oTov Xaptn Tng Eikova 9.9
KaTa TNV €KNaideuon Tou Mnxaviopou, evw MWOAIGC 900 and auTd XpeldoTnke va

anoBnkeuToUv yia TRV diaTnpnon TnG NANPOPOPIac Nou EPepav.
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9.5.2.3 MgAETN TOU QPOPTIOU £VOG JIKTUOU OUMP®VA HE OAEC TIC nNaApanava

napayeTpous

To 30 kal TeAeuTaio Oevapio enixelpei Tov ouvduaopd TNnG NANPOPOPIac OAWV Twv
napanave nNnywv OTOXEUOVTAG aTnVv Mo akpifry NpoBAewn Tng kivnong Tou dikTUou. Kai
0€ auTO TO Oevaplo, Ta OedopEva Nou Xpnaolhonoinenkav gival Tou SIKTUOU acUpHaTwV
onueiov npoopaong "ile sans fil" [25] Tou Montréal, Québec, Canada [26] evi o
avTioTOIXEG NANPOMOPIEC yia TOoV Kaipod TNnG nepioxnc (Bspuokpacia kair BpoxonTwaon)
avaktenkav and [27] XpnoILONoIKVTAC oav onueio avapopdc To AlEBveC agpodpopio
Tou Montréal — Pierre Elliott Trudeau. O1 avTioToIxol XapteG SOM Kal TG CUYKPITIKA
olaypapuata Twv NpoBAEYewV Kal TwV HETPACEWV @aivovTtal otnv Eikdva 9.12 «kai
Eikova 9.13.

Kal og autrv Tnv nepinTwon Ta oupnepdouarta €ivalr Opoia PE autd Tou KePaAdiou
9.5.2.2, dnAadn: 0 HUNXaviouog €xel MABel TV TAon TNG kivnong Tou OIKTUOU Kal Tnv
OUMNEPIPOPA TOU AAAG UMAPXOUV ApKETA HEYAANEC anokAIoeIG TNCG TAENG Twv 26 Mbps
KaTa péco 6po. And Tnv AaAAn, TO yeyovog OTI TO COUMMEPACHA AQUTO CUMNINTEl PE TO
NPONYOUKUEVO, Kal €XOVTAC XPNOIMOMOINOoel To idlI0 NAKETO OedOMEVWY, EVIOXUEI TNV
moavoTnTa ol anokAICEIC va o@eiAovTal OTO MAKETO TwWV O£DOMEVWV Kal Ol OTIG

ENIAeXOEIOEC NAPAPETPOUC,.

TéAog, 0TO yevikd MAdiolo Twv BepdTwv nou agopolv Tnv évvolad Twv Big Data, Ta
anoTeAEOpATA yia A akoun gopad eniBERAIVOUV TNV IKAVOTNTA TOU WNXAVIOPOU OTnV
dlaxeipion Toug kal TNV HEIWOn TWV anaitnoewv anodnkeuTikoU Xwpou Kabwg o
MNXaviouog dlaxelpioTnke kai ouvduace Tnv nAnpogopia 3.994.560 un OouNHEVWV
Oedopéva ava £1oc wg 210.240 dedopeva 19 dlaoTacswv. AUTA ANEIKOVIOTNKAV OTOV
Xaptn TG Eikova 9.12 oav 210.240 di0diaoTaTta OedOUEVA Kal €V TEAEI XPEIAOTNKE Va
anoBnkeutolv POAIG 928 diavUouaTa yia Tnv diaTipnon Tng NAnpogopiac.
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24th Week of 2005 Load for APO
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Eikdva 9.11: ®opTio Kivnong Tou JIKTUOU YIa OUYKEKPIKEVO onueio npdoBaang (APO) kal

XPOVIKO didoTnua yia Ta €tn 2005, 2006 kar 2007.
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Eikova 9.12: Xapteg SOM yia Tnv PEAETN TOU QPOPTIOU €vog dIKTUOU GUHPWVA HE TNV
wpa, TNV NUEPa, Tnv nepioxn, TNV €ROopada Tou XPOvou, TIG apyieG Kal ToV Kaipod aTnv
nepioxn.

AvaAUTIKR} Napouciacn auTou TOU PNXAvIGHoU, TOU Oevapiou kai TnG oUYKPIONG TwV 3wV
oevapiou naparibeTal oTo [28] .
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APS8 - Data Vs SOM - 37th Week of 2006
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Eikdva 9.13: ZuykpITIkd Olaypdupata TwV MPOBAEYEWV TOU MPNXaviopoU Kai TV
avTioTOIXWV PETPACEWV YIa TO 30 OEVAPIO.
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9.6 INvwoiakn AvaAuon Asdopévwv Eninédou MeTapopag

Ma Tnv anoguyn TnG CUPPOPNONC 0To JIKTUO UNAPXOUV Kal XpnaoigonoliouvTal diagpopol
aAyopiBuor pe Toug nio diadedopévouc va eival o TCP Reno [29], o New Reno [30], o
Cubic [31], o Tahoe [32] kai o TCP Vegas [33]. Ano auToUc, o povadikog akyopiBuog
nou AeIToupyei NpoAnnTika, npiv dnAadny xdaoel kdnoia nakéra, eivai o TCP Vegas.
QoTd00, Aoyw TNnG aduvapiac Tou va npooappoleTal ota duvapika nNePIBAAOVTA NMOANEG
(POPEC UMNOPEI VA NAPEPUNVEUCElI TNV OCUMNEPIPOPA TOU OIKTUOU WG MIA ENEPXOUEVN
OUH@OPNON Kal va MEIWOEl TNV TaxuTnTa JETAd0oNG Twv OEBOMEVWV XWPIG auTo va gival

anapaitnTo.

TETOIEC NEPINTWOEIG yIa NAPAdelyda anotehouv n dpopoAoynon Twv JedOPEVWV HEDQ
ano pia dla@opeTikn O1adpour), UWNnAOTEPOU KOOTOUG O OPOUC XPOVOU ap@idpoung
peTapopag (RTT). AutO cupBaivel 8I0TI 0 €v AOyw aAyopiBuog AapBavel npoAnnTika
METPA yia TNV ano®uyrn oupgopnong Bacel Tou RTT nou napatnpei kal Xwpic va Exel
yvwaon av pia av&non autoU npokunTel ano Tnv au&non Tng kivnong oTo dikTuo n ano
pia O1apopeTIKy OpopoAdynon. To anoTeAeopa MIac TETolag napepunveiac Tou TCP
Vegas, npokaAei Tnv anooTtabeponoinon Tou SIKTUOU 0€ OPOUC XProNG Twv duvAaTOTATWV
Tou. Ma napadeiyya, OuxveC aAayec oTnv OpPOoHOAOYNon Twv OEOOMEVWV MPOKAAEI
OUXVEG Mn anapaitnteg alAayég oTo napabupo ouppodpnong TnG CeUENG kar oTnv
Xpnoiyonoinan Tne.

Ma Tov AOyo auTo, 0 PNXAviIoPOG Nou NEPIYPAPETAl NAPAKATW OTOXEVUEI OTNV Napaywyn
YVOoNnG Kal EPNEIpiag TEToIAG Nou va propei va kabodnyei Tov TCP Vegas yia To av
npOKEITal yia kanola AAAn aItia nou NPokAAecse Tnv au&non Tou RTT N av npayuati €ivai
oupQoOpnon. Kar og auTtiv Tnv nepIinTwon Xpnoidonoinednke n Texvikn SOM yia Tnv
dnuioupyia yvwonc. O pnxaviopocg Asiroupyei cUPpwva Pe Tnv Eikdva 9.14.

'ETol, apxikd o TCP Vegas AauBdvel Tnv anogaon va npoxwpnoesl n oxl o€
avanpooapuoyr Tou napabupou cup@opnonc. H anogacn autr padi pe TIGC OUVONKEG
Mou NPOKAAESAV auTryv TNV andogacn kadwg kai n avTidpaon/ CUPnePIPOpa Tou JIKTUOU
META TNV €pappoyn TNG anogpacnc oTEAVOVTAl TNV AEIToupyia TNG PNXAVIKAG Habnong
yld va XTIOOUV TNV €UNEIpia TOU MNXaviopoU ¢ npoc Tnv opBoTtnTa autnc Tng
ano@aong. H opBOTNTA N PN TNG ano@aong NPOKUNTEl and TNV AnwA&ia i OxI NAKETWV.
A&iCel va onpeiwBei edw OTI apxikd, Kal PEXP! va AnOKTACEI TNV anapaitnTn €Uneipia, o
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MNXaviopoc oupBouAelel navra Tov TCP Vegas va ayvonael autryv Tnv alayr oto RTT.
TeNikG O PNXaVIOUOC €XEl AMOKTNOEI APKETN EMMEIPIA WOTE VA CUPBOUAEUEI opBa Tov
aAyopIBo ano®uyng cuppoOpPNoNC.

Congestion Monitoring
m Control Decision/ of Network Evaluation of Knowledge
Mechamsm Action Behaviour the Action Building

Knowledge on the
suitability of the action
with respect to the
network behaviour

Knowledge

Base

Eikdva 9.14: Emokonnon Tou NPoTEIVOPEVOU UnXaviopou.

EVOEIKTIKA anoTeAéopaTa autou Tou WnxaviopoUu ¢aivovtal oTo didypappa TG Eikdva
9.15 evw pia nio NARpNE avaAuon Tou PNXaviopoU Kal TNG MEAETNC YEVIKOTEPA UNOPEi va
Bpebei oTo [34].

100
= B0 -
gﬁﬂl 1
]
E 40 |
= 20

CI T T T 1 T T T T
0 200 400 600 200 1000 1200 1400 1600 1800
Simulation Time (sec)
Vegas ——Enowledge-based Vegas

Eikdva 9.15: ZuykpiTikd didypappa Tou pubpou JeTaddoong dedoPEVWY TG YPAUKAG oTav

XPNOILONOIEITAl HOVO 0 aAyOpIBHOC anopuync oupgopnone (Ykpl ypauun) kai otav o
TeAEUTAIOC ouvOUAdETal JE TNV YVMON NOU NApAyeTal anod ToV NPOTEIVOUEVO UNXAVIOHO

(Havpn ypappn).

To oevapio nou xpnaoiponoinnke oTnv nepintwon TnG Eikova 9.15 £xel we €Enc: £xoupe

Tnv TonoAoyia TnG Eikova 9.16, napakoAouBouUe Ta MAKETA Mou OTEAvVOvVTAl and Tov
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KOMBO 1 oTov kOpBo 6 pe apxikny diadpopn Tnv 1-3-5-6 kal nNpog TIG 2 KAaTeuBUVOEIC Kal

Ta NApakaTw YeyovoTa:

= T = 200sec : aAayn OpopoAoynonc (oTnv KateuBuvaon npoc Tov KOUBo 6) pe
au&non TnG HIKpOTEPNG TIMAG RTT nou £xel napatnpnBei and Tov TCP Vegas, véa
diadpopn 1-3-4-5-6

» T = 450sec: emnioTpo®n aTnv diadpoun 1-3-5-6

» T = 650sec: eicodoc UDP porc oTnv (eU&n 3-5

= T= 850sec: aA\ayr} dpopoAoynonG AOyw oup@opnong Ke al&non TnG HIKPOTEPNG
TIUNG RTT nou &xel napatnpnBei ano Tov TCP Vegas, vea diadpoun) 1-3-4-5-6

= T = 1100sec: emoTtpo®n oTnv diadpoun 1-3-5-6

= T = 1350sec: aA\ayr) dpopoAoynong (otnv kateuBuvon and Tov KOPBo 6) He
av&non TG HIKPOTEPNG TIMAC RTT nou €xel napatnpn®ei and Tov TCP Vegas, vea
dladpopn 6-5-4-3-1

» T = 1550sec: emaoTtpo®n atnv diadpopun 6-5-4-3-1

'Onw¢ naparnpeital andé To OUYKPITIKO dldypaupa TnG Eikdéva 9.15, kai oTmic 3
neEPINTWOEIG alayng dpopoAdynong Twv nakeTwv (T = 200, 850 kai 1350 sec) o
MNXaVIOWOC  €xel OUMPBOUAEUOEl OWOTA TOV  aAYyOpIOUO  anopuynG Oouppopnong,
e€aopahifovtag €101 0TO OIKTUO HEYAAUTEPEG TaxUTNTEG METAPOPAG OEDOMEVWV Kal

AlyOTEPEC DIAKUPAVOEIG Kal aOTABEIEG OE QUTNV.

— 1 Gbps/ Oms

TCP Vegas flow TCP Vegas flow
source —— | 100 Mbps/ 64 ms destination
(FTP server) (FTP client)

) > <> Route 0, low RTT o

L
J <> | Route 1, high RTT j

1 6

T L: H3F
UDP flow source

UDP flow destigétion

Eikdva 9.16: TonoAoyia 8IkTUOU NPOCON0IWONG.
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9.7 Mnxaviopoi yia Tnv Avantuin ka1 Aiaxeipion Epnioroouvng
(Trust Management)

O Pnxaviopoc nou neplypapeTal dw OTOXEUEI OTO VA EUPUONOEI OE £va BPOXO EAEYXOU
TN yv@on, av ol ano@doeiC Tou €ival apkeTa a&ioniotec. H yvwon auTr Mnopei va
afionoindei €101 WoTe va BeATIwBOUV oI €MIDOCEIC TOU PBPOXOU €AEyXou Ot €ninedo
EUMIOTOOUVNG MECW TOU dAMOKAEIOPOU TWV ano@Acswv Mou Oev EMITUYXAVOUV Td
embupntd enineda afomoTiac. MO0  OUYKEKPIYEVA, O MNXAVIOPOG  anoBnkeuvel
NANPOPOPIEC OXETIKA HE TIC KATAOTACEIC MOU aVvTIMETWNICEl O PBPOXOG €EAEyXOU,
oupnepIAaPBavoPEVNG TNG OXETIKNG anopacnc Nou EPpApHOoTNKE yia TOV XEIPIOKO TOUG
o€ Jia Baon yvwong opolag Ke auTr) nou aneikoviletal otnv Eikova 9.17.

AuTO eniTpénel Tnv a&lonoinon napeAbovTwv aAAnAenidpdcewv, WOTE va KATAOTEI
duvaTtn n TaxuTepn Kal anoTeAEOUATIKOTEPN AQVTIMETWMION TwV NpoBAnuaTwv. 'ETol, €vag
Bpoxog eAeyxou umopei va e€mAeEel Tnv nio a&oniotn anogacn OeBOUEVWV TWV
ouvONKWv Mou enikpaTouv oTo ouoTnua. EminAéov, n diadikacia AQWng anopacewv
Mnopei va BeATIWOEI o€ eninedo peiwonG Tou XpOVOU MoU anaiTeiTal yia TNV €niAoyn HIag
OUYKEKPIUEVNG EVEPYEIAC. QG Npwnv «agomaoTn» andgacn WNopei va epapuooTei peca
OTIG iDIEG OGUVBNKEG TOU OUCTAMATOG, XWPIG TNV avaykn TnG ekTéAeong Mia diadikacia

BeATioTONOINONG.

Efficiency Instantaneous
=4 ControlLoop Decision/ Action Level . Trustindex [
Calculation Calculation

Overall Trust Index calculation
for a certain context, decision

Knowledge
Base

oo | o> | Tusince |
201201001 201201101 60%
201201002 201201201 75%
201202003 201201202 52%
201201001 201201202 80%

Eikdva 9.17: Emokonnon Tou NPOTEIVOPEVOU WNXaviopou.
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'ETO1, KGBE Popa Mou AaPBAveTal Hia anopaon, o BPOXoC AEyXoU NAPEXEI MANPOPOPIES
OXETIKA PE TNV E€MIKPATOUOA KATAOTAON (NAPAPETPOUC MOU EVEPYOMOINOAV TO BPOXO
€AEyXOU) Kal TNV avtioToiXn anogaon nou €AaBe. To eninedo anodoTiKOTNTAC TNG
anogaonc unoAoyiletal, AapBavovrac unown diapopeTIKG KaTa nepiotaon (avaloya pe
Tov BpdX0 €AEyxOU) KpIThpid, ano Tnv oxéon (9.1):

EL(t)=F(m,m,,....m)) (9.1)

onou F pnopei va eivar onoiadnnoTe ouvapTnon, onw¢ abpoiopa pe Bapn (weighted
sum), Nou CUVOEEl TA KPITAPIA My, My, ...., M,. Mapadeiyyata Twv KpITnpiwv Pnopei va
gival a) n anokAion anod Tov eniBupunTd OTOXO Tou PBpdyxou eAEyxou (n.X., €nineda
noioTNTag unnpeoiac), B) nopol Mou XpeIAoTnkav yid TNV npayhartonoinon Twv
anopAacewv Tou PBpOXou, Y) XPOVOG MOU XPEIGOTNKE yid TNV npayparonoinon Twv
anopdacswv Tou PBpoxou, O) apiBuoc avadiapopPpwoewv (reconfigurations) nou

npokAndnkav Adyw TnNG anopaonc/ eVEPYeIac Tou BPOYXouU KAM.

3TNV OUVEXEId, ONw¢ (aivetal kal and Tnv Eikdva 9.17 unoloyilovrar o OTIyHIQiog
deikTng epnioToolvng (instantaneous trust index) kai o ouvoAikog deiktng (overall trust
index). MNa Tou unoAoyIoPoUG auToUg akoAouBeiTal To HOVTEAD TNG TEXVIKAG Q-learning,

Kal WG €k ToUTou ol deikTeg Oivovtal and TG oxeoelg (9.2) - (9.3) kar (9.4) - (9.5)

avTigToixa.

<EL,.., r(s(t),a(t)) <0
EL(Z){> ELy. r(s(),a()) >0 5:2)
EL,, :F(ml,opt’mZ,Upt""’mn,opt) (9.3)
O(s(?),a(?)) = <i y'r(s(t), a(t))> (9.4)

O(s(1),a(1)) > O(s(0), a(0) + &lr(t) + ymax As(t +1), at +1) = As(), at)] (9.5
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onou r(s(t),a(t)) sivai n avrapoifr yia Tnv andgaon Tou kopPou, s(t) eival n kataoTaon
otnv onoia BpiokeTal o Bpdxog, a(t) eival n anodpaon Tou BPOXOU, Mi ey Eival N EAAXIOTN
€MOUWPNTA TIUA TOU KPITNPIou mi, TO < >” avanapioTa TNV KEoN TIWN, TO Y ekPppalel To
nooco ennpealouv ol NAMOTEPEC MAPATNPNOEIC TOV UMOAOYIOPO Tou OAIKoU OeikTn
gumoToolvng KAl To € TO puBPO MPOCAPHOYNC TOU OMKOU OeikTn eumioTooUVNC OTIG
naparTnpnoeic.

MepIO0OTEPEC AENTOUEPEIEC WC MPOC TNV MOVTEAOMOINGN TOU MNXAVIOWOU WMopouv va
Bpebouv kai oTo [35].
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10 ACRONYMS

Acronym Explanation

1-9

3GPP Third Generation Partnership Project

A

AFI Autonomic network engineering for the self-managing Future
Internet

AP Access Point

B

BI Business Intelligence

BMU Best Matching Unit

C

CAPEX Capital Expenditures

CPT Conditional Probability Table

CRSs Cognitive Radio Systems

D

DE Decision-making-Elements

DeNB Donor eNodeB

E

EL Efficiency Level

eNB eNodeB

ETSI European Telecommunications Standards Institute

E-UTRAN Evolved Universal Terrestrial Radio Access Network
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E-RAB E-UTRAN Radio Access Bearer
F
FTP File Transfer Protocol
G
GANA Generic Autonomic Network Architecture
GUI Graphical User Interface
H
I
IoT Internet of Things
ITI Instantaneous Trust Index
J
K
L
M
MAE Mean Absolute Error
MBTS Model-Based-Translation Service
MIB Management Information Base
MSE Mean Square Error
N
NN Neural Network
NOs Network Operators
NS-2 Network Simulator version 2
(o)
ONIX Overlay Network for Information eXchange
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OPEX Operational Expenditures

OTI Overall Trust Index

P

P2P Peer-to-Peer

PDF Probability Density Function
PLGSOM Parameterless-Growing Self-Organizing Map
Q

QCI Quality Channel Indicator

QoE Quality of Experience

QoS Quality of Services

R

RACH Random Access Channels

RAT Radio Access Technology

RL Reinforcement Learning

RMSE Root Mean Square Error

RN Relay Node

RRU Radio Resource Utilization

RSS Rich Site Summary (also known as Real Simple Syndication)
RSSI Received Signal Strength Indicator
S

SOM Self-Organizing Map

SP Service Provider

T

U
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