# ПАNЕПІІТНМІО ПЕІРАІЛऽ 

## ТМНМА ЧНФIAK $\Omega$ N $\Sigma$ Y$\Sigma$ THMAT

#  $\alpha \nu \alpha \mu \varepsilon \tau \alpha \delta o ́ \tau \varepsilon \varsigma ~ \sigma \varepsilon ~ \gamma \varepsilon v i \kappa \varepsilon v \mu \varepsilon ́ v o v \varsigma ~ \delta ı \alpha v ́ \lambda$ оvऽ  

$\Delta t \delta \alpha \kappa \tau о р ı к \eta ́ \Delta ı \alpha \tau \rho ı \beta \dot{\eta}$

Nıко́ $\lambda \alpha$ оя Mлíбıая

ПАNЕПİTHMIO ПЕІРАІ $\Sigma \Sigma$

## ЕПI $\Delta \mathrm{O} \Sigma \mathrm{H}$ MEOO $\triangle \Omega \mathrm{N}$ EПIKOINQNIA乏

## ME ПO＾＾АП＾OY乏 ANAMETADOTE $\Sigma$

## ¿E ГENIKEYMENOY乏 $\triangle I A Y \wedge O Y \Sigma ~ A \Sigma Y P M A T \Omega N ~ E П I K O I N \Omega N I \Omega N ~$

$\triangle I \triangle A K T O P I K H ~ \triangle I A T P I B H$<br>tou<br>NIKO＾AOY इ．MПI乏IA


AӨaváotoc Kavátac
Паvaүı＇́tņ $\Delta \varepsilon \mu \varepsilon ́ \sigma t ı \chi a s$



Г．EuӨúцоү入ou Avarл．K $\alpha \theta \eta ү \eta$ п́s Пav／นíou Пєıраıढ́я


Ф．K $\omega v \sigma t a v t i v o u$ K $\alpha$ Өnүクтńs Е．M．П．


K人øпүптńs


П．к $\omega \pi$ rís
K $\alpha \theta \eta \gamma \eta$ пńs


A．Poúokos
Елík．K $\alpha$ Өпүптйऽ
Паv／นíou Пعıраıы́s


П．$\Delta \varepsilon \mu \varepsilon ́ \sigma t i x a s ~$
KaӨŋ戸птńs
Пav／$\mu$ iou Пعıраıш́s


A．A入 $\varepsilon \xi \dot{G}$
Епі́к．К $\alpha \theta \eta \gamma$ п́т $\rho ⿺ 𠃊$ Паv／นíou Пعıраıш́я


## ПЕРІАНЧН

To $\tau \varepsilon \lambda \varepsilon v \tau \alpha i ́ o ~ \chi \rho о v ı к o ́ ~ \delta ı \alpha ́ \sigma \tau \eta \mu \alpha ~ v \pi \alpha ́ \rho \chi \varepsilon 1 ~ \mu \varepsilon \gamma \alpha ́ \lambda o ~ \varepsilon v \delta ı \alpha \varphi \varepsilon ́ \rho o v ~ \gamma ı \alpha ~ \tau \eta ~ \chi \rho \eta ́ \sigma \eta ~$ $\alpha v \alpha \mu \varepsilon \tau \alpha \delta о \tau \omega ́ v$ (relays) $\gamma 1 \alpha \tau \eta \mu \varepsilon \tau \alpha ́ \delta o \sigma \eta$ $\sigma \eta \mu \alpha ́ \tau \omega \nu \mu \varepsilon$ бколо́ $\tau \eta \nu \beta \varepsilon \lambda \tau i ́ \omega \sigma \eta \tau \eta \varsigma$
 $\lambda \eta ́ \psi \eta \varsigma ~ \mu \varepsilon ́ \sigma \omega ~ \sigma ט v \varepsilon \rho \gamma \alpha \sigma i ́ \alpha \varsigma ~(c o o p e r a t i v e ~ d i v e r s i t y), ~ \eta ~ о \pi о i ́ \alpha ~ \mu \pi о \rho \varepsilon i ́ ~ v \alpha ~ к \alpha \tau \alpha \pi о \lambda \varepsilon \mu \eta ́ \sigma \varepsilon є ~$


 $\varepsilon \pi \varepsilon ́ \kappa \tau \alpha \sigma \eta \varsigma ~ \tau \eta \varsigma ~ \kappa \alpha ́ \lambda \vartheta \psi \eta \varsigma ~ \sigma \varepsilon ~ \kappa \nu \psi \varepsilon \lambda \omega \tau \alpha ́ ~ \kappa \alpha ı ~ a d ~ h o c ~ \alpha \sigma ט ́ \rho \mu \alpha \tau \alpha ~ \delta i ́ к \tau v \alpha . ~ E ı \delta ı к o ́ \tau \varepsilon \rho \alpha, ~ \tau о ~$ multi-hop relaying é $\chi \varepsilon \iota ~ \tau \eta ~ \delta u v \alpha \tau o ́ \tau \eta \tau \alpha ~ v \alpha ~ \varepsilon \pi \imath \tau \rho \varepsilon ́ \psi \varepsilon ı ~ \sigma \tau о \nu ~ \pi о \mu \pi o ́ ~ к \alpha ı ~ \sigma \tau о ~ \delta \varepsilon ́ к \tau \eta ~ v \alpha ~$ $\varepsilon \pi ı \kappa о \imath \omega v \eta ́ \sigma o v v ~ \mu \varepsilon ́ \sigma \alpha ~ \alpha \pi o ́ ~ \mu ı \alpha ~ \sigma \varepsilon \iota \rho \alpha ́ ~ \sigma v v \varepsilon \rho \gamma \alpha \zeta ́ \mu ~ \mu \varepsilon v \omega v ~ к о ́ \mu ß \omega v ~ \alpha v \alpha \mu \varepsilon \tau \alpha ́ \delta o \sigma \eta \varsigma, ~ \mu \varepsilon ~$










 $\mu \varepsilon \gamma \alpha ́ \lambda \eta \varsigma ~ к \lambda i ́ \mu \alpha к \alpha \varsigma ~ \delta ı \alpha ́ \lambda \varepsilon ı \psi \eta \varsigma ~ \sigma \tau о ~ \sigma \eta ́ \mu \alpha ~ \lambda \eta ́ \psi \eta \varsigma . ~ \Sigma \tau о ~ К \varepsilon \varphi \alpha ́ \lambda \alpha 1 о ~ 2 ~ \delta i ́ v o v \mu \varepsilon ~ \mu i ́ \alpha ~$






 $\tau \eta$ moment generating function (MGF) $\tau 0 v$ $\sigma v v o \lambda_{ı} \kappa о$ (end-to-end) $\sigma \eta \mu \alpha \tau 0-$






 $\tau \eta \varsigma ~ \tau \varepsilon \chi v i \kappa \eta ́ s ~ \alpha v \alpha \mu \varepsilon \tau \alpha ́ \delta o \sigma \eta \varsigma ~ \varepsilon v i ́ \sigma \chi \cup \sigma \eta-\kappa \alpha 1-\pi \rho о \omega ́ \theta \eta \sigma \eta$ (ЕП) $\sigma \varepsilon$ ع́va $\sigma o ́ v \theta \varepsilon \tau о$ $\pi \varepsilon \rho ı \beta \dot{\alpha} \lambda \lambda$ ov $\delta$ ı́́ $\delta o \sigma \eta \varsigma$.
 $\varepsilon \pi i ́ \delta o \sigma \eta \varsigma ~ \varepsilon v o ́ s ~ \delta ı \kappa \tau v ́ o v ~ \mu \varepsilon ~ \alpha v \alpha \mu \varepsilon \tau \alpha ́ \delta o \sigma \eta ~ \delta u ́ o ~ \zeta \varepsilon v ́ \xi \varepsilon \omega v ~ к \alpha ı ~ \varepsilon \pi i \lambda о \gamma \eta ́ ~ \tau о v ~ к а \lambda o ́ \tau \varepsilon \rho о v ~$









 $\alpha \nu \alpha \mu \varepsilon \tau \alpha \delta o ́ \tau \eta$. Oi $\tau \varepsilon \lambda \iota \varepsilon \varepsilon ́ \varsigma ~ \varepsilon к \varphi \rho \alpha ́ \sigma \varepsilon ı \zeta ~ \varepsilon i ́ v \alpha l ~ \chi \rho \eta ́ \sigma \not \mu \varepsilon \varsigma ~ \gamma 1 \alpha ~ \tau \eta \nu ~ \alpha \xi ॄ ı \lambda o ́ \gamma \eta \sigma \eta ~ \tau \omega \nu$
 $\delta i \alpha ́ \delta o \sigma \eta \varsigma . ~ E \pi i ́ \sigma \eta \varsigma, ~ \delta i ́ v o v \mu \varepsilon ~ \alpha \pi о \tau \varepsilon \lambda \varepsilon ́ \sigma \mu \alpha \tau \alpha ~ M o n t e ~ C a r l o ~ \pi \rho о б о \mu о i ́ \omega \sigma \eta \varsigma ~ \gamma 1 \alpha ~ \tau \eta v$ $\varepsilon \pi \alpha \lambda \eta ́ \theta \varepsilon v \sigma \eta ~ \tau \omega v ~ \alpha v \alpha \lambda \cup \tau ו \kappa ळ ́ v ~ \alpha \pi о \tau \varepsilon \lambda \varepsilon \sigma \mu \alpha ́ \tau \omega v$.

इто Кєча́даıо 5, $\alpha \pi о \delta \varepsilon ı к v v ́ o v \mu \varepsilon ~ v \varepsilon ́ \varepsilon \varsigma ~ \mu \alpha Ө \eta \mu \alpha \tau ı к \varepsilon ́ \varsigma ~ \sigma \chi \varepsilon ́ \sigma \varepsilon ı \varsigma ~ \mu \varepsilon ́ \tau \rho \omega v ~ \varepsilon \pi i ́ \delta o \sigma \eta \varsigma ~ \gamma 1 \alpha ~$




 $\mu \varepsilon ́ \sigma \eta \varsigma ~ \pi ı \theta \alpha v o ́ \tau \eta \tau \alpha \varsigma ~ \sigma \varphi \alpha ́ \lambda \mu \alpha \tau о \varsigma ~ \sigma v \mu \beta o ́ \lambda o v ~ к \alpha l ~ b i t ~ \gamma 1 \alpha ~ \delta ı \alpha ́ \varphi о \rho \varepsilon \varsigma ~ \psi \eta \varphi ı \alpha \kappa \varepsilon ́ \varsigma ~$


 $\tau \eta \varsigma \pi \rho о \sigma \varepsilon ́ \gamma \gamma \iota \sigma \eta \varsigma$.








 $\pi ı \theta \alpha v o ́ \tau \eta \tau \alpha$ סıккотŋ́s $\varepsilon v o ́ s ~ \alpha \sigma v ́ \rho \mu \alpha \tau о v ~ \sigma v \sigma \tau \eta ́ \mu \alpha \tau о \varsigma ~ \mu \varepsilon ~ \varepsilon ́ v \alpha ~ Е П ~ \alpha v \alpha \mu \varepsilon \tau \alpha \delta o ́ \tau \eta ~ \sigma \varepsilon ~$




 олоі́o $\mu \pi о \rho \varepsilon i ́ v \alpha$ vлодоүıбтвí $\alpha \rho ı \theta \mu \eta \tau ı \kappa \alpha ́ ~ \varepsilon v ́ \kappa о \lambda \alpha ~ к \alpha \imath ~ \mu \varepsilon ~ \alpha \kappa \rho i ́ \beta \varepsilon ı \alpha . ~$


#### Abstract

There is growing interest in the use of relay-assisted transmission schemes to provide system performance improvement in terms of system reliability and cooperative diversity. Cooperative diversity can combat channel impairments due to fading in wireless communication systems. The cooperative diversity through multihop relaying technology has emerged as an effective tool to enhance the spectral efficiency and extend the coverage of cellular and ad hoc wireless networks. In particular, multihop relaying can enable source and destination nodes to communicate through a set of cooperating relay nodes in which the transmitted signals propagate through cascaded relay nodes, with the aim of extending coverage and improving the performance of the network. In addition, idle mobile stations between the source and destination may be employed as relay nodes to provide extra diversity links.

In this dissertation, we investigate the performances of multihop relaying systems in composite fading environments. A review of small and large-scale fading for the wireless channel is given in Chapter 1, where the statistical characterization of various channel models is presented. In this work, we consider the generalized- $K$ fading channel, which is a composite fading model that considers the effects of both small- and large-scale fading on the received signal. Then, in Chapter 2 we review various relay systems that have been proposed for wireless communications according to the relay gain employed and the selection of the relays utilized. In Chapter 3, we present novel and easy-to-evaluate expressions for the error rate performance of cooperative dual-hop relaying with maximal ratio combining operating over independent generalized- $K$ fading channels. As it is hard to obtain a closed-form expression for the moment generating function (MGF) of the end-to-end signal-to-noise ratio (SNR) at the destination, even for the case of a single dual-hop relay link, we employ two different upper bound approximations for the output SNR, of which one is based on the minimum SNR of the two hops for each dual-hop relay link and the other is based on the geometric mean of the SNRs of the two hops. Lower bounds for the symbol and bit error rates for a variety of digital modulations can


then be evaluated using the MGF based approach. The final expressions are useful in the performance evaluation of amplify-and-forward (AF) relaying in a generalized composite radio environment.

In Chapter 4, we present novel and easy-to-evaluate expressions for the performance of dual-hop relaying with best relay selection operating over generalized- $K$ fading channels. Since it is hard to find a closed-form expression for the probability density function (PDF) of the exact SNR at the destination node even for the single dual-hop system with amplify-and-forward relaying, we use a tight upper bound value instead. Using the approximate value for the end-to-end SNR, closed-form expressions for the statistics of the SNR, the average bit and symbol error probabilities, and the ergodic capacity for the single dualhop AF relay system, are derived. Moreover, assuming independent nonidentical fading conditions across multiple dual-hop relay links, we derive lower performance bounds for the single relay selection scheme with AF relaying. The final expressions are useful in the performance evaluation of AF opportunistic relaying in a generalized composite radio environment. Simulation results are also given to verify the analytical results.

In Chapter 5, we evaluate performance measures of multihop relaying systems operating in a composite fading environment modeled by the generalized- $K$ distribution. By approximating the end-to-end signal-to-noise ratio of the multihop relay system by the minimum SNR of all the links, we provide easy to compute analytical expressions for the outage probability and the average bit and symbol error rates for a variety of digital modulation schemes. The derived expressions are validated by computer simulation and provide tight lower bounds to the exact performance of multihop relaying transmissions in a generalized fading environment.

In Chapter 6 we derive closed-form lower bounds on the performance of multihop communication systems with non-regenerative relays operating in a Nakagami-m fading channel. The relay gains are assumed to be chosen to maximize the end-to-end SNR, which is bounded by the geometric mean of the positive random variables. Closed-form expressions are then derived for the statistics of the geometric mean of the optimum
end-to-end SNR. These, in turn, are used to derive tight bounds for the outage as well as average error performances of the system. An upper bound is also derived for the mean ergodic capacity of the end-to-end SNR.

Finally, in Chapter 7 we study the effect of co-channel interference on the outage probability of dual-hop wireless communication systems with amplify-and-forward relaying operating in a Rayleigh fading channel. A four-parameter model for the dual-hop AF relay system is introduced, in which two of the parameters specify the type of gain adopted at the relay node while the other two parameters account for the presence of channel noise and co-channel interference at the destination node. We then derive the exact outage probability in terms of the well-known incomplete Weber integral, which can be easily and accurately evaluated numerically.
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## Chapter 1

## Fading Channels Characterization and Stochastic Modeling

HE WIRELESS radio channel is consider to be a very important part of the high-speed T communication systems. However, Radiowave propagation through wireless channels is a complicated phenomenon characterized by various effects, including multipath fading, shadowing, and path loss. Path loss is caused by dissipation of the power radiated by the transmitter as well as effects of the propagation channel. Path loss models generally assume that path loss is the same at a given transmit-receive distance. Shadowing is caused by obstacles between the transmitter and receiver that attenuate signal power through absorption, reflection, scattering, and diffraction. When the attenuation is very strong, the signal is blocked. Variation due to path loss occurs over very large distances (100-1000 meters), whereas variation due to shadowing occurs over distances proportional to the length of the obstructing object (10-100 meters in outdoor environments and less in indoor environments). Variation due to multipath occurs over very short distances, on the order of the signal wavelength, so these variations are sometimes refered to as small-scale propagation effects. In Fig. 1.1, the ratio of the received-to-transmit power in dB versus $\log$-distance for the combined effects of path loss, shadowing, and multipath is depicted.

The primary purpose of this chapter is to briefly review the principal characteristics and models for multipath fading and/or shadowing channels. A precise mathematical


Figure 1.1: Path loss, shadowing and multipath fading versus log-distance
description of these phenomena is either unknown or too complex for tractable communication systems analyses. However, considerable efforts have been devoted to the statistical modeling and characterization of these different effects. The result is a range of relatively simple and accurate statistical models for fading channels that depend on the particular propagation environment and the underlying communication scenario. The primary purpose of this chapter is to briefly review the principal characteristics and models for fading channels and provide their statistical metrics.

### 1.1 Large Scale Fading-Shadowing

A signal transmitted through a wireless channel will typically experience random variation due to blockage from objects in the signal path, giving rise to random variations of the received power at a given distance. Such variations are also caused by changes in reflecting surfaces and scattering objects. Thus, a model for the random attenuation due to these effects is also needed. Since the location, size, and dielectric properties of the
blocking objects as well as the changes in reflecting surfaces and scattering objects that cause the random attenuation are generally unknown, statistical models must be used to characterize this attenuation. The most common model for this additional attenuation is log-normal shadowing. This model has been confirmed empirically to accurately model the variation in received power in both outdoor and indoor radio propagation environments (see e.g. [1], [2].)

In the log-normal shadowing model the ratio of transmit-to-receive power $\psi=P_{t} / P_{r}$ is assumed random with a log-normal distribution given by

$$
\begin{equation*}
p(\psi)=\frac{\xi}{\sqrt{2 \pi} \sigma_{\psi_{\mathrm{dB}}} \psi} \exp \left[-\frac{\left(10 \log (\psi)-\mu_{\psi_{\mathrm{dB}}}\right)^{2}}{2 \sigma_{\psi_{\mathrm{dB}}}^{2}}\right], \quad \psi \geq 0 \tag{1.1}
\end{equation*}
$$

where $\xi=10 / \ln 10, \mu_{\psi_{\mathrm{dB}}}$ is the mean of $\psi_{\mathrm{dB}}=10 \log _{10} \psi$ in dB and $\sigma_{\psi_{\mathrm{dB}}}$ is the standard deviation of $\psi_{\mathrm{dB}}$, also in dB . The mean can be based on an analytical model or empirical measurements. For empirical measurements $\mu_{\psi_{\mathrm{dB}}}$ equals the empirical path loss, since average attenuation from shadowing is already incorporated into the measurements. For analytical models, $\mu_{\psi_{\mathrm{dB}}}$ must incorporate both the path loss (e.g. from free-space or a ray tracing model) as well as average attenuation from blockage. Note that if the $\psi$ is log-normal, then the received power and receiver signal-to-noise ratio (SNR) will also be log-normal since these are just constant multiples of $\psi$. For received SNR the mean and standard deviation of this log-normal random variable are also in dB. In Fig. 1.2 the small-scale fading and the slower large-scale variations for an indoor radio communication system are illustrated. It is noted in this figure that the signal fades rapidly as the receiver moves, but the signal fades more slowly with distance.

### 1.2 Small Scale Fading-Multipath

Small scale fading or multipath fading is used to describe the rapid fluctuation of the amplitude of a radio signal over a short period of time or travel distance, so that largerscale path loss effects may be ignored. Fading is caused by interference between two or


Figure 1.2: Small-scale and large-scale fading
more versions of the transmitted signal which arrive at the receiver at slightly different times. These waves, called multipath waves, combine at the receiver antenna to give a resultant signal which can vary widely in amplitude and phase, depending on the distribution of the intensity and relative propagation time of the waves and the bandwidth of the transmitted signal. Multipath in the radio channel creates small-scale fading effects. The three most important effects are:

- Rapid changes in signal strength over a small travel distance or time interval.
- Random frequency modulation due to varying Doppler shifts on different multipath signals.
- Time dispersion (echoes) caused by multipath propagation delays.

In built-up urban areas, fading occurs because the height of the mobile antennas are well below the height of surrounding structures, so there is no single line-of-sight (LoS) path to the base statio. Even when a LoS exists, multipath still occurs due to reflections from the ground and surrounding structures. The incoming radio waves arrive from different directions with different propagation delays. The signal received by the mobile at
any point in space may consist of a large number of plane waves having randomly distributed amplitudes, phases and angles of arrival. These multipath components combine vectorially at the receiver antenna, and can cause the signal received by the mobile to distort or fade. Even when a mobile receiver is stationary, the received signal may fade due to movement of surrounding objects in the radio channel.

If objects in the radio channel are static and motion is consider to be only due to that of the mobile, then fading is purely a spatial phenomenon. The spatial variations of the resulting signal are seen as temporal variations by the receiver as it moves through the multipath field. Due to the constructive and destructive effects of multipath waves summing at various points in space, a receiver moving at high speed can pass through several fades in a small period of time. In a more serious case a receiver may stop at a particular location at which the received signal is in a deep fade. Maintaining good communications can then become very difficult, although passing vehicles or people walking in the vicinity of the mobile can often disturb the field pattern, thereby diminishing the likelihood of the received signal remaining in a deep null for a long period of time. Due to the relative motion between the mobile and the base station, each multipath wave experiences an apparent shift in frequency. The shift in received signal frequency due to motion is called Doppler shift, and is directly proportional to the velocity and direction of motion of the mobile with respect to the direction of arrival of the received multipath wave. In Fig. 1.3, the rapid variations of the small scale fading power are plotted as a function of the distance.

### 1.2.1 Factors Influencing Small-Scale Fading

Many physical factors in the radio propagation channel influence small-scale fading. These include the following:

- Multipath Propagation: The presence of reflecting objects and scatterers in the channel creates a constantly changing environment that dissipates the signal energy in amplitude, phase and time. These effects result in multiple versions of


Figure 1.3: Power (in dB ) of small-scale fading
the transmitted signal that arrive at the receiving antenna, displaced with respect to one another in time and spatial orientation. The random phase and amplitudes of the different multipath components cause fluctuations in signal strength thereby inducing small-scale fading, signal distortion or both.

- Speed of the mobile: The relative motion between the base station and the mobile results in random frequency modulation due to different Doppler shifts on each of the multipath components. Doppler shift will be positive or negative depending on whether the mobile receiver is moving toward or away from the base station.
- Speed of surrounding objects: If objects in the radio channel are in motion, they induce a time varying Doppler shift on multipath components. If the surrounding objects move at a greater rate than the mobile, then this effect dominates the smallscale fading.Otherwise motion of surrounding objects may be ignored and only the speed of the mobile need to be considered.
- The transmission bandwidth of the signal: If the transmitted radio signal bandwidth is greater than the "bandwidth" of the multipath channel, the received
signal will be distorted, but the received signal strength will not fade much over a local area, i.e., the small-scale fading will not be significant.If the transmitted signal has a narrow bandwidth as compared to the channel, the amplitude of the signal will change rapidly, but the signal will not be distorted. Thus the statistics of small-scale signal strength and the likelihood of signal smearing appearing over small-scale distances are very much related to the specific amplitudes and delays of the multipath channel, as well as the bandwidth of the transmitted signal.


### 1.2.2 Envelope and Phase Fluctuations

When a received signal experiences fading during transmission, both its envelope and phase fluctuate over time. For coherent modulations, the fading effects on the phase can severely degrade performance unless measures are taken to compensate for them at the receiver. Most often, analyses of systems employing such modulations assume that the phase effects due to fading are perfectly corrected at the receiver resulting in what is referred to as "ideal" coherent demodulation. For noncoherent modulations, phase information is not needed at the receiver and therefore the phase variation due to fading does not affect the performance. Hence, performance analyses for both ideal coherent and noncoherent modulations over fading channels requires knowledge of only the fading envelope statistics and will be the case most often considered in this text.

### 1.2.3 Slow and Fast Fading

The distinction between slow and fast fading is important for the mathematical modeling of fading channels and for the performance evaluation of communication systems operating over these channels. This notion is related to the coherence time $T_{c}$ of the channel, which measures the period of time over which the fading process is correlated (or equivalently, the period of time after which the correlation function of two samples of the channel response taken at the same frequency but different time instants drops below a certain predetermined threshold). The coherence time is also related to the channel

Doppler spread $f_{d}$ by $T_{c} \simeq 1 / f_{d}$. The fading is said to be slow if the symbol time duration $T_{s}$ is smaller than the channel"s coherence time $T_{c}$; otherwise it is considered to be fast. In slow fading a particular fade level will affect many successive symbols, which leads to burst errors, whereas in fast fading the fading decorrelates from symbol to symbol. In this latter case and when the communication receiver decisions are based on an observation of the received signal over two or more symbol times (such as differentially coherent or coded communications), it becomes necessary to consider the variation of the fading channel from one symbol interval to the next.

### 1.2.4 Frequency-Flat and Frequency-Selective Fading

Frequency selectivity is also an important characteristic of fading channels. If all the spectral components of the transmitted signal are affected in a similar manner, the fading is said to be frequency-nonselective or equivalently frequency-flat. This is the case for narrowband systems, in which the transmitted signal bandwidth is much smaller than the channel"s coherence bandwidth $f_{c}$. This bandwidth measures the frequency range over which the fading process is correlated and is defined as the frequency bandwidth over which the correlation function of two samples of the channel response taken at the same time but different frequencies falls below a suitable value. In addition the coherence bandwidth is related to the maximum delay spread $\tau_{\max }$ by $f_{c} \simeq 1 / \tau_{\max }$. On the other hand, if the spectral components of the transmitted signal are affected by different amplitude gains and phase shifts, the fading is said to be frequency selective. This applies to wideband systems in which the transmitted bandwidth is bigger than the channel"s coherence bandwidth.

### 1.3 Stochastic Modeling of Flat-Fading Channels

When fading affects narrowband systems, the received carrier amplitude is modulated by the fading amplitude $X$, where $X$ is a RV with mean-square value $\Omega=E<X^{2}>$ and probability density function (PDF) $f_{X}(x)$, which is dependent on the nature of the
radio propagation environment. After passing through the fading channel, the signal is perturbed at the receiver by additive white Gaussian noise (AWGN), which is typically assumed to be statistically independent of the fading amplitude $X$, and which is characterized by a one-sided power spectral density $N_{0}$ Watts/Hertz. Equivalently, the received instantaneous signal power is modulated by $X^{2}$. Thus, we define the instantaneous SNR per symbol by $\gamma=X^{2} E_{s} / N_{0}$ and the average SNR per symbol by $\bar{\gamma}=\Omega E_{s} / N_{0}$, where $E_{s}$ is the energy per symbol.

### 1.3.1 Small Scale Fading Stochastic Modeling

Multipath fading is due to the constructive and destructive combination of randomly delayed, reflected, scattered, and diffracted signal components. This type of fading is relatively fast and is therefore responsible for the short-term signal variations. Depending on the nature of the radio propagation environment, there are different models describing the statistical behavior of the multipath fading envelope.

### 1.3.1.1 Rayleigh

The Rayleigh distribution is frequently used to model multipath fading with no direct LOS path. In this case, the channel fading amplitude $X$ is distributed according to

$$
\begin{equation*}
f_{x}(x)=\frac{2 x}{\Omega} \exp \left(-\frac{x^{2}}{\Omega}\right), \quad x \geq 0 \tag{1.2}
\end{equation*}
$$

where $\Omega$ is distribution scaling parameter. The instantaneous SNR per symbol of the channel $\gamma$ is distributed according to

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{1}{\bar{\gamma}} \exp \left(-\frac{\gamma}{\bar{\gamma}}\right), \quad \gamma \geq 0 \tag{1.3}
\end{equation*}
$$

with cumulative distribution function (CDF) given by

$$
\begin{equation*}
\mathcal{F}_{\gamma}(\gamma)=1-\exp \left(-\frac{\gamma}{\bar{\gamma}}\right), \quad \gamma \geq 0 \tag{1.4}
\end{equation*}
$$

The moments generating function (MGF) for this fading model is given by ${ }^{1}$

$$
\begin{equation*}
\mathcal{M}_{\gamma}(s)=\frac{1}{1+s \bar{\gamma}} \tag{1.5}
\end{equation*}
$$

while the moments are given by

$$
\begin{equation*}
\mu_{\gamma}(n)=\Gamma(1+n) \bar{\gamma}^{n} \tag{1.6}
\end{equation*}
$$

where $\Gamma(\cdot)$ is Gamma function [4, eq. (8.310.1)]. The Rayleigh fading model therefore has an AF equal to 1 , and typically agrees very well with experimental data for mobile systems where no LOS path exists between the transmitter and receiver antennas [3]. It also applies to the propagation of reflected and refracted paths through the troposphere [5] and ionosphere [6], and to ship-to-ship [7] radio links.

### 1.3.1.2 Nakagami- $m$

The Nakagami- $m$ PDF is in essence a central chi-square distribution given by [8, eq. (11)]

$$
\begin{equation*}
f_{R}(x)=\frac{2 m^{m} x^{2 m-1}}{\Omega^{m} \Gamma(m)} \exp \left(-\frac{m x^{2}}{\Omega}\right), \quad x \geq 0 \tag{1.7}
\end{equation*}
$$

where $m$ is the Nakagami- $m$ fading shaping parameter, $0.5 \leq m<\infty$ [8]. The PDF of $\gamma$ can be obtained as

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{m^{m} \gamma^{m-1}}{\bar{\gamma}^{m} \Gamma(m)} \exp \left(-\frac{m \gamma}{\bar{\gamma}}\right), \quad \gamma \geq 0 \tag{1.8}
\end{equation*}
$$

with the corresponding CDF given by

$$
\begin{equation*}
\mathcal{F}_{\gamma}(\gamma)=1-\frac{\Gamma(m, m \gamma / \bar{\gamma})}{\Gamma(m)} \tag{1.9}
\end{equation*}
$$

where $\Gamma(\cdot, \cdot)$ is the upper incomplete Gamma function [4, eq. (8.350/2)]. The MGF is given by

$$
\begin{equation*}
\mathcal{M}_{\gamma}(s)=\left(1+\frac{s \bar{\gamma}}{m}\right)^{-m} \tag{1.10}
\end{equation*}
$$

[^0]and the moments are equal to
\[

$$
\begin{equation*}
\mu_{\gamma}(n)=\frac{\Gamma(m+n)}{\Gamma(m) m^{n}} \bar{\gamma}^{n} \tag{1.11}
\end{equation*}
$$

\]

Nakagami- $m$ distribution includes as special cases the Gaussian distribution for $m=0.5$ and Rayleigh for $m=1$. As a limiting case, for $m \rightarrow \infty$, Nakagami- $m$ converge to AWGN channel. Finally, the Nakagami- $m$ distribution often gives the best fit to land $\bullet$ mobile and indoor•mobile [9] multipath propagation, as well as scintillating ionospheric radio links [10].

### 1.3.1.3 Weibull

The Weibull distribution [11] is yet another mathematical description of a probability model for characterizing amplitude fading in a multipath environment, particularly that associated with mobile radio systems operating in the $800 / 900 \mathrm{MHz}$ frequency range $[12,13]$. The PDF of the Weibull distribution is given by

$$
\begin{equation*}
f_{R}(x)=\beta\left[\frac{\Gamma(1+2 / \beta)}{\Omega}\right]^{\beta / 2} x^{\beta-1} \exp \left[-\left(\frac{x^{2}}{\Omega} \Gamma\left(1+\frac{2}{\beta}\right)\right)^{\beta / 2}\right], x \geq 0 \tag{1.12}
\end{equation*}
$$

where $\beta$ is a parameter that is chosen to yield a best fit to measurement results and as such affords the shape flexibility of the Nakagami distributions. Furthermore, for $\beta=2$ (1.12) becomes equal to the Rayleigh PDF. The PDF of $\gamma$ is given by

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{\beta}{2}\left[\frac{\Gamma(1+2 / \beta)}{\bar{\gamma}}\right]^{\beta / 2} \gamma^{\beta / 2-1} \exp \left[-\left(\frac{\gamma}{\bar{\gamma}} \Gamma\left(1+\frac{2}{\beta}\right)\right)^{\beta / 2}\right], \gamma \geq 0 \tag{1.13}
\end{equation*}
$$

and the CDF is

$$
\begin{equation*}
\mathcal{F}_{\gamma}(\gamma)=1-\exp \left[-\left(\frac{\gamma}{\bar{\gamma}} \Gamma\left(1+\frac{2}{\beta}\right)\right)^{\beta / 2}\right], \quad \gamma \geq 0 \tag{1.14}
\end{equation*}
$$

The MGF is given by [14]

$$
\mathcal{M}_{\gamma}(s)=\left[\frac{\Gamma(1+2 / \beta)}{\bar{\gamma} s}\right]^{\beta / 2} \frac{\beta \lambda^{\beta / 2} \sqrt{\kappa / \lambda}}{2(\sqrt{2 \pi})^{\kappa+\lambda-2}} G_{\lambda, \kappa}^{\kappa, \lambda}\left[\left.\left(\frac{\Gamma(1+2 / \beta)}{\bar{\gamma}}\right)^{\kappa \beta / 2} \frac{\lambda^{\lambda}}{s^{\lambda} \kappa^{\kappa}}\right|_{\Delta(\kappa, 0)} ^{\Delta(1,1-\beta / 2)} \begin{array}{c}
\Delta \kappa, \tag{1.15}
\end{array}\right]
$$

where $G[\cdot]$ is the Meijer-G fuction [4, eq.(9.301)] and $\Delta(x, y)$ is given by $\Delta(x, y)=$ $y / x,(y+1) / x, \ldots,(y+x-1) / x$. Furthermore, in (1.15) $\kappa, \lambda$ are positive integers properly chosen in order to satisfy

$$
\begin{equation*}
\frac{\lambda}{\kappa}=\frac{\beta}{2} . \tag{1.16}
\end{equation*}
$$

More specifically, depending upon the specific value of $\beta$, a set of minimum values of $\kappa$ and $\lambda$ can be properly chosen (e.g., for $\beta=3.5$, we have to choose $\kappa=2$ and $\lambda=7$ ). Finally the moments of $\gamma$ following Weibull distribution are given by

$$
\begin{equation*}
\mu_{\gamma}(n)=\left[\frac{\bar{\gamma}}{\Gamma(1+2 / \beta)}\right]^{n} \Gamma\left(1+\frac{2 n}{\beta}\right) . \tag{1.17}
\end{equation*}
$$

### 1.3.1.4 Generalized-Gamma

The generalized-Gamma distribution $\left(G_{G}\right)$, is a very general distribution for modeling small scale fading, which included all the preceding fading channel models. This distribution was introduced by Stacy, back in 1962, as a generalization of the (two-parameter) Gamma distribution [15]. Interestingly enough, despite its ability to characterize so many different fading channel models, only very recently it has been applied in the context of wireless communications $[16,17]$. The PDF of the random variable (RV) $R$ following the $\Gamma_{G}$ distribution is given by

$$
\begin{equation*}
f_{R}(x)=\frac{\beta m^{m} x^{m \beta-1}}{\Omega^{m} \Gamma(m)} \exp \left(-\frac{m}{\Omega} x^{\beta}\right), x \geq 0 \tag{1.18}
\end{equation*}
$$

while the corresponding expression for the PDF of the SNR is given by

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{\beta \gamma^{m \beta / 2-1}}{2 \Gamma(m)(\tau \bar{\gamma})^{m \beta / 2}} \exp \left[-\left(\frac{\gamma}{\tau \bar{\gamma}}\right)^{\beta / 2}\right], \gamma \geq 0 \tag{1.19}
\end{equation*}
$$

where $\tau=\Gamma(m) / \Gamma(m+2 / \beta)$. Setting different values to $m$ and $\beta$, (1.19) simplifies to several important distributions for fading channel modeling. More specifically, for $\beta=2$ and $m=1$, it becomes Rayleigh, for $\beta=2$, it becomes Nakagami- $m$ and for $m=1$, it becomes the Weibull. Moreover, as $b \rightarrow 0$ and $m \rightarrow \infty$, (1.19) approaches the well-known lognormal PDF. The CDF of (1.19) is given by

$$
\begin{equation*}
\mathcal{F}_{\gamma}(\gamma)=1-\frac{1}{\Gamma(m)} \Gamma\left[m,\left(\frac{\gamma}{\tau \bar{\gamma}}\right)^{\beta / 2}\right], \gamma \geq 0 . \tag{1.20}
\end{equation*}
$$

The MGF of $\gamma$ is given by [18, eq. (3)]

$$
\mathcal{M}_{\gamma}(s)=\frac{\beta}{2 \Gamma(m)} \frac{1}{(s \tau \bar{\gamma})^{m \beta / 2}} \frac{\lambda^{m \beta / 2} \sqrt{\kappa / \lambda}}{(\sqrt{2 \pi})^{\kappa+\lambda-2}} G_{\lambda, \kappa}^{\kappa, \lambda}\left[\left.\frac{\lambda^{\lambda} / \kappa^{\kappa}}{(s \tau \bar{\gamma})^{\kappa \beta / 2}} \right\rvert\, \begin{array}{c}
\Delta(1,1-m \beta / 2)  \tag{1.21}\\
\Delta(\kappa, 0)
\end{array}\right]
$$

while the moments are

$$
\begin{equation*}
\mu_{\gamma}(n)=(\tau \bar{\gamma})^{n} \frac{\Gamma(m+2 n / \beta)}{\Gamma(m)} \tag{1.22}
\end{equation*}
$$

### 1.3.1.5 $\quad \eta-\mu$

The $\eta-\mu$ distribution is a general fading distribution that can be used to better represent the small scale variation of the fading signal in non-line-of-sight condition. The envelope $R$ of the $\eta-\mu$ fading model can be written in terms of the in-phase and quadrature components of each one of the $n$ clusters of the fading signal as

$$
\begin{equation*}
R^{2}=\sum_{i=1}^{n}\left(X_{i}^{2}+Y_{i}^{2}\right) \tag{1.23}
\end{equation*}
$$

where $X_{i}$ and $Y_{i}$ are mutually independent Gaussian precesses with zero-mean, $\mathbb{E}\left(X_{i}\right)=$ $\mathbb{E}\left(Y_{i}\right)=0$, with $\mathbb{E}(\cdot)$ denoting expectation, and non-identical variances so that $\mathbb{E}\left(X_{i}^{2}\right)=$ $\sigma_{X}^{2}$ and $\mathbb{E}\left(Y_{i}^{2}\right)=\sigma_{Y}^{2}$. The envelope PDF is given by [19]

$$
\begin{equation*}
f_{R}(x)=\frac{4 \sqrt{\pi} \mu^{\mu+1 / 2} h^{\mu}}{\Gamma(\mu) H^{\mu-1 / 2} \hat{x}}\left(\frac{x}{\hat{x}}\right)^{2 \mu} \exp \left[-2 \mu h\left(\frac{x}{\hat{x}}\right)^{2}\right] I_{\mu-1 / 2}\left[2 \mu H\left(\frac{x}{\hat{x}}\right)^{2}\right] \tag{1.24}
\end{equation*}
$$

where $\hat{x}=\sqrt{\Omega}=\sqrt{E\left(R^{2}\right)}, \eta=\sigma_{X}^{2} / \sigma_{Y}^{2}(0 \leq \eta \leq 1)$ and

$$
\begin{gather*}
h=\frac{2+\eta^{-1}+\eta}{4} \\
H=\frac{\eta^{-1}-\eta}{4} . \tag{1.25}
\end{gather*}
$$

In (1.24), $I_{\nu}(\cdot)$ is the modified Bessel Function of the first kind and arbitrary order $\nu[4$, eq. $(8.406 / 1)]$ and $\mu>0$ is the real extension of $n / 2$ so that

$$
\begin{equation*}
\mu=\frac{E^{2}\left(R^{2}\right)}{V\left(R^{2}\right)} \times \frac{1+\eta^{2}}{(1+\eta)^{2}} \therefore \mu=\frac{\Omega^{2}}{E\left(R^{2}\right)-\Omega^{2}} \times \frac{1+\eta^{2}}{(1+\eta)^{2}} \tag{1.26}
\end{equation*}
$$

with $V(\cdot)$ denoting variance. The PDF of the SNR $\gamma$ of the $\eta-\mu$ distribution is

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{2 \sqrt{\pi} \mu^{\mu+1 / 2} h^{\mu} \gamma^{\mu-1 / 2}}{\Gamma(\mu) H^{\mu-1 / 2} \bar{\gamma}^{\mu+1 / 2}} \exp \left(-2 \mu h \frac{\gamma}{\bar{\gamma}}\right) I_{\mu-1 / 2}\left(2 \mu H \frac{\gamma}{\bar{\gamma}}\right) \tag{1.27}
\end{equation*}
$$

while the CDF can be obtained as

$$
\begin{equation*}
\mathcal{F}_{\gamma}(\gamma, y)=\frac{2^{3 / 2-\mu} \sqrt{\pi}\left(1-\gamma^{2}\right)^{\mu}}{\Gamma(\mu) \gamma^{\mu-1 / 2}} \int_{y}^{\infty} \exp \left(-t^{2}\right) t^{2 \mu} I_{\mu-1 / 2}\left(t^{2} \gamma\right) d t \tag{1.28}
\end{equation*}
$$

Furthermore the MGF of $\eta-\mu$ fading channel is obtained as

$$
\begin{equation*}
\mathcal{M}_{\gamma}(s)=\frac{2 \sqrt{p i}}{\Gamma(\mu) h^{\mu}} \sum_{n=0}^{\infty} \frac{2^{-2 n-2 \mu}}{n!\Gamma(n+\mu+1 / 2)}\left(\frac{H}{h}\right)^{2 n} . \tag{1.29}
\end{equation*}
$$

### 1.3.2 Large Scale Fading Stochastic Modeling

Communication system performance will depend only on shadowing if the radio receiver is able to average out the fast multipath fading or if an efficient "micro" diversity system is used to eliminate the effects of multipath. Empirical measurements reveal a general consensus that shadowing can be modeled by a log-normal distribution for various outdoor and indoor environments [10].

### 1.3.2.1 Lognormal

The PDF of the log-normal distribution is given by

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{\xi}{\sqrt{2 \pi} \sigma \gamma} \exp \left[-\frac{(10 \log \gamma-\mu)^{2}}{2 \sigma^{2}}\right], \quad \gamma \geq 0 \tag{1.30}
\end{equation*}
$$

where $\xi=10 / \ln 10$ and $\mu, \sigma$ are the mean and the standard deviation, in dB , of $10 \log \gamma$, respectively. The MGF of $\gamma$ is

$$
\begin{equation*}
\mathcal{M}_{\gamma}(s) \simeq \frac{1}{\sqrt{\pi}} \sum_{n=1}^{N_{p}} H_{x_{n}} \exp \left(10^{\left(\sqrt{2} \sigma x_{n}+\mu\right) / 10} s\right) \tag{1.31}
\end{equation*}
$$

where $x_{n}$ and $H_{x_{n}}$ are the zeros and weight factors of the $N_{p}$ th order Hermite polynomial, respectively [20, pp. (924)]. Finally, the moments of $\gamma$ of the lognormal distribution are

$$
\begin{equation*}
\mu_{\gamma}(n)=\exp \left[\frac{n}{\xi} \mu+\frac{1}{2}\left(\frac{n}{\xi}\right)^{2} \sigma^{2}\right] . \tag{1.32}
\end{equation*}
$$

### 1.3.3 Composite multipath/shadowing fading environments

Composite multipath/shadowing fading environments are frequently encountered in wireless communication systems. The generalized- $K$ distribution fading model characterizes the combined effect of fast and slow fading on the received signal by using two shaping parameters $m$ and $k$, where m is the Nakagami parameter for the short-term fading and $k$ is the parameter of the Gamma distribution for the received average power due to shadowing. Assuming that the fading environment is such that the signal envelope $X$ in a receive antenna is a generalized- $K$ distributed random variable, its pdf is given by [21]

$$
\begin{equation*}
f_{X}(x)=\frac{4 m^{(k+m) / 2}}{\Gamma(m) \Gamma(k) \Omega^{(k+m) / 2}} x^{k+m-1} K_{k-m}\left(2\left(\frac{m}{\Omega}\right)^{1 / 2} x\right), x \geq 0 \tag{1.33}
\end{equation*}
$$

where $k$ and $m$ are the distribution's shaping parameters, $\Omega=\mathrm{E}\left[X^{2}\right] / k$ is the mean power with $E[\cdot]$ denoting expectation, $\Gamma[\cdot]$ is the Gamma function, and $\mathrm{K}_{k-m}[\cdot]$ is the $(k-m)$ th order modified Bessel function of the second kind [4]. The instantaneous received SNR per bit of a single branch is $\gamma=X^{2} E_{b} / N_{0}$, where $E_{b}$ is the average bit energy and $N_{0}$
is the single-sided power spectral density of the additive white Gaussian noise (AWGN). The corresponding average received SNR per bit is given as $\bar{\gamma}=k \Omega \cdot E_{b} / N_{0}$. The pdf of $\gamma$ can be obtained from (1.33) by an appropriate change of variables, as [21]

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{2 \Xi^{\frac{k+m}{2}}}{\Gamma(m) \Gamma(k)} \gamma^{\frac{k+m}{2}-1} K_{k-m}(2 \sqrt{\Xi \gamma}), \quad \gamma \geq 0 \tag{1.34}
\end{equation*}
$$

with $\Xi=(k m) / \bar{\gamma}$. Using [22, eq. (03.04.21.0007.01)], the cdf of $\gamma$, defined as $F_{\gamma}(\gamma) \triangleq$ $\int_{0}^{\gamma} f_{\gamma}(\gamma) d \gamma$, is given by [23]

$$
\begin{align*}
F_{\gamma}(\gamma)= & \frac{\Gamma(k-m)}{\Gamma(k) \Gamma(1+m)}(\Xi \gamma)^{m}{ }_{1} F_{2}(m ; 1-k+m, 1+m ; \Xi \gamma)  \tag{1.35}\\
& +\frac{\Gamma(m-k)}{\Gamma(m) \Gamma(1+k)}(\Xi \gamma)^{k}{ }_{1} F_{2}(k ; 1+k-m, 1+k ; \Xi \gamma), \quad \gamma \geq 0
\end{align*}
$$

where ${ }_{p} F_{q}(\cdot)$ is the generalized hypergeometric function [4, eq. (9.14.1)] and $p, q$ are integers. The formula in (1.35) can be evaluated for arbitrary values of $k$ and $m$, provided that $(k-m)$ is not an integer. The MGF of $\gamma$ is defined as $M_{\gamma}(s)=\int_{0}^{\infty} e^{-s \gamma} f_{\gamma}(\gamma) d \gamma$. Substituting $f_{\gamma}(\gamma)$ given by (1.34) in this expression and expressing $K_{v}(\cdot)$ in terms of Meijer's $G$-function using [22, eq. (03.04.26.0009.01)], we obtain

$$
\begin{equation*}
M_{\gamma}(s)=\frac{\Xi^{\frac{k+m}{2}}}{\Gamma(m) \Gamma(k)} \int_{0}^{\infty} e^{-s \gamma} \gamma^{\frac{k+m}{2}-1} G_{0,2}^{2,0}\left(\Xi \gamma \left\lvert\, \frac{k-m}{2}\right.,-\frac{k-m}{2}\right) d \gamma \tag{1.36}
\end{equation*}
$$

Using [4, eq. (7.813.1)], the integral in (1.36) can be solved in terms of the $G$-function. Moreover, using the functional relations [4, eq. (9.31.5)] and [4, eq. (9.31.2)], the final result is given in closed form as

$$
M_{\gamma}(s)=\frac{1}{\Gamma(m) \Gamma(k)} G_{2,1}^{1,2}\left(\begin{array}{c|c}
s & 1-k, 1-m  \tag{1.37}\\
\Xi
\end{array}\right)
$$

Note that using [22, eq. (07.34.03.0391.01)] and [22, eq. (07.34.03.0392.01)] for the $G$-function the result in (1.37) can also be written in terms of the confluent hypergeometric function ${ }_{1} F_{1}(a ; b ; z)$ and the Tricomi confluent hypergeometric function $U(a, b, z)$, respectively.

## Chapter 2

## Introduction to Relay Systems

HERE IS growing interest in the use of relay-assisted transmission schemes to provide T system performance improvement in terms of system reliability and cooperative diversity. Cooperative diversity can combat channel impairments due to fading in wireless communication systems. The cooperative diversity through multihop relaying technology has emerged as an effective tool to enhance the spectral efficiency and extend the coverage of cellular and ad hoc wireless networks [24], [25]. In particular, multihop relaying can enable the source and destination nodes to communicate through a set of cooperating relay nodes in which the transmitted signals propagate through cascaded relay nodes, with the aim of extending coverage and improving the performance of the network. For example, idle mobile stations between the source and destination may be employed as relay nodes to provide extra diversity links [26].

The signal received at the relay is usually processed before it is forwarded to the destination and there are several signal relaying protocols [27]. In the most commonly used signal processing technique at the relay, the information from the previous node is simply amplified and forwarded to the next node; this is known as amplify-and-forward (AF) relaying. AF relaying protocol is very simple to implement as the relaying node essentially acts as an analog repeater. However, in large networks with many geographically distributed nodes, AF relaying may be difficult to scale due to the strict synchronization requirement. Alternatively, the receiving node may first decode the information in the
received signal and then re-encode it before forwarding it to the next node; this relaying format is referred to as decode-and-forward (DF) relaying. DF relaying provides the possibility to vary the communication rate and prevents error propagation, but leads to higher decoder complexity. Other relay processing techniques have also been studied in the literature. For example, the decode-amplify-and-forward (DAF) in which the relay performs soft decoding and forwards the reliability information at the output of the decoder instead of that extracted directly from the raw channel, to the destination. The DAF protocol combines the merit of both AF and DF [28]. Also, the estimate-and-forward relay (EF) transmits a hyperbolic tangent function of the received signal to the destination [27]; the piecewise-and-forward (PF) provides a fine segment approximation of the EF protocol [29], while in several other protocols the relays provide more complicated functions of the received signals to the destination [30].

The performances of multihop AF and DF relaying systems in a thermal noise-limited environment have been studied extensively [31, 32, 33]. In these systems, it is well known that the choice of the relay gain that maximizes the end-to-end signal-to-noise ratio (SNR) is to invert the combined instantaneous received power (i.e., sum of desired signal and noise power) at each relay node.

### 2.1 Dual-hop AF relaying system

We consider a wireless communication system in which a source sends a message $x_{s}(t)$ to a destination via a non-regenerative relay. The signal received at the relay is given by

$$
\begin{equation*}
y_{R}(t)=\sqrt{P_{s}} \alpha_{1} x_{s}(t)+n_{1}(t) \tag{2.1}
\end{equation*}
$$

where $P_{s}$ is the transmit power, $\alpha_{1}$ is the instantaneous fading amplitude of the channel between the source and the relay, and $n_{1}(t)$ is the additive white Gaussian noise (AWGN) with average power $\sigma_{1}^{2}$ at the input of the relay. An amplify-and-forward (AF) relay multiplies the signal $y_{R}(t)$ by a gain $G$ and then re-transmits it to the destination, where
the received signal is given by

$$
\begin{equation*}
y_{D}(t)=\alpha_{2} G y_{R}(t)+n_{2}(t)=\alpha_{2} G\left\{\sqrt{P_{s}} \alpha_{1} x_{s}(t)+n_{1}(t)\right\}+n_{2}(t) . \tag{2.2}
\end{equation*}
$$



Figure 2.1: Example of Dual-hop relay system

In (2.2), $\alpha_{2}$ denotes the fading envelope on the link between the relay and the destination, and $\sigma_{2}^{2}$ is the noise power at the destination node. In general, the choice of the node gain, $G$, determines the end-to-end SNR.

The resulting SNR at the destination node may be expressed as

$$
\begin{equation*}
\gamma_{e q}=\frac{P_{s} \alpha_{1}^{2} \alpha_{2}^{2} G^{2}}{\alpha_{2}^{2} \sigma_{1}^{2} G^{2}+\sigma_{2}^{2}}=\frac{P_{s} \alpha_{1}^{2} \alpha_{2}^{2}}{\alpha_{2}^{2} \sigma_{1}^{2}+\frac{\sigma_{2}^{2}}{G^{2}}}=\frac{\frac{P_{s} \alpha_{1}^{2}}{\sigma_{1}^{2}} \frac{\alpha_{2}^{2}}{\sigma_{2}^{2}}}{\frac{\alpha_{2}^{2}}{\sigma_{2}^{2}}+\frac{1}{G^{2} \sigma_{1}^{2}}} \tag{2.3}
\end{equation*}
$$

1. The best choice of the relay gain that maximizes the end-to-end SINR requires the knowledge of the channel state information (CSI), which includes the signal fading level as well as the noise power on the source-relay link. In such CSIbased relays, the amplification gain at the relay is chosen to invert the fading state of the preceding link. Following the two-parameter model proposed in [27], the corresponding relay gain is chosen as

$$
\begin{equation*}
G^{2}=\frac{P_{R}}{P_{S} \alpha_{1}^{2}+\sigma_{1}^{2}}, \tag{2.4}
\end{equation*}
$$

where $P_{R}$ is the relay output power.

Substituting (2.4) in (2.3), the end-to-end SNR becomes

$$
\begin{equation*}
\gamma_{e q}=\frac{\frac{P_{s} \alpha_{1}^{2} \alpha_{2}^{2}}{\sigma_{1}^{2}} \frac{\sigma_{2}^{2}}{\sigma_{S}^{2}}}{\frac{\alpha_{2}^{2}}{\sigma_{2}^{2}}+\frac{P_{S} \alpha_{1}^{2} \alpha_{1}^{2}+\sigma_{1}^{2}}{\sigma_{1}^{2}} \frac{P_{R} \alpha_{2}^{2}}{\sigma_{2}^{2}}}=\frac{\frac{P_{s} \alpha_{1}^{2}}{\sigma_{1}^{2}} \frac{P_{R} \alpha_{2}^{2}}{\sigma_{2}^{2}}}{\frac{P_{R} \alpha_{2}^{2}}{\sigma_{2}^{2}}+\frac{P_{S} \alpha_{1}^{2}+\sigma_{1}^{2}}{\sigma_{1}^{2}}}=\frac{\gamma_{1} \gamma_{2}}{\frac{P_{R} \alpha_{2}^{2}}{\sigma_{2}^{2}}+\frac{P_{S} \alpha_{1}^{2}}{\sigma_{1}^{2}}+1}=\frac{\gamma_{1}+1}{\gamma_{2}} \tag{2.5}
\end{equation*}
$$

where $\gamma_{1}=P_{s} \alpha_{1}^{2} / \sigma_{1}^{2}$ is the instantaneous SNR on the source-relay link, $\gamma_{2}=$ $P_{R} \alpha_{2}^{2} / \sigma_{2}^{2}$ is the instantaneous SNR on the relay-destination link.
2. A possible option for the gain, is the channel inversion [31]:

$$
\begin{equation*}
G^{2}=\frac{P_{R}}{P_{s} a_{1}^{2}} \tag{2.6}
\end{equation*}
$$

The equivalent end-to-end SNR for such a case:

$$
\begin{equation*}
\gamma_{e q}=\frac{\gamma_{1} \gamma_{2}}{\gamma_{1}+\gamma_{2}} \tag{2.7}
\end{equation*}
$$

where $\gamma i=\frac{a_{i}^{2}}{N 0}, \quad i=1,2$ is the instantaneous SNR of the $i$-th link.
3. There is another category of relays, called Fixed Gain Relays, in which the value of Gain is fixed. Relays belong in this category, due to the fixed gain they do not require complex circuits, and they are efficient enough. Also, for lower values of SNR Fixed Gain Relays perform better than CSI Relays. Fixed Gain Relays are separated into two sub-categories: "Blind" and "Semi-Blind" Relays.

### 2.1.1 Blind Relays

$$
\begin{equation*}
C=\frac{P_{R}}{G^{2} \sigma_{1}^{2}} \tag{2.8}
\end{equation*}
$$

The end-to-end SNR at the destination is then given by

$$
\begin{equation*}
\gamma_{e q}=\frac{\frac{P_{s} \alpha_{1}^{2} \alpha_{2}^{2}}{\sigma_{1}^{2}} \frac{\alpha_{2}^{2}}{\sigma_{2}^{2}}}{\frac{\alpha_{2}^{2}}{\sigma_{2}^{2}}+\frac{1}{G^{2} \sigma_{1}^{2}}}=\frac{\frac{P_{s} \alpha_{1}^{2}}{\sigma_{1}^{2}} \frac{\alpha_{2}^{2}}{\sigma_{2}^{2}}}{\frac{\alpha_{2}^{2}}{\sigma_{2}^{2}}+\frac{C \sigma_{1}^{2}}{P_{R} \sigma_{1}^{2}}}=\frac{\frac{P_{s} \alpha_{1}^{2}}{\sigma_{1}^{2}} \frac{P_{R} \alpha_{2}^{2}}{\sigma_{2}^{2}}}{\frac{P_{R} \alpha_{2}^{2}}{\sigma_{2}^{2}}+C}=\frac{\gamma_{1} \gamma_{2}}{\gamma_{2}+C} \tag{2.9}
\end{equation*}
$$

### 2.1.2 Semi-Blind Relays

The Gain is chosen as:

$$
\begin{equation*}
G^{2}=E\left[\frac{P_{R}}{P_{s} a_{1}^{2}+\sigma_{1}^{2}}\right]=\frac{P_{R}}{P_{s} E\left[a_{1}^{2}\right]+\sigma_{1}^{2}} \tag{2.10}
\end{equation*}
$$

The end-to-end SNR at the destination is then given by

$$
\begin{equation*}
\gamma_{e q}=\frac{\frac{P_{s} \alpha_{1}^{2}}{\sigma_{1}^{2}} \frac{\alpha_{2}^{2}}{\sigma_{2}^{2}}}{\frac{\alpha_{2}^{2}}{\sigma_{2}^{2}}+\frac{1}{G^{2} \sigma_{1}^{2}}}=\frac{\gamma_{1} \gamma_{2}}{\gamma_{2}+\bar{\gamma}_{1}+1} \tag{2.11}
\end{equation*}
$$

Fig. 2.2 shows the different categories of relay systems.


Figure 2.2: Relay Categories

### 2.2 Multi-hop AF relaying system

In Fig. 2.3, the signal power and the noise power components at the destination hop D are given by

$$
\begin{equation*}
S=\left(\alpha_{1}^{2} \alpha_{2}^{2} \ldots \alpha_{M}^{2}\right)\left(G_{1}^{2} G_{2}^{2} \ldots G_{M-1}^{2}\right) \tag{2.12}
\end{equation*}
$$

$$
\begin{align*}
N= & N_{0,1}\left(G_{1}^{2} G_{2}^{2} \ldots G_{M-1}^{2}\right)\left(\alpha_{2}^{2} \alpha_{3}^{2} \ldots \alpha_{M}^{2}\right)+N_{0,2}\left(G_{2}^{2} G_{3}^{2} \ldots G_{M-1}^{2}\right)\left(\alpha_{3}^{2} \alpha_{4}^{2} \ldots \alpha_{M}^{2}\right) \\
& +N_{0,3}\left(G_{3}^{2} G_{4}^{2} \ldots G_{M-1}^{2}\right)\left(\alpha_{4}^{2} \alpha_{5}^{2} \ldots \alpha_{M}^{2}\right)+\ldots+N_{0, M} \tag{2.13}
\end{align*}
$$

Consequently, the end-to-end SNR is given by


Figure 2.3: Multi-hop relay system with the presence of interference and noise

$$
\begin{equation*}
\gamma_{e q}=\frac{\prod_{n=1}^{M} \alpha_{n}^{2} \prod_{n=1}^{M-1} G_{n}^{2}}{\sum_{n=1}^{M} N_{0, n} \prod_{s=n+1}^{M} \alpha_{s}^{2} \prod_{s=n}^{M-1} G_{s}^{2}} \tag{2.14}
\end{equation*}
$$

Next divide both nominator and denominator in (2.14) by $\prod_{n=1}^{M} N_{0, n} \prod_{n=1}^{M-1} G_{n}^{2}$. The nominator is then given by

$$
\begin{equation*}
\text { Nominator }=\prod_{n=1}^{M} \frac{\alpha_{n}^{2}}{N_{0, n}} \tag{2.15}
\end{equation*}
$$

The denominator is given by

$$
\begin{equation*}
\text { Denominator }=\sum_{n=1}^{M} \frac{\prod_{s=n+1}^{M} \frac{\alpha_{s}^{2}}{N_{0, s}}}{\prod_{s=1}^{n-1} G_{s}^{2} \prod_{s=1}^{n-1} N_{0, s}} \tag{2.16}
\end{equation*}
$$

If we select as the AF gain at the $j^{\text {th }}$ relay to be

$$
\begin{equation*}
G_{j}^{2}=\frac{1}{\alpha_{j}^{2}+N_{0, j}} \tag{2.17}
\end{equation*}
$$

Substituting (2.17) in (2.16), we have

$$
\begin{equation*}
\text { Denominator }=\sum_{n=1}^{M} \prod_{s=n+1}^{M} \frac{\alpha_{s}^{2}}{N_{0, s}} \prod_{s=1}^{n-1}\left(\frac{\alpha_{s}^{2}}{N_{0, s}}+1\right) \tag{2.18}
\end{equation*}
$$

Dividing (2.15) by (2.18), the equivalent end-to-end SNR is given by

$$
\begin{equation*}
\gamma_{e q}=\frac{\prod_{n=1}^{M} \frac{\alpha_{n}^{2}}{N_{0, n}}}{\sum_{n=1}^{M} \prod_{s=n+1}^{M} \frac{\alpha_{s}^{2}}{N_{0, s}} \prod_{s=1}^{n-1}\left(\frac{\alpha_{s}^{2}}{N_{0, s}}+1\right)}=\left[\sum_{n=1}^{M} \frac{1}{\gamma_{n}} \prod_{s=1}^{n-1}\left(1+\frac{1}{\gamma_{s}}\right)\right]^{-1} \tag{2.19}
\end{equation*}
$$

where now

$$
\begin{equation*}
\gamma_{j}=\frac{\alpha_{j}^{2}}{N_{0, j}} \tag{2.20}
\end{equation*}
$$

### 2.3 Multi-hop DF relay system

Since in DF relying systems, the end-to-end performance is usually dominated by that of the weakest link, it follows that the end-to-end SNR for DF is given by [32], [34]

$$
\begin{equation*}
\gamma_{e q} \leq \gamma_{D F}=\min \left(\gamma_{1}, \ldots, \gamma_{N}\right) \tag{2.21}
\end{equation*}
$$

It is well known that, in this case, the cdf of $\gamma_{D F}$ is given by

$$
\begin{align*}
F_{\gamma_{D F}}(\gamma) & =\operatorname{Pr}\left[\min \left(\gamma_{1}, \ldots, \gamma_{N}\right)<\gamma\right]=1-\operatorname{Pr}\left[\gamma_{1}>\gamma, \ldots, \gamma_{N}>\gamma\right]= \\
& =1-\prod_{n=1}^{N}\left(1-F_{\gamma_{n}}(\gamma)\right) \tag{2.22}
\end{align*}
$$

The end-to-end SINR for DF relaying given in (2.21) is known to be an upper bound for the end-to-end SINR of AF relaying. Therefore, it is frequently being used in the performance analysis of AF relaying systems to yield lower bound performance bounds of AF transmission schemes. The performances of AF and DF relaying systems converge for high values of the end-to-end SNR.

## Chapter 3

## On the Error Rate Analysis of Dual-Hop Amplify-and-Forward Relaying in Generalized-K Fading Dual-Hop Amplify-and-Forward Relaying in Generalized-K Fading Channels

## of

N THIS CHAPTER, we present novel and easy-to-evaluate expressions for the error rate I performance of cooperative dual-hop relaying with maximal ratio combining operating over independent generalized- $K$ fading channels. It is hard to obtain a closed-form expression for the moment generating function (MGF) of the end-to-end signal-to-noise ratio (SNR) at the destination, even for the case of a single dual-hop relay link. Therefore, we employ two different upper bound approximations for the output SNR, of which one is based on the minimum SNR of the two hops for each dual-hop relay link and the other is based on the geometric mean of the SNRs of the two hops. Lower bounds for the symbol and bit error rates for a variety of digital modulations can then be evaluated using the MGF based approach. The final expressions are useful in the performance evaluation of amplify-and-forward relaying in a generalized composite radio environment.

### 3.1 Introduction

Cooperative diversity with relays has been shown to provide high data rate coverage and mitigate channel impairments in next generation wireless systems. Amplify-and-forward
relay techniques have attracted a lot of attention recently as they provide a simple way to implement collaborative/cooperative wireless communication systems. For dual-hop nonregenerative systems, the end-to-end signal-to-noise ratio (SNR) at the receiving node depends on the amplification gain employed at the relays. For relays with channel side information (CSI) of the first link, the end-to-end SNR of a single dual-hop relay link has been obtained in [31]. For this relay transmission scenario, analytical performance results have been obtained by approximating the end-to-end SNR by the harmonic mean of the SNRs of the two hops [35], their geometric mean [36], and the minimum SNR of the two hops [37], [38]. Among the proposed approximations for the end-to-end SNR of dual-hop transmission, the harmonic mean and the minimum SNR bounds have been shown to result in tight performance bounds [35], [37], whereas the geometric mean bound has been shown to give accurate results for low and medium values of the SNR per hop [36], [37]. Using one of the above proposed upper bounds for the total SNR, the performance of dual-hop relaying has been studied in terms of outage probability and average bit error rate (BER) for various symmetrical fading conditions, such as Rayleigh [31], Nakagami- $m$ [35], [37], Weibull [38], and generalized Gamma [39] fading, as well as for asymmetrical links [40], although most analyzes have been restricted to single dual-hop relay links.

The generalized- $K$ fading model [21] has also attracted considerable attention as one of the most general wireless fading models that can characterize the combined effects of fast and slow fading on the received signal. This fading model corresponds to a NakagamiGamma composite distribution and is controlled by two shaping parameters $m$ and $k$, where $m$ is the Nakagami parameter for the short-term fading and $k$ is the parameter of the gamma distribution for the received average power due to shadowing [21]. Note that the $K$ distribution [41] is derived as a special case of the generalized- $K$ distribution by letting $m=1$ (i.e., Rayleigh short-term fading). A number of results on the performance analysis of communication links in this fading model can be found in the literature [42], [43].

Recently, analytical expressions for the error rate performance of dual-hop relaying
over generalized- $K$ fading channels were given in terms of convergent infinite series in [44], using the minimum SNR upper bound for the end-to-end SNR and averaging the conditional BER over the derived probability density function (pdf) of the total SNR. However, these expressions are restricted to a single dual-hop relay system and result in some truncation error depending on the number of terms employed. Furthermore, the expressions in [44] cannot be evaluated for integer values of the shaping parameter $k$. In this chapter, using both the minimum SNR and the geometric mean upper bounds for the end-to-end SNR of a single relay link and employing the moment generating function (MGF) based approach, we present novel expressions for the error rate performance of multiple dual-hop relaying with MRC operating over independent generalized- $K$ fading channels with integer values of fading parameter $m$ and arbitrary values of fading parameter $k$. Note that using the geometric mean approximation of the total SNR, independent non-identical fading in the two hops of each relay, i.e., source-to-relay and relay-to-destination, can be considered, whereas the minimum SNR performance bound is restricted to independent and identically distributed (i.i.d.) fading channels.

The rest of the chapter is organized as follows. In Section II we present the statistics of the generalized- $K$ distribution, i.e., the pdf, cumulative density function (cdf), and MGF of the instantaneous received SNR of a single direct link. In Section III, using the MGF based approach, we derive the average symbol error rate (SER) of multiple dual-hop relay links with MRC at the receiver side. Numerical and simulation results are given in Section IV, while concluding remarks are given in Section V.

### 3.2 Statistics of the Generalized-K Distribution

We assume that the fading environment is such that the signal envelope $X$ in a receive antenna is a generalized- $K$ distributed random variable with pdf given by [21]

$$
\begin{equation*}
f_{X}(x)=\frac{4 m^{(k+m) / 2}}{\Gamma(m) \Gamma(k) \Omega^{(k+m) / 2}} x^{k+m-1} K_{k-m}\left(2\left(\frac{m}{\Omega}\right)^{1 / 2} x\right), \quad x \geq 0 \tag{3.1}
\end{equation*}
$$

where $k$ and $m$ are the distribution's shaping parameters, $\Omega=E\left[X^{2}\right] / k$ is the mean power with $E[\cdot]$ denoting expectation, $\Gamma(\cdot)$ is the Gamma function, and $K_{k-m}(\cdot)$ is the $(k-m)$ th order modified Bessel function of the second kind [4].

The instantaneous received SNR per symbol of a single receive branch is $\gamma=X^{2} E_{s} / N_{0}$, where $E_{s}$ is the average symbol energy and $N_{0}$ is the single-sided power spectral density of the additive white Gaussian noise (AWGN). The corresponding average received SNR per symbol is given as $\bar{\gamma}=k \Omega E_{s} / N_{0}$. The PDF of $\gamma$ is given by

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{2 \Xi^{\frac{k+m}{2}}}{\Gamma(m) \Gamma(k)} \gamma^{\frac{k+m}{2}-1} K_{k-m}(2 \sqrt{\Xi \gamma}), \gamma \geq 0 \tag{3.2}
\end{equation*}
$$

with $\Xi=(k m) / \bar{\gamma}$. The CDF of $\gamma$, defined as $F_{\gamma}(\gamma)=\int_{0}^{\gamma} f_{\gamma}(x) d x$, has been obtained in [45] for integer values of $m$ and arbitrary values of $k$, as

$$
\begin{equation*}
F_{\gamma}(\gamma)=1-\frac{2(\Xi \gamma)^{\frac{k}{2}}}{\Gamma(k)} \sum_{q=0}^{m-1} \frac{1}{q!}(\Xi \gamma)^{\frac{q}{2}} K_{k-q}(2 \sqrt{\Xi \gamma}) \tag{3.3}
\end{equation*}
$$

Moreover the MGF of $\gamma$ defined as $M_{\gamma}(-s)=\int_{0}^{\infty} e^{-s \gamma} f_{\gamma}(\gamma) d \gamma$, is given by [45]

$$
M_{\gamma}(-s)=\frac{1}{\Gamma(m) \Gamma(k)} G_{2,1}^{1,2}\left[\frac{s}{\Xi} \left\lvert\, \begin{array}{c}
1-k, 1-m  \tag{3.4}\\
0
\end{array}\right.\right]
$$

where $G[\cdot]$ is the Meijer's G-function [4, eq. (9.301)].

### 3.3 End-to-End Error Rate Analysis

We consider a dual-hop relay system with N relays as well as a direct link between the source and the destination, as shown in Fig. 3.1. The output SNR, assuming MRC at the destination receiving end, can be written as

$$
\begin{equation*}
\gamma_{\mathrm{out}}=\gamma_{0}+\sum_{\ell=1}^{N} \gamma_{\mathrm{end}}(\ell) \tag{3.5}
\end{equation*}
$$

where $\gamma_{0}$ is the SNR of the direct link and $\gamma_{\text {end }}(\ell)$ is the end-to-end SNR of the $l$-th relay. For amplify-and-forward relays with CSI at the relays, $\gamma_{\text {end }}(\ell)$ is known to be given by the harmonic mean of the three positive random variables $\left(\gamma_{\ell 1}, \gamma_{\ell 2}, \gamma_{\ell 1} \gamma_{\ell 2}\right)$, i.e.,
$\gamma_{\text {end }}(\ell)=\frac{\gamma_{\ell 1} \gamma_{\ell 2}}{\gamma_{\ell 1}+\gamma_{\ell_{2}}+1}[31]$. Assuming independent fading in all relay links, the MGF of the output SNR is then given by

$$
\begin{equation*}
\mathcal{M}_{\gamma_{\text {out }}}(-s)=\mathcal{M}_{\gamma_{0}}(-s) \prod_{\ell=1}^{N} \mathcal{M}_{\gamma_{\text {end }}(\ell)}(-s) \tag{3.6}
\end{equation*}
$$

For the generalized- $K$ fading environment, $M_{\gamma_{0}}(-s)$ is given by (3.4). In order to obtain mathematically tractable results for the MGF of $\gamma_{\text {end }}(\ell)$, the end-to-end SNR for the relay channel has been approximated by different upper bounds [35], [36], [37]. In this chapter, for the generalized- $K$ fading environment, we consider the approximations of minimum SNR [37] and geometric mean [36].

It follows that the average SER and BER performances for a variety of digital modulations can be evaluated using the MGF based approach. For example, the average SER for $M$-ary phase-shift keying ( $M$-PSK) is given by

$$
\begin{equation*}
P_{e, \mathrm{MPSK}}=\frac{1}{\pi} \int_{0}^{(M-1) \pi / M} \mathcal{M}_{\gamma_{\text {out }}}\left(-\frac{g_{M}}{\sin ^{2} \theta}\right) d \theta \tag{3.7}
\end{equation*}
$$

where $g_{M}=\sin ^{2}(\pi / M)$, whereas for $M$-ary quadrature amplitude modulation (M-QAM) the average SER is given by

$$
\begin{equation*}
P_{e, \mathrm{MQAM}}=\frac{4 q}{\pi} \int_{0}^{\pi / 2} \mathcal{M}_{\gamma_{\text {out }}}\left(-\frac{g_{Q}}{\sin ^{2} \theta}\right) d \theta-\frac{4 q^{2}}{\pi} \int_{0}^{\pi / 4} \mathcal{M}_{\gamma_{\text {out }}}\left(-\frac{g_{Q}}{\sin ^{2} \theta}\right) d \theta \tag{3.8}
\end{equation*}
$$

where $q=1-1 / \sqrt{M}$ and $g_{Q}=3 /(2(M-1))$.

### 3.3.1 Performance using the minimum SNR approximation

The end-to-end SNR of a dual-hop relay system with multiple relays and a direct link between the source and the destination can be approximated by its upper bound $\gamma_{a}$ as follows [37]

$$
\begin{equation*}
\gamma_{\mathrm{out}} \leq \gamma_{a}=\gamma_{0}+\sum_{\ell=1}^{N} \gamma_{\min }(\ell) \tag{3.9}
\end{equation*}
$$



Figure 3.1: Cooperative dual-hop relay transmission scheme with MRC at the destination.
where $\gamma_{\min }(\ell)=\min \left(\gamma_{\ell 1}, \gamma_{\ell 2}\right), \ell=1, \ldots, N$. The $\operatorname{pdf}$ of $\gamma_{\min }(\ell)$ is given by [4]

$$
\begin{equation*}
f_{\gamma_{\min }(\ell)}(\gamma)=f_{\gamma_{\ell 1}}(\gamma)+f_{\gamma_{\ell 2}}(\gamma)-\left[f_{\gamma_{\ell 1}}(\gamma) F_{\gamma_{\ell 2}}(\gamma)+F_{\gamma_{\ell 1}}(\gamma) f_{\gamma_{\ell 2}}(\gamma)\right] \tag{3.10}
\end{equation*}
$$

Using (3.10), the MGF of $\gamma_{\min }(\ell)$ is given by

$$
\begin{align*}
& \mathcal{M}_{\gamma_{\text {min }}(\ell)}(-s)=\int_{0}^{\infty} e^{-s \gamma_{\min }(\ell)} f_{\gamma_{\min }(\ell)}(\gamma) d \gamma  \tag{3.11}\\
& =\mathcal{M}_{\gamma_{\ell 1}}(-s)+\mathcal{M}_{\gamma_{\ell 2}}(-s)-\left[\mathcal{M}_{\gamma_{\ell 12}}(-s)+\mathcal{M}_{\gamma_{\ell 21}}(-s)\right]
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{M}_{\gamma_{\ell i j}}(-s)=\int_{0}^{\infty} e^{-s \gamma} f_{\gamma_{\ell i}}(\gamma) F_{\gamma_{\ell j}}(\gamma) d \gamma \tag{3.12}
\end{equation*}
$$

for $i, j \in\{1,2\}$. In order to derive closed form analytical results, we consider i.i.d. fading for the source-to-relay and relay-to-destination links. Using (3.3) in (3.12) we obtain

$$
\begin{equation*}
\mathcal{M}_{\gamma_{\ell i}( }(-s)=\mathcal{M}_{\gamma_{\ell i}}(-s)-I(-s) \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
I(-s)=\frac{4 \Xi^{\frac{2 k+m}{2}}}{\Gamma(m) \Gamma^{2}(k)} \sum_{r=0}^{m-1} \frac{1}{r!}(\Xi)^{\frac{r}{2}} \int_{0}^{\infty} e^{-s \gamma} \gamma^{k+\frac{m+r}{2}-1} K_{k-m}(2 \sqrt{\Xi \gamma}) K_{k-r}(2 \sqrt{\Xi \gamma}) d \gamma \tag{3.14}
\end{equation*}
$$

Note that in (3.14) we dropped the subscripts on $k, m$, and $\Xi$, for simplicity. By expressing the product of two Bessel $K$-functions in terms of the Meijer $G$-function using [22, eq. 03.04.26.0016.01] and evaluating the resulting integral using [4, eq. (7.813.1)], followed by the functional relationships [4, eq. (9.31.5)] and [4, eq. (9.31.2)], the final result is given by

$$
\begin{align*}
& I(-s)=\frac{\sqrt{\pi}}{2^{2 k+m-1} \Gamma(m) \Gamma^{2}(k)} \cdot \\
& \cdot \sum_{r=0}^{m-1} \frac{1}{2^{r} r!} G_{4,3}^{1,4}\left(\begin{array}{l}
\frac{s}{4 \Xi} \left\lvert\, \begin{array}{l}
1-2 k, \\
1-k-r, \\
0, \\
1-k-\frac{m+r}{2},
\end{array} 1-k-\frac{m+r-1}{2}\right.
\end{array}\right) \tag{3.15}
\end{align*}
$$

Therefore, assuming i.i.d. fading in the two hops of the $l$-th relay link, for $\ell=1, \ldots, N$, the MGF of $\gamma_{\min }(\ell)$ in (3.11) becomes $\mathcal{M}_{\gamma_{\text {min }}(\ell)}(-s)=2 I(-s)$, i.e.,

$$
\begin{align*}
& \mathcal{M}_{\gamma_{\min }(\ell)}(-s)=\frac{\sqrt{\pi}}{2^{2 k_{\ell}+m_{\ell}-2} \Gamma\left(m_{\ell}\right) \Gamma^{2}\left(k_{\ell}\right)} . \\
& \cdot \sum_{r=0}^{m_{\ell}-1} \frac{1}{2^{r} r!} G_{4,3}^{1,4}\left(\begin{array}{c|cc}
\frac{s}{4 \Xi_{\ell}} & 1-2 k_{\ell}, 1-k_{\ell}-r, 1-k_{\ell}-m_{\ell}, 1-m_{\ell}-r \\
0, & 1-k_{\ell}-\frac{m_{\ell}+r}{2}, & -k_{\ell}-\frac{m_{\ell}+r-1}{2}
\end{array}\right) . \tag{3.16}
\end{align*}
$$

Finally, the MGF of the MRC output SNR is approximated by

$$
\begin{equation*}
\mathcal{M}_{\gamma_{\alpha}}(-s)=\mathcal{M}_{\gamma_{0}}(-s) \prod_{\ell=1}^{N} \mathcal{M}_{\gamma_{\min }(\ell)}(-s) \tag{3.17}
\end{equation*}
$$

### 3.3.2 Performance Using The Geometric Mean Approximation

It is well known that the end-to-end SNR of the $l$-th relay link can be expressed in terms of the harmonic mean of the three positive random variables $\left(\gamma_{\ell 1}, \gamma_{\ell 2}, \gamma_{\ell 1} \gamma_{\ell 2}\right)$. Following [36], the end-to-end SNR can be upper bounded using the geometric mean of $\left(\gamma_{\ell 1}, \gamma_{\ell 2}, \gamma_{\ell 1} \gamma_{\ell 2}\right)$,
as

$$
\begin{equation*}
\gamma_{\text {out }} \leq \gamma_{b}=\gamma_{0}+\frac{1}{3} \sum_{\ell=1}^{N}\left(\gamma_{\ell 1} \gamma_{\ell 2}\right)^{2 / 3} \tag{3.18}
\end{equation*}
$$

By letting $\gamma_{\ell}=\frac{1}{3}\left(\gamma_{\ell 1} \gamma_{\ell 2}\right)^{2 / 3}$, the MGF of $\gamma_{\ell}$ is given by

$$
\begin{equation*}
\mathcal{M}_{\gamma_{\ell}}(-s)=\int_{0}^{\infty} \int_{0}^{\infty} e^{-(s / 3)\left(\gamma_{1} \gamma_{2}\right)^{2 / 3}} f_{\gamma_{\ell 1}}\left(\gamma_{1}\right) f_{\gamma_{\ell 2}}\left(\gamma_{2}\right) d \gamma_{1} d \gamma_{2} \tag{3.19}
\end{equation*}
$$

By replacing (3.2) in (3.19) we obtain (note that in the derivations, for simplicity, we drop the subscript $l$ on the fading parameters)

$$
\begin{align*}
& \mathcal{M}_{\gamma_{l}}(-s)=\frac{4 \Xi_{1}^{\frac{k_{1}+m_{1}}{2}} \Xi_{2}^{\xi_{2}+m_{2}}}{\Gamma\left(m_{1}\right) \Gamma\left(m_{2}\right) \Gamma\left(k_{1}\right) \Gamma\left(k_{2}\right)} \\
& \cdot \int_{0}^{\infty} \int_{0}^{\infty} e^{-(s / 3) \gamma_{1}^{2 / 3} \gamma_{2}^{2 / 3}} \gamma_{1}^{\frac{k_{1}+m_{1}}{2}-1} \gamma_{2}^{\frac{k_{2}+m_{2}}{2}-1} K_{k_{1}-m_{1}}\left(2 \sqrt{\Xi_{1} \gamma_{1}}\right) K_{k_{2}-m_{2}}\left(2 \sqrt{\Xi_{2} \gamma_{2}}\right) d \gamma_{1} d \gamma_{2} \tag{3.20}
\end{align*}
$$

Following a similar procedure to the one in [36], the inner integral is given by

$$
\begin{equation*}
I_{1}(-s)=\int_{0}^{\infty} e^{-(s / 3) \gamma_{1}^{2 / 3} \gamma_{2}^{2 / 3}} \gamma_{1}^{k_{1}+m_{1}}-1 K_{k_{1}-m_{1}}\left(2 \sqrt{\Xi_{1} \gamma_{1}}\right) d \gamma_{1} \tag{3.21}
\end{equation*}
$$

By substituting $K_{v}(2 \sqrt{x})=\frac{1}{2} G_{0,2}^{2,0}\left(x \left\lvert\, \begin{array}{l}- \\ \frac{v}{2},-\frac{v}{2}\end{array}\right.\right)$ and $e^{-x}=G_{0,1}^{1,0}\binom{-}{0}$ in (3.21) and using [22, eq. (07.34.21.0013.01)], we obtain the closed-form result

$$
I_{1}(-s)=\frac{\sqrt{3} 2^{k_{1}+m_{1}}}{2^{4} \pi^{2} \Xi_{1}^{\frac{k_{1}+m_{1}}{2}}} G_{4,3}^{3,4}\left(\begin{array}{l|l}
\frac{2^{4} s^{3} \gamma_{2}^{2}}{3^{6} \Xi_{1}^{2}} & \begin{array}{l}
\Delta\left(2, k_{1}\right), \Delta\left(2, m_{1}\right) \\
0, \frac{1}{3}, \frac{2}{3}
\end{array} \tag{3.22}
\end{array}\right)
$$

where $\Delta(\cdot, \cdot)$ is defined as $\Delta(p, \mu)=\left\{\frac{1-\mu}{p}, \ldots, \frac{p-\mu}{p}\right\}$, with $p$ being positive integer and $\mu$ positive real. Using (3.22), the outer integral in (3.20) becomes

$$
\begin{align*}
& I_{2}(-s)=\frac{\sqrt{3} 2^{k_{1}+m_{1}}}{2^{4} \pi^{2} \Xi_{1}^{\frac{k_{1}+m_{1}}{2}}} . \\
& \cdot \int_{0}^{\infty} G_{4,3}^{3,4}\left(\begin{array}{l}
\frac{2^{4} s^{3} \gamma_{2}{ }^{2}}{3^{6} \Xi_{1}^{2}} \\
\left.\begin{array}{l}
\Delta\left(2, k_{1}\right), \Delta\left(2, m_{1}\right) \\
0, \frac{1}{3}, \frac{2}{3}
\end{array}\right) \gamma_{2}^{\frac{k_{2}+m_{2}}{2}-1} K_{k_{2}-m_{2}}\left(2 \sqrt{\Xi_{2} \gamma_{2}}\right) d \gamma_{2}
\end{array} .\right. \tag{3.23}
\end{align*}
$$

Again, expressing the Bessel $K$-function in terms of the $G$-function and using [22, eq. (07.34.21.0013.01)], followed by some straightforward manipulations, we obtain

$$
I_{2}(-s)=\frac{\sqrt{3} 2^{k_{1}+m_{1}+k_{2}+m_{2}}}{2^{7} \pi^{3} \Xi_{1}^{\frac{k_{1}+m_{1}}{2}} \Xi_{2}^{\frac{k_{2}+m_{2}}{2}}} G_{8,3}^{3,8}\left(\frac{2^{8} s^{3}}{3^{6} \Xi_{1}^{2} \Xi_{2}^{2}} \left\lvert\, \begin{array}{c}
\Delta\left(2, k_{1}\right), \Delta\left(2, m_{1}\right), \Delta\left(2, k_{2}\right), \Delta\left(2, m_{2}\right)  \tag{3.24}\\
0, \frac{1}{3}, \frac{2}{3}
\end{array}\right.\right)
$$

Using the above result for $I_{2}(-s)$, the MGF of $\gamma_{\ell}$ is given by

$$
\begin{align*}
& \mathcal{M}_{\gamma_{\ell}}(-s)=\frac{\sqrt{3} 2^{k_{\ell 1}}+m_{\ell 1}+k_{\ell 2}+m_{\ell 2}}{2^{5} \pi^{3} \Gamma\left(m_{\ell 1} \Gamma\left(m_{\ell 2}\right) \Gamma\left(k_{\ell 1}\right) \Gamma\left(k_{\ell 2}\right)\right.} . \\
& \cdot G_{8,3}^{3,8}\left(\begin{array}{c|c}
\frac{2^{8} s^{3}}{3^{6} E_{\ell 1} E_{\ell 2}^{2}} & \Delta\left(2, k_{\ell 1}\right), \Delta\left(2, m_{\ell 1}\right), \Delta\left(2, k_{\ell 2}\right), \Delta\left(2, m_{\ell 2}\right) \\
& 0, \frac{1}{3}, \frac{2}{3}
\end{array}\right) . \tag{3.25}
\end{align*}
$$

Finally, owing to the independency of $\gamma_{\ell}, \ell=1, \ldots, N$, the MGF of the MRC output SNR is approximated by the product of the MGFs, as

$$
\begin{equation*}
\mathcal{M}_{\gamma_{\mathrm{b}}}(-s)=\mathcal{M}_{\gamma_{0}}(-s) \prod_{\ell=1}^{N} \mathcal{M}_{\gamma_{\ell}}(-s) \tag{3.26}
\end{equation*}
$$

### 3.4 Numerical Results

In this section we present some numerical and simulation results on the error rate performance of the cooperative dual-hop relay transmission scheme with MRC operating over independent generalized- $K$ fading channels. This fading model corresponds to a Nakagami-Gamma composite distribution and is controlled by two shaping parameters


Figure 3.2: Average SER for 4-PSK vs average SNR per hop for $N=1$ and $N=2$ dual-hop links with MRC assuming $m_{0}=1, k_{0}=0.5$ for the direct link, $m_{1}=1, k_{1}=1.5$ for the first relay link, and $m_{2}=2, k_{2}=3$ for the second relay link.
$m$ and $k$, where the parameter $m \geq 1 / 2$ inversely reflects the multipath fading severity and the positive parameter $k$ inversely reflects the shadowing severity [21]. For demonstration purposes, we assume different fading conditions for each relay link, i.e., $m_{0}=1$, $k_{0}=0.5$ for the direct link, $m_{1}=1, k_{1}=1.5$ for the first relay link, and $m_{2}=2, k_{2}=3$ for the second relay link. Using the MGF based approach for performance evaluation over fading channels and the two approximations for the end-to-end SNR of a single dual-hop relay link, Fig. 3.2 and 3.3 plot, respectively, the average SER for 4-PSK and 16-QAM versus the average SNR per hop of a single relay system (i.e., $N=1$ ) and a multiple relay system with $N=2$. Moreover, we plot the exact numerical results from simulation using the end-to-end SNR given by (3.5) for the MRC receiver.

A number of observations on the accuracy of each analytical lower bound of the error
performance can be drawn from these graphs. We observe that for values of the average SNR per hop less than 10 dB the geometric mean performance bound gives numerical results that are a little closer to the exact simulation results than the minimum SNR bound. However for SNRs per hop equal to or greater than 10 dB , the minimum SNR approximation is more accurate than the geometric mean and its accuracy improves as the average SNR per hop increases. Furthermore, the minimum SNR performance bound is shown to be tight for both values of $N$, although it loses some of its tightness for $N=2$ compared to $N=1$. However, for both values of $N$, increased values of the average SNR per hop result in the minimum SNR bound to converge to the exact values, whereas the geometric mean bound loses its tightness. Finally, the graphs show the effects of diversity order $N$ and fading parameters $k$ and $m$ on the average SER, i.e. the worst performance is obtained for single dual-hop relay and fading conditions with high amount of fading due to shadowing (e.g., $k=1.5$ ) and multipath (e.g., $m=1$ ), whereas the SER improves as $N$ increases and fading conditions become less severe (e.g., $k=3$ and $m=2$ for the second relay channel).

### 3.5 Conclusion

In this chapter, we provided closed-form expressions for the MGF of the minimum SNR and geometric mean upper bounds for the end-to-end SNR of a single dual-hop relay system operating over a generalized- $K$ fading environment. Then, for independently faded relay links and MRC diversity receiver, the average SER and BER can be easily evaluated for various modulation schemes using the MGF based approach. Simulation results of the exact SER were used to verify the analytical results and evaluate the tightness of the two lower performance bounds.


Figure 3.3: Average SER for 16-QAM vs average SNR per hop for $N=1$ and $N=2$ dual-hop links with MRC assuming $m_{0}=1, k_{0}=0.5$ for the direct link, $m_{1}=1, k_{1}=1.5$ for the first relay link, and $m_{2}=2, k_{2}=3$ for the second relay link.

## Chapter 4

## Performance Analysis of Dual-Hop Relay Systems with Single Relay Selection in Composite Fading Channels

N THIS CHAPTER, we present novel and easy-to-evaluate expressions for the perforI mance of dual-hop relaying with best relay selection operating over generalized- $K$ fading channels. Since it is hard to find a closed-form expression for the probability density function (PDF) of the exact end-to-end signal-to-noise ratio (SNR) at the destination node even for the single dual-hop system with amplify-and-forward (AF) relaying, we use a tight upper bound value instead. Using the approximate value for the end-to-end SNR, closed-form expressions for the statistics of the SNR, the average bit and symbol error probabilities, and the ergodic capacity for the single dual-hop AF relay system, are derived. Moreover, assuming independent nonidentical fading conditions across multiple dual-hop relay links, we derive lower performance bounds for the single relay selection scheme with AF relaying. The final expressions are useful in the performance evaluation of AF opportunistic relaying in a generalized composite radio environment. Simulation results are also given to verify the analytical results.

### 4.1 Introduction

It is well known that the cooperative diversity realized through relays can provide an increase in link quality and reliability, high data rate coverage, and mitigate channel impairments in next generation wireless systems. An overview of cooperative diversity protocols is presented in [27]. In general, there are two types of processing that can be performed at the relays. In a decode-and-forward (DF) scheme, the relay station decodes the received signal, re-encodes and then retransmits the restored signal to the destination. On the other hand, amplify-and-forward (AF) relays simply amplify and forward the signal to the destination and have attracted a lot of attention recently as they provide a simple way to implement collaborative/cooperative wireless communication systems. Furthermore, Bletsas et. al. proposed in [46] a cooperative diversity protocol named opportunistic relaying technique, which selects (using a selection policy) the "best" relay among multiple available relays. It was then shown that the best-relay selection reduces the amount of required resources while improving the performance.

For dual-hop AF relay systems, the end-to-end SNR at the receiving end depends on the amplification gain employed at the relays. For relays with channel state information (CSI) of the first link, the end-to-end SNR has been obtained in [31]. For this relay transmission scheme, analytical performance results have been obtained by approximating the end-to-end SNR by the harmonic mean of the SNRs of the two hops [35], their geometric mean [36], and the minimum SNR of the two hops [37], [39]. In particular, using the minimum SNR approximation for the end-to-end SNR, the performance of dual-hop relaying has been studied in terms of outage probability and average bit error rate (BER) in various fading conditions, such as Rayleigh [31], Nakagami-m [37], Weibull [47] and generalized Gamma [39] fading channels.

The minimum SNR of the two hops has also been used as a selection policy as well as a bound in the performance evaluation of the best relay selection scheme based on AF [46], [48], [49] and DF [50], [51] relaying protocols. For example, in [49], the authors presented an asymptotic analysis (at high SNR values) of the average symbol error rate
(SER) of an AF best relay selection scheme, and compared it with the regular cooperative systems. Furthermore, in [50], the authors derived closed-form expressions for the outage probability and the average BER of opportunistic relaying with DF relays. However, in the existing literature, almost all performance results of this transmission scheme have been restricted to the case of Rayleigh fading channel.

Recently, the generalized- $K$ fading model [21] has attracted considerable attention as one of the most general wireless fading models that can characterize the combined effects of small and large-scale fading on the received signal. This model corresponds to a Nakagami-Gamma composite distribution and is controlled by two shaping parameters $m$ and $k$, where $m$ is the Nakagami parameter for the small-scale fading and $k$ is the parameter of the Gamma distribution for the received average power due to shadowing [21]. Note that the $K$ distribution [41] is derived as a special case of the generalized- $K$ distribution by letting $m=1$ (i.e., Rayleigh multipath fading). The performance analysis of single link communication systems in this fading model was given in [42], whereas for relay systems, results that have recently appeared in the literature, are restricted to the performance of dual-hop single relay systems with CSI-assisted [44] and fixed gain [52] transmission schemes. However, the analytical expressions in [44] are too complicated to be used in the performance analysis of the best relay selection scheme.

In this chapter, we focus on AF dual-hop cooperative diversity networks to study their end-to-end performance over independent nonidentical generalized- $K$ fading channels when the best relay selection scheme is employed. The main contribution of this paper includes the derivation of novel closed-form expressions for the PDF, CDF, and moment generating function (MGF) of a tight upper bound on the total SNR at the destination of the single dual-hop relayed signal. Then, using the derived CDF expression, we present performance metrics such as the outage probability and the average BER for the multiple dual-hop relay system with best relay selection operating in a generalized- $K$ fading model with integer values for fading parameter $m$ and arbitrary values for fading parameter $k$.

The rest of the chapter is organized as follows. In Section 2 we present the channel model statistics. In Section 3, we derive the statistics of an upper bound approximation to the end-to-end SNR of a single dual-hop AF relay system and closed-form expressions for various performance metrics. Then, in Section 4, for the case of independent nonidentical fading across multiple relay links, we derive analytical lower performance bounds for dualhop relay systems with single relay selection. Numerical and simulation results are given in Section 5, followed by concluding remarks in Section 6.

### 4.2 The Generalized- $K$ Fading Model

In many fading environments, the received signal envelope can usually be characterized by the Nakagami- $m$ distribution. In a shadowed environment, the average power of the received signal is also random. In this work, we assume that the fading environment is such that the signal envelope $X$ in a receive antenna is a generalized- $K$ distributed random variable with pdf given by [21]

$$
\begin{equation*}
f_{X}(x)=\frac{4(m / \Omega)^{\frac{k+m}{2}}}{\Gamma(m) \Gamma(k)} x^{k+m-1} K_{k-m}\left(2\left(\frac{m}{\Omega}\right)^{1 / 2} x\right), x \geq 0 \tag{4.1}
\end{equation*}
$$

where $k$ and $m$ are the distribution's shaping parameters, $\Omega=E\left[X^{2}\right] / k$ is the mean power with $E[\cdot]$ denoting expectation, $\Gamma(\cdot)$ is the Gamma function, and $K_{k-m}(\cdot)$ is the $(k-m)$ th order modified Bessel function of the second kind [4]. The generalized- $K$ fading model can describe different fading conditions by the appropriate choice of fading parameters $m$ and $k$. Low values of $m$ and $k$ can be used to describe fading conditions with severe multipath fading and shadowing, respectively, whereas fading conditions improve as the values of the fading parameters increase.

The instantaneous received SNR per symbol of a single receive branch is $\gamma=X^{2} E_{s} / N_{0}$, where $E_{s}$ is the average symbol energy and $N_{0}$ is the single-sided power spectral density of the additive white Gaussian noise (AWGN). The corresponding average received SNR
per symbol is given as $\bar{\gamma}=k \Omega E_{s} / N_{0}$. The PDF of $\gamma$ is given by

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{2 \Xi^{\frac{k+m}{2}}}{\Gamma(m) \Gamma(k)} \gamma^{\frac{k+m}{2}-1} K_{k-m}(2 \sqrt{\Xi \gamma}), \gamma \geq 0 \tag{4.2}
\end{equation*}
$$

with $\Xi=(k m) / \bar{\gamma}$. The CDF of $\gamma$ is defined as $F_{\gamma}(\gamma)=\int_{0}^{\gamma} f_{\gamma}(x) d x$. For integer values of $m$ and arbitrary values of $k$, the CDF of $\gamma$ is given by [45]

$$
\begin{equation*}
F_{\gamma}(\gamma)=1-\frac{2(\Xi \gamma)^{\frac{k}{2}}}{\Gamma(k)} \sum_{q=0}^{m-1} \frac{1}{q!}(\Xi \gamma)^{\frac{q}{2}} K_{k-q}(2 \sqrt{\Xi \gamma}) \tag{4.3}
\end{equation*}
$$

which agrees with [41] for the special case of $K$-fading (i.e., $m=1$ ). Moreover the MGF of $\gamma$ defined as $M_{\gamma}(-s)=\int_{0}^{\infty} e^{-s \gamma} f_{\gamma}(\gamma) d \gamma$, is given by [45]

$$
M_{\gamma}(-s)=\frac{1}{\Gamma(m) \Gamma(k)} G_{2,1}^{1,2}\left[\begin{array}{c}
s  \tag{4.4}\\
\Xi
\end{array} \begin{array}{c}
1-k, 1-m \\
0
\end{array}\right]
$$

where $G_{p, q}^{m, n}\left(x \left\lvert\, \begin{array}{c}\alpha_{q} \\ \alpha_{p}\end{array}\right.\right)$ is the Meijer"s G-function [4, chap. 9.3].

### 4.3 Performance Analysis of Single Dual-Hop Relay System

In this section we study the performance of a single dual-hop AF relay system operating in the generalized- $K$ fading channel. Assuming CSI-based amplification gain at the $\ell$-th relay (see Fig. 4.1), the exact end-to-end SNR of the $\ell$-th dual-hop link is given by [31], [35]

$$
\begin{equation*}
\gamma_{\mathrm{end}}(\ell)=\frac{\gamma_{\ell_{1}} \gamma_{\ell_{2}}}{\gamma_{\ell_{1}}+\gamma_{\ell_{2}}+1} . \tag{4.5}
\end{equation*}
$$

In the literature, this relay transmission scheme is usually considered as a benchmark for cooperative performance. Since it is hard to find a closed-form expression for the PDF of the exact end-to-end SNR of the relayed signal at the destination node, we use an approximate value instead, given by the upper bound [37]

$$
\begin{equation*}
\gamma_{\mathrm{end}}(\ell) \leq \gamma_{\min }(\ell) \tag{4.6}
\end{equation*}
$$



Figure 4.1: Dual-hop relay transmission scheme with best relay selection.
where $\gamma_{\min }(\ell)=\min \left(\gamma_{\ell_{1}}, \gamma_{\ell_{2}}\right)$. This approximation is also adopted in many recent papers (e.g., [37], [47]) and it is shown to be accurate enough, especially at medium and high SNR values as will be discussed in Section 5.

### 4.3.1 Statistics of the end-to-end SNR

Using the bound in (4.6), a closed-form expression for the PDF of the total SNR at the destination can be derived. The PDF of $\gamma_{\min }(\ell)$ is given by

$$
\begin{equation*}
f_{\gamma_{\min }(\ell)}(\gamma)=f_{\gamma_{\ell_{1}}}(\gamma)+f_{\gamma_{\ell_{2}}}(\gamma)-\left[f_{\gamma_{\ell_{1}}}(\gamma) F_{\gamma_{\ell_{2}}}(\gamma)+F_{\gamma_{\ell_{1}}}(\gamma) f_{\gamma_{\ell_{2}}}(\gamma)\right] \tag{4.7}
\end{equation*}
$$

where $f_{\gamma_{e_{i}}}(\gamma)$ and $F_{\gamma_{i}}(\gamma), i=1,2$, are, respectively, the PDF and the CDF of the generalized- $K$ distributed SNR of the $i$-th link of the $\ell$-th relay.

For the case of symmetrical links, i.e., independent identically distributed (i.i.d.) fading and equal average SNRs for the user-to-relay and relay-to-destination links, dropping subscripts 1 and 2 in (4.7), and substituting (4.2) and (4.3) in (4.7), the PDF of
$\gamma_{\text {min }}(\ell), \ell=1, \ldots, N$ is given by

$$
\begin{equation*}
f_{\gamma_{\min }(\ell)}(\gamma)=2 \frac{4\left(\Xi_{\ell} \gamma\right)^{k_{\ell}+\frac{m_{\ell}}{2}} \gamma^{-1}}{\Gamma\left(m_{\ell}\right) \Gamma^{2}\left(k_{\ell}\right)} \sum_{q=0}^{m_{\ell}-1} \frac{\left(\Xi_{\ell} \gamma\right)^{\frac{q}{2}}}{q!} K_{k_{\ell}-m_{\ell}}\left(2 \sqrt{\Xi_{\ell} \gamma}\right) K_{k_{\ell}-q}\left(2 \sqrt{\Xi_{\ell} \gamma}\right) . \tag{4.8}
\end{equation*}
$$

Using [22, eq. (03.04.26.0016.01)], i.e.,

$$
K_{\mu}(\sqrt{z}) K_{v}(\sqrt{z})=\frac{\sqrt{\pi}}{2} G_{2,4}^{4,0}\left[\left.z\right|_{\frac{\mu+v}{2}, \frac{\mu v}{2}, \frac{v-\mu}{2},-\frac{\mu+v}{2}} \begin{array}{c}
0 \frac{1}{2} \tag{4.9}
\end{array}\right]
$$

and the functional identity [4, eq. (9.31.5)], the $\operatorname{PDF}$ of $\gamma_{\min }(\ell), \ell=1, \ldots, N$, can also be written in terms of the $G$-function as

$$
\begin{equation*}
f_{\gamma_{\min }(\ell)}(\gamma)=\frac{4^{2-k_{\ell}-\frac{m_{\ell}}{2}} \sqrt{\pi} \Xi_{\ell}}{\Gamma\left(m_{\ell}\right) \Gamma^{2}\left(k_{\ell}\right)} \sum_{q=0}^{m_{\ell}-1} \frac{4^{-\frac{q}{2}}}{q!} G_{2,4}^{4,0}\left[\left.4 \Xi_{\ell} \gamma\right|_{b_{1}, b_{2}, b_{3}, b_{4}} ^{a_{1}, a_{2}}\right] \tag{4.10}
\end{equation*}
$$

where $a_{1}=k_{\ell}+\left(m_{\ell}+q\right) / 2-1, a_{2}=k_{\ell}+\left(m_{\ell}+q-1\right) / 2, b_{1}=2 k_{\ell}-1, b_{2}=k_{\ell}+q-1, b_{3}=$ $k_{\ell}+m_{\ell}-1, b_{4}=m_{\ell}+q-1$. The CDF of $\gamma_{\min }(\ell), \ell=1, \ldots, N$, is then given by

$$
\begin{equation*}
F_{\gamma_{\min }(\ell)}(\gamma)=\int_{0}^{\gamma} f_{\gamma_{\min }(\ell)}(x) d x \tag{4.11}
\end{equation*}
$$

Substituting (4.10) in (4.11) and using [22, eq. (07.34.21.0003.01)]

$$
\begin{equation*}
\int_{0}^{\gamma} x^{\alpha-1} G_{p, q}^{m, n}\left[\left.\omega x\right|_{\left(b_{q}\right)} ^{\left(a_{p}\right)}\right] d x=\gamma^{\alpha} G_{p+1, q+1}^{m, n+1}\left[\left.\omega \gamma\right|_{b_{1}, \ldots, b_{m}, b_{m+1}, \ldots, b_{q},-\alpha} ^{1-, \alpha, a_{1}, ., a_{n}, a_{n+1}, \ldots, a_{p}}\right] \tag{4.12}
\end{equation*}
$$

the final expression for the CDF of $\gamma_{\min }(\ell), \ell=1, \ldots, N$, is given also in terms of the $G$-function as

$$
F_{\gamma_{\min }(\ell)}(\gamma)=\frac{4^{1-k_{\ell}+\frac{m_{\ell}}{2}} \sqrt{\pi}}{\Gamma\left(m_{\ell}\right) \Gamma^{2}\left(k_{\ell}\right)} \sum_{q=0}^{m_{\ell}-1} \frac{4^{-\frac{q}{2}}}{q!} G_{3,5}^{4,1}\left[\left.4 \Xi_{\ell} \gamma\right|_{b_{1}+1, b_{2}+1, b_{3}+1, b_{4}+1,0} \begin{array}{c}
1, a_{1}+1, a_{2}+1  \tag{4.13}\\
\hline
\end{array}\right]
$$

Moreover, using the PDF in (4.10), the MGF of the end-to-end SNR bound, $M_{\gamma_{\min }(\ell)}(s)$, can be expressed as

$$
\begin{equation*}
M_{\gamma_{\min }(\ell)}(s)=\int_{0}^{\infty} \exp (-s \gamma) f_{\gamma_{\min }(\ell)}(\gamma) d \gamma \tag{4.14}
\end{equation*}
$$

By substituting (4.8) into (4.14) and using [22, eq. (07.34.21.0088.01)], we can obtain

$$
M_{\gamma_{\min }(\ell)}(\gamma)=\frac{4^{1-k_{\ell}+\frac{m_{\ell}}{2}} \sqrt{\pi}}{\Gamma\left(m_{\ell}\right) \Gamma^{2}\left(k_{\ell}\right)} \sum_{q=0}^{m_{\ell}-1} \frac{4^{-\frac{q}{2}}}{q!} G_{3,4}^{4,1}\left[\left.\frac{4 \Xi_{\ell}}{s}\right|_{b_{1}+1, b_{2}+1, b_{3}+1, b_{4}+1} \begin{array}{c}
1, a_{1}+1, a_{2}+1  \tag{4.15}\\
\hline
\end{array}\right] .
$$

To the best of our knowledge, closed-form expressions (4.10), (4.13), and (4.15) are novel. Note that the Meijer $G$-function is available in most of the well-known mathematical software packages such as Maple and Mathematica.

### 4.3.2 Amount of Fading

With the equivalent PDF as shown in (4.10), the $n$-th moment of $\gamma_{\text {min }}(\ell), \ell=1, \ldots, N$, can be evaluated by the formula

$$
\begin{equation*}
\mu_{\gamma_{\min }(\ell)}(n)=\int_{0}^{\infty} \gamma^{n} f_{\gamma_{\min }(\ell)}(\gamma) d \gamma \tag{4.16}
\end{equation*}
$$

Substituting (4.10) in (4.16) and using [4, eq.(7.811.4)] the moments of $\gamma_{\min }(\ell), \ell=$ $1, \ldots, N$ can be obtained in closed form as

$$
\begin{equation*}
\mu_{\gamma_{\min }(\ell)}(n)=\frac{4^{1-k_{\ell}-\frac{m_{\ell}}{2}-n} \sqrt{\pi} \Xi_{\ell}^{-n}}{\Gamma\left(m_{\ell}\right) \Gamma^{2}\left(k_{\ell}\right)} \sum_{q=0}^{m_{\ell}-1} \frac{4^{-\frac{q}{2}}}{q!} \frac{\prod_{j=1}^{4} \Gamma\left[b_{j}+n+1\right]}{\prod_{j=1}^{2} \Gamma\left[a_{j}+n+1\right]} . \tag{4.17}
\end{equation*}
$$

The amount of fading (AoF) used to measure the severity of fading can then be computed by the formula [53]

$$
\begin{equation*}
A o F_{\ell}=\frac{\mu_{\gamma_{\min }(\ell)}(2)}{\mu_{\gamma_{\min }(\ell)}^{2}}(1)-1 \tag{4.18}
\end{equation*}
$$

### 4.3.3 Outage Probability

The outage probability, defined as the probability that the received total SNR falls below a threshold, $\gamma_{\text {th }}$, can be obtained directly as $P_{\text {out }}=F_{\gamma}\left(\gamma_{\text {th }}\right)$.

### 4.3.4 Average BER

The average BER is obtained by integrating the conditional bit error probability $P_{b}(e \mid \gamma)$ over the PDF of the upper bound of the end-to-end SNR, $f_{\gamma_{\min }(\ell)}(\gamma)$. Following the approach used in [54], the average error probability can be written in terms of the CDF $F_{\gamma_{\min }(\ell)}(\gamma)$, i.e.,

$$
\begin{equation*}
P_{b}(e)=-\int_{0}^{\infty} \frac{d P_{b}(e \mid \gamma)}{d \gamma} F_{\gamma_{\min }(\ell)}(\gamma) d \gamma \tag{4.19}
\end{equation*}
$$

Next, we present tight lower bounds of the average BER of the CSI-assisted AF dualhop single relay system in generalized- $K$ fading channels for various modulation schemes according to their conditional BER forms.

1. $P_{b}(e \mid \gamma)=\frac{\Gamma(\beta, \alpha \gamma)}{2 \Gamma(\beta)}$ : where parameters $\alpha$ and $\beta$ depend on the type of modulation/detection scheme and take the values $(\alpha=1, \beta=1 / 2)$ for coherent binary phase shift keying (BPSK), $(\alpha=1 / 2, \beta=1 / 2)$ for coherent binary frequency shift keying (BFSK), $(\alpha=1, \beta=1)$ for differentially coherent BPSK, and $(\alpha=1 / 2, \beta=1)$ for noncoherent BFSK, while $\Gamma(\alpha, x)=\int_{x}^{\infty} t^{\alpha-1} e^{-t} d t$ is the complementary incomplete Gamma function [4, eq.(8.350.2)]. It then follows that the average BER for binary modulation schemes operating over a fading channel can be written in terms of the CDF of the received SNR , as

$$
\begin{equation*}
P_{b}(e)=\frac{\alpha^{\beta}}{2 \Gamma(\beta)} \int_{0}^{\infty} \gamma^{\beta-1} e^{-\alpha \gamma} F_{\gamma_{\min }(\ell)}(\gamma) d \gamma . \tag{4.20}
\end{equation*}
$$

Substituting (4.13) in (4.20) and using [4, eq. (7.813.1)] the average BER for binary modulations is derived in closed form as

$$
\begin{equation*}
P_{b}(e)=\frac{4^{1-k_{\ell}+\frac{m_{\ell}}{2}} \sqrt{\pi}}{2 \Gamma(\beta) \Gamma\left(m_{\ell}\right) \Gamma^{2}\left(k_{\ell}\right)} \sum_{q=0}^{m_{\ell}-1} \frac{4^{-\frac{q}{2}}}{q!} G_{4,5}^{4,2}\left[\left.\frac{4 \Xi_{\ell}}{\alpha}\right|_{b_{1}+1, b_{2}+1, b_{3}+1, b_{4}+1,0} ^{1-a_{1}+1, a_{2}}\right] . \tag{4.21}
\end{equation*}
$$

2. $P_{b}(e \mid \gamma)=Q\left(\sqrt{g \gamma_{b}}\right)$ :The BER of $M$-ary phase shift keying ( $M$-PSK) and $M$-ary quadrature amplitude modulation ( $M$-QAM) signal constellations over an AWGN channel can be expressed as a linear summation of the Gaussian $Q(\cdot)$ function,
defined as $Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} \exp \left(-t^{2} / 2\right) d t$. Therefore, in order to evaluate the performance of $M$-ary modulation schemes over a fading channel we need to evaluate integrals of the form $P_{b}(e, g)=\int_{0}^{\infty} Q\left(\sqrt{g \gamma_{b}}\right) f_{\gamma}\left(\gamma_{b}\right) d \gamma_{b}$, where $\gamma_{b}$ is the instantaneous received SNR per bit and $g$ depends on the modulation type [53]. For instance, using the unified approximation [55], the average BER for $M$-PSK constellations with Gray coding operating over a fading channel is given by

$$
\begin{equation*}
P_{b, \mathrm{MPSK}}(e) \cong \frac{2}{\max \left(\log _{2} M, 2\right)} \sum_{i=1}^{\max (M / 4,1)} P_{b}\left(e, g_{i, \mathrm{MPSK}}\right) \tag{4.22}
\end{equation*}
$$

where $g_{i, \mathrm{MPSK}}=2\left(\log _{2} M\right) \sin ^{2}((2 i-1) \pi / M)$. The corresponding average BER of M-QAM constellations with Gray coding, is

$$
\begin{equation*}
P_{b, \mathrm{MQAM}}(e) \cong \frac{4}{\log _{2} M}\left(1-\frac{1}{\sqrt{M}}\right) \sum_{i=1}^{\sqrt{M} / 2} P_{b}\left(e, g_{i, \mathrm{MQAM}}\right) \tag{4.23}
\end{equation*}
$$

where $g_{i, \mathrm{MQAM}}=3(2 i-1)^{2}\left(\log _{2} M\right) /(M-1)$. Using the result in [49], the integral $P(e, g)$ can be expressed in terms of the CDF of the received SNR at the destination, as

$$
\begin{equation*}
P(e, g)=\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} e^{-t^{2} / 2} F_{\gamma_{\min }(\ell)}\left(t^{2} / g\right) d t \tag{4.24}
\end{equation*}
$$

For the generalized- $K$ fading channel, inserting (4.13) in (4.24), making the change of variables $y=t^{2}$ and using again [4, eq. (7.813.1)], $P(e, g)$ can be obtained in closed form as

$$
\begin{equation*}
P(e, g)=\frac{4^{1-k_{\ell}+\frac{m_{\ell}}{2}}}{2 \Gamma\left(m_{\ell}\right) \Gamma^{2}\left(k_{\ell}\right)} \sum_{q=0}^{m_{\ell}-1} \frac{4^{-\frac{q}{2}}}{q!} G_{4,5}^{4,2}\left[\left.\frac{8 \Xi_{\ell}}{g}\right|_{b_{1}+1, b_{2}+1, b_{3}+1, b_{4}+1,0}\right] . \tag{4.25}
\end{equation*}
$$

Then, the average BER of $M$-PSK and $M$-QAM can be easily evaluated numerically using widely available mathematical software programs by combining the closed-form result in (4.25) with (4.22) and (4.23), respectively.

### 4.3.5 Average SER

For non-coherent demodulation schemes with conditional SER given by $P_{e, \text { non }}(\gamma)=$ $C \exp (-D \gamma)$, where $C$ and $D$ are constants depending on the modulation scheme, the average SER can be given directly by the MGF of $\gamma_{\min }$ as $\bar{P}_{e, n o n}=C M_{\gamma_{\min }(\ell)}(D)$. Furthermore, using the MGF-based approach, the average SER for several $M$-ary signaling schemes can be evaluated as [56]

$$
\begin{equation*}
\bar{P}_{s}=\sum_{k=1}^{K} \int_{0}^{\Theta_{k}} \alpha_{k}(\theta) M_{\gamma_{\min }(\ell)}\left(\frac{\phi_{k}}{\sin ^{2} \theta}\right) d \theta \tag{4.26}
\end{equation*}
$$

where parameters $K, \Theta_{k}, \alpha_{k}$ and $\phi_{k}$ can be found in $[56$, Table I].

### 4.3.6 Ergodic Capacity

The ergodic capacity of the $\ell$-th dual-hop system with CSI-assisted AF relay is given by [57]

$$
\begin{equation*}
C_{\gamma_{\min }(\ell)}=\frac{B_{w}}{2} \int_{0}^{\infty} \log _{2}(1+\gamma) f_{\gamma_{\min }(\ell)}(\gamma) d \gamma \tag{4.27}
\end{equation*}
$$

where $B_{w}($ in Hz$)$ is the transmitted bandwidth. Expressing $\ln (1+\gamma)=G_{2,2}^{1,2}\left[\begin{array}{ll}1, & 1 \\ 1, & 0\end{array}\right]$ (i.e., [22, eq. (07.34.03.0456.01)]) and substituting (4.10) in (4.27) the ergodic capacity of $\gamma_{\min }(\ell), \ell=1, \ldots, N$ normalized to the transmitted bandwidth can be obtained in a closed form using [22, eq. (07.34.21.0011.01)] as

$$
\begin{equation*}
\frac{C_{\gamma_{\min }(\ell)}}{B_{w}}=\frac{4^{1-k_{\ell}+\frac{m_{\ell}}{2}} \sqrt{\pi}}{2 \ln (2) \Gamma\left(\mathrm{m}_{\ell}\right) \Gamma^{2}\left(\mathrm{k}_{\ell}\right)} \sum_{q=0}^{m_{\ell}-1} \frac{4^{-\frac{q}{2}}}{q!} G_{4,6}^{6,1}\left[\left.\frac{4 \Xi_{\ell}}{s}\right|_{b_{1}+1, b_{2}+1, b_{3}+1, b_{4}+1,0,0} ^{0,1, a_{1}+1, a_{2}+1}\right] . \tag{4.28}
\end{equation*}
$$

### 4.4 Extension to the best relay selection scheme

We now consider a cooperative diversity system where a source node communicates with a destination node through $N$ relays, as depicted in Fig. 4.1. Assume that the CSIassisted opportunistic AF relaying protocol is employed. Following the work in [46], in the opportunistic relaying mechanisms, one best relay among the multiple relays is selected
during a predetermined transmission period and only that chosen relay forwards packets to the destination while the other relays are kept idle. Therefore, the best relay is selected as the relay node that can achieve the highest SNR at the destination node. Considering $N$ available relays, the relay selection algorithm selects the best relay (denoted relay c) such that

$$
\begin{equation*}
c=\arg \max _{\ell \in\{1,2, \ldots, N\}} \gamma_{\min }(\ell) . \tag{4.29}
\end{equation*}
$$

Using the minimum SNR approximation, the total instantaneous SNR of the $N$ relay system with single relay selection, will be given by

$$
\begin{equation*}
\gamma_{c}=\max \left\{\gamma_{\min }(1), \ldots, \gamma_{\min }(N)\right\} \tag{4.30}
\end{equation*}
$$

Assuming independent but not necessarily identical fading for the $N$ relay links, the CDF of the highest end-to-end SNR of the scheduled relay, $\gamma_{c}$, is then given by [53]

$$
\begin{equation*}
F_{\gamma_{c}}(\gamma)=\prod_{\ell=1}^{N} F_{\gamma_{\min }(\ell)}(\gamma) \tag{4.31}
\end{equation*}
$$

Therefore, using the CDF based approach and the previously obtained analytical result for $F_{\gamma_{\text {min }}(\ell)}(\gamma)$ in (4.13) for the dual-hop relay system, useful performance metrics for the best relay selection scheme can be easily evaluated. The outage probability can be obtained directly as $P_{\text {out }}=F_{\gamma_{c}}\left(\gamma_{\text {th }}\right)$. Moreover, using the methodology described in Section 3.4, the average BER for binary and multilevel modulation schemes can be obtained by replacing $F_{\gamma_{\text {min }}(\ell)}(\cdot)$ with $F_{\gamma_{c}}(\cdot)$ in (4.20) and (4.24), respectively.

### 4.5 Numerical Results

In this section we present some numerical and simulation results for the performance of dual-hop relay transmission scheme with best relay selection, in the absence of a direct link, operating over generalized- $K$ fading channels. The generalized- $K$ fading model can describe different fading conditions by the appropriate choice of fading parameters $m$ and $k$. For demonstration purposes, we assume $N$ parallel dual-hop relay links with i.i.d fading


Figure 4.2: Outage Probability vs SNR per hop for best relay selection scheme with $N=1,2,3$ and $\left(m_{i}=1, k_{i}=1.5\right), i=1,2,3$. conditions given by $\left\{m_{i}=1, k_{i}=1.5\right\}_{i=1}^{N}$, i.e., Rayleigh fading with medium amount of shadowing. Fig. 4.2 plots the outage probability versus the average SNR per hop for threshold $\gamma_{\text {th }}=3 \mathrm{~dB}$ and $N=1,2,3$. The figure depicts the diversity gain achieved by the best relay selection scheme as $N$ increases. Furthermore, for CSI-assisted AF relays, it compares the exact performance (using simulation) to the bound given by (4.13). We observe that the performance bound of the minimum SNR approximation loses some of its tightness to the exact performance as $N$ increases but it always converges to the exact values at high values of SNR per hop.

For the same fading conditions across the multiple dual-hop relay links, Figs. 4.3 and 4.4 plot, respectively, the average BER for BPSK and 16-QAM versus the average SNR per hop for $N=1,2,3$. Note that for $N=1$ (i.e., single relay system) the average BER


Figure 4.3: Average BER of BPSK vs SNR per hop for best relay selection scheme with $N=1,2,3$ and $\left(m_{i}=1, k_{i}=1.5\right), i=1,2,3$.
for BPSK was computed using (4.21) whereas for 16-QAM it was evaluated after inserting (4.25) in (4.23). Both figures show the performance improvement attained by the best relay selection scheme. Moreover, we observe that the BER performance evaluated by the derived analytical expressions based on the SNR bound loses its tightness at low and medium SNR values with the increase of $N$, but it converges to the exact performance as the average SNR increases.

Finally, in Figs. 4.5 and 4.6 we plot, respectively, the average BER of BPSK and 16-QAM vs the average SNR per hop for best relay selection with $N=3$ in various shadowing conditions that include identical and non-identical fading across the parallel dual-hop relay links. In order to show the impact of fading parameter $k$ on the average BER performance, we consider a multipath environment with $m=2$ and three shadowing


Figure 4.4: Average BER of 16-QAM vs SNR per hop for best relay selection scheme with $N=1,2,3$ and $\left(m_{i}=1, k_{i}=1.5\right), i=1,2,3$.
conditions as follows. We select $\left\{k_{i}=0.5\right\}_{i=1}^{N}$ to model heavy shadowing, $\left\{k_{i}=2.5\right\}_{i=1}^{N}$ for medium amount of shadowing, whereas we assume $k_{1}=0.5, k_{2}=1$, and $k_{3}=1.5$ for nonidentical shadowing conditions. The two graphs depict the effect of fading parameter $k$ on the average BER for both modulation schemes and the accuracy of the analytical results based on the end-to-end SNR bound for the best relay selection scheme. By comparing the tightness of curves $(a)$ and $(c)$ to the corresponding exact performance, we observe that for a fixed value of $N$ the accuracy of the minimum SNR approximation depends on the fading severity of the dual hop links, i.e., the less amount of shadowing exists across the relay links the loser the performance bound becomes at the low and medium SNR values. However the performance bound converges to the exact performance in the high SNR regime.


Figure 4.5: Average BER of BPSK vs SNR per hop for best relay selection scheme with $N=3$ and various fading conditions.

### 4.6 Conclusions

In this chapter, we used a tight upper bound on the end-to-end SNR of a single dual-hop AF relay system to derive novel closed-form expressions for its SNR statistics, outage probability, bit error probability, and ergodic capacity. Then, using the CDF based approach, we studied the performance of the best-relay selection scheme for cooperative diversity networks operating over independent but not necessarily identical generalized- $K$ fading channels. Computer simulation results verified the accuracy and the correctness of the derived expressions.


Figure 4.6: Average BER of $16-$ QAM vs SNR per hop for best relay selection scheme with $N=3$ and various fading conditions.

## Chapter 5

## Performance of Multihop Relaying Systems over Composite Fading Channels

N THIS CHAPTER we evaluate performance measures of multihop relaying systems op-

Ierating in a composite fading environment modeled by the generalized- $K$ distribution. By approximating the end-to-end signal-to-noise ratio (SNR) of the multihop relay system by the minimum SNR of all the links, we provide easy to compute analytical expressions for the outage probability and the average bit and symbol error rates for a variety of digital modulation schemes. The derived expressions are validated by computer simulation and provide tight lower bounds to the exact performance of multihop relaying transmissions in a generalized fading environment.

### 5.1 Introduction

Multihop relay systems can extend the coverage and enhance the throughput of wireless communication systems by enabling a source node to communicate with the destination node through intermediate relay stations. It is well known that the cooperative diversity realized through multihop relays can provide an improvement in link quality and reliability, high data rate coverage, and mitigate channel impairments in next generation wireless systems [24], [27]. For non-regenerative relay systems with amplify-and-forward
transmission scheme, the end-to-end signal-to-noise ratio (SNR) at the receiving end depends on the amplification gain employed at the relays. In particular, for dual-hop relay systems with relays that use channel state information (CSI) of the first link, the end-to-end SNR has been obtained in [31]. For this relay transmission scenario, analytical performance results have been obtained by approximating the end-to-end SNR by the harmonic mean of the SNRs of the two hops [35], their geometric mean [36], and the minimum SNR of the two hops [37], [39].

Among the proposed approximations for the end-to-end SNR of dual-hop relaying system, the minimum SNR has been shown to provide a tight upper bound for amplify-and-forward relays with CSI-based and fixed gain policies as well as for decode-andforward relay systems. Using the minimum SNR upper bound to the end-to-end SNR, the performance of dual-hop relaying has been studied in terms of outage probability and average bit error rate (BER) for various symmetrical links with Nakagami-m [37], Weibull [47], and generalized Gamma [39], [58] fading, as well as for asymmetrical links with Rayleigh-Rician fading [23].

The performance of multihop relay systems in generalized fading models has only recently been investigated in the literature. In [59], the end-to-end SNR of the multihop system with CSI-based relays was obtained and the exact average symbol error rate (SER) was derived for the generalized Gamma fading channel using the moment generating function (MGF) based approach. In [47], the minimum SNR approximation to the end-toend SNR was employed to derive tight lower bounds of various performance measures for a multihop system operating over Weibull fading channel. Moreover, lower bounds for the performance of multihop systems with fixed gain relays over non-identical Nakagami- $m$ and Rician fading channels were obtained in [60] using the geometric mean approximation for the end-to-end SNR.

Recently, the generalized- $K$ fading model [45] has attracted considerable attention as one of the most general wireless fading models that can characterize the combined effects of fast and slow fading on the received signal. This model corresponds to a Nakagami-

Gamma composite distribution and is controlled by two shaping parameters $m$ and $k$, where $m$ is the Nakagami parameter for the short-term fading and $k$ is the parameter of the gamma distribution for the received average power due to shadowing [21]. Note that the $K$ distribution [41] is derived as a special case of the generalized- $K$ distribution by letting $m=1$ (i.e., Rayleigh short-term fading). The performance analysis of single link digital communication systems in this fading channel was given in [42], whereas for relay systems, results that have recently appeared in the literature are restricted to the performance of dual-hop systems with CSI-based [44], [61] and fixed gain [52] transmission schemes.

In this chapter, we consider multihop relay systems operating in generalized- $K$ fading channels with integer values for fading parameter $m$ and arbitrary values for fading parameter $k$. Using the minimum SNR approximation for the output SNR of the multihop relaying system, we derive analytical expressions for the lower bounds of performance metrics such as the outage probability and the average BER and SER of various digital modulations. The rest of the chapter is organized as follows. In Section II we derive a closed-form expression for the cumulative density function (cdf) of the SNR for a single link operating in a generalized- $K$ fading channel. In Section III, we use this result to derive the cdf of the weakest SNR among multiple hops. Section IV presents the performance analysis of the multihop relay system in terms of outage probability and average BER and SER for various modulation schemes. Numerical and simulation results are given in Section V, followed by concluding remarks in Section VI.

### 5.2 Statistics of Generalized- $K$ Distribution

Wireless communication channels result in random fluctuations of the received signal. In many fading environments, the received signal envelope can usually be characterized by the Nakagami- $m$ distribution. In a shadowed environment, the average power of the received signal is also random. A composite fading model which leads to a closed-form compound distribution assumes that the short-term fading component of the received
signal envelope follows the Nakagami- $m$ distribution while the long-term fading component (shadowing) has a gamma distribution. The result is the generalized- $K$ composite fading model [21]. In this work, we assume that the fading environment is such that the signal envelope $X$ in a receive antenna is a generalized- $K$ distributed random variable with probability density function (pdf) given by [42]

$$
\begin{align*}
f_{X}(x)= & \frac{4 m^{(k+m) / 2}}{\Gamma(m) \Gamma(k) \Omega^{(k+m) / 2}} x^{k+m-1} \\
& \times K_{k-m}\left(2\left(\frac{m}{\Omega}\right)^{1 / 2} x\right), \quad x \geq 0 \tag{5.1}
\end{align*}
$$

where $k$ and $m$ are the distribution's shaping parameters, $\Omega=\mathrm{E}\left[X^{2}\right] / k$ is the mean power with $\mathrm{E}[\cdot]$ denoting expectation, $\Gamma(\cdot)$ is the Gamma function, and $K_{\nu}(\cdot)$ is the $\nu$ th order modified Bessel function of the second kind. The instantaneous received SNR per symbol for a single receiver is $\gamma=X^{2} E_{s} / N_{0}$, where $E_{s}$ is the transmitted symbol energy and $N_{0}$ is the single-sided power spectral density of the additive white Gaussian noise (AWGN). The corresponding average received SNR per symbol is given as $\bar{\gamma}=k \Omega E_{s} / N_{0}$. The pdf of $\gamma$ is given by

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{2 \Xi^{\frac{k+m}{2}}}{\Gamma(m) \Gamma(k)} \gamma^{\frac{k+m}{2}-1} K_{k-m}(2 \sqrt{\Xi \gamma}), \quad \gamma \geq 0 \tag{5.2}
\end{equation*}
$$

with $\Xi=(k m) / \bar{\gamma}$. The cdf of $\gamma$ is defined as $F_{\gamma}(\gamma) \triangleq \int_{0}^{\gamma} f_{\gamma}(x) d x$. Expressing $K_{\nu}(\cdot)$ as [4, eq. (3.471.9)], the cdf of $\gamma$ can be written as

$$
\begin{align*}
F_{\gamma}(\gamma)=\frac{2 \Xi^{\frac{k+m}{2}}}{\Gamma(m)} \Gamma & \Gamma(k)  \tag{5.3}\\
\quad & \int_{0}^{\gamma} x^{\frac{k+m}{2}-1} \frac{1}{2}\left(\frac{\Xi}{x}\right)^{\frac{k-m}{2}} \\
& y^{k-m-1} e^{-\frac{x}{y}-\Xi y} d y d x
\end{align*}
$$

By changing the order of integration and using [4, eq. (3.381.1)] to solve the inner integral, we obtain

$$
\begin{equation*}
F_{\gamma}(\gamma)=\frac{\Xi^{k}}{\Gamma(m) \Gamma(k)} \int_{0}^{\infty} y^{k-1} e^{-\Xi y} \gamma\left(m, \frac{\gamma}{y}\right) d y \tag{5.4}
\end{equation*}
$$

where $\gamma(\cdot, \cdot)$ denotes the lower incomplete gamma function [4]. Expressing the incomplete gamma function with positive integers $n$, as [4, eq. (8.352.6)]

$$
\begin{equation*}
\gamma(n, z)=\Gamma(n)\left[1-e^{-z} \sum_{q=0}^{n-1} \frac{z^{q}}{q!}\right] \tag{5.5}
\end{equation*}
$$

and using [4, eq. (3.351.3)] and [4, eq. (3.471.9)] for the integral in (5.4), the cdf of $\gamma$ for integer values of fading parameter $m$ and arbitrary values of fading parameter $k$, is obtained as

$$
\begin{equation*}
F_{\gamma}(\gamma)=1-I(\gamma ; m, k, \Xi), \quad \gamma>0 \tag{5.6}
\end{equation*}
$$

where function $I(\cdot)$ is defined as

$$
\begin{equation*}
I(x ; m, k, \Xi) \triangleq \frac{2(\Xi x)^{\frac{k}{2}}}{\Gamma(k)} \sum_{q=0}^{m-1} \frac{1}{q!}(\Xi x)^{\frac{q}{2}} K_{k-q}(2 \sqrt{\Xi x}) . \tag{5.7}
\end{equation*}
$$

Therefore the outage probability for a single link, defined as the probability that the received SNR drops below a specified SNR threshold $\gamma_{\text {th }}$, can be obtained directly as $P_{\text {out }}=F_{\gamma}\left(\gamma_{\text {th }}\right)$. It is observed from (5.6) that this closed-form expression contains only standard mathematical functions and can therefore be easily and efficiently evaluated numerically with software packages such as Matlab and Mathematica.

### 5.3 Multihop Relaying System

We consider the multihop relaying system depicted in Fig. 5.1, where the communication between the source and the destination is achieved with the help of non-regenerative relays. Each link is characterized by its fading severity and its average SNR, i.e., $\left(m_{\ell}, k_{\ell}, \bar{\gamma}_{\ell}\right), \ell=1, \ldots, N$. The links between the source and the destination are assumed to undergo independent fading but can be asymmetric and/or unbalanced, i.e., the $N$ hops may experience different per-hop fading severities and/or average SNRs. This is a realistic assumption in most relay applications, since the relays can be located in different fading environments. Assuming CSI-based amplification gain at each relay, the exact


Figure 5.1: Multihop relay system.
end-to-end SNR is given by [31]

$$
\begin{equation*}
\gamma_{\text {end }}=\frac{1}{\prod_{\ell=1}^{N}\left(1+\frac{1}{\gamma_{\ell}}\right)-1} . \tag{5.8}
\end{equation*}
$$

In the literature, this relay transmission scheme is usually considered as a benchmark for cooperative performance. However, the expression for the end-to-end SNR in (5.8) does not lead to tractable analytical performance results. Therefore, the exact end-to-end SNR is usually approximated by the upper bound given by the minimum SNR of all the links [38], i.e.,

$$
\begin{equation*}
\gamma_{\text {end }} \leq \gamma_{\min }=\min \left\{\gamma_{1}, \ldots, \gamma_{N}\right\} \tag{5.9}
\end{equation*}
$$

The cdf of the upper bound to the exact SNR for the multihop relay system, depicted in Fig. 5.1, will then be given by

$$
\begin{align*}
F_{\gamma_{\min }}(\gamma) & =1-\prod_{\ell=1}^{N}\left(1-F_{\gamma_{\ell}}(\gamma)\right)  \tag{5.10}\\
& =1-\prod_{\ell=1}^{N} I\left(\gamma ; m_{\ell}, k_{\ell}, \Xi_{\ell}\right) .
\end{align*}
$$

This closed-form expression can be easily and accurately evaluated numerically since it involves only finite summations of powers and Bessel functions.

### 5.3.1 Outage Probability

Assuming independent but not necessarily identical fading and arbitrary average received SNRs for the $N$ hops, the outage probability, i.e., the probability that the received end-to-end SNR falls below a predetermined SNR threshold $\gamma_{\text {th }}$, can be obtained directly as $P_{\text {out }}=F_{\gamma_{\text {min }}}\left(\gamma_{\text {th }}\right)$.

### 5.3.2 Average Bit Error Rate

The average BER is obtained by integrating the conditional BER $P_{b}(e \mid \gamma)$ over the pdf of the upper bound to the end-to-end SNR, $f_{\gamma_{\text {min }}}(\gamma)$. Following the approach used in [54], the average error probability can be written in terms of the $\operatorname{cdf} F_{\gamma_{\text {min }}}(\gamma)$, i.e.,

$$
\begin{equation*}
P_{b}(e)=-\int_{0}^{\infty} \frac{d P_{b}(e \mid \gamma)}{d \gamma} F_{\gamma_{\min }}(\gamma) d \gamma \tag{5.11}
\end{equation*}
$$

Next, we will present the average BER for various modulation schemes of a multihop system in generalized- $K$ fading channels according to their conditional BER forms.
(i) $P_{b}(e \mid \gamma)=\frac{\Gamma(\beta, \alpha \gamma)}{2 \Gamma(\beta)}$. For binary phase shift keying (BPSK) and binary frequency shift keying (BFSK), coherent (i.e., CPSK/CFSK) and differentially coherent/noncoherent (i.e., DPSK/NFSK) detection schemes, the conditional BER in AWGN can be written in a compact form as [62]

$$
\begin{equation*}
P_{b}(e \mid \gamma)=\frac{\Gamma(\beta, \alpha \gamma)}{2 \Gamma(\beta)} \tag{5.12}
\end{equation*}
$$

$\alpha=\left\{\begin{array}{l}1, \quad \text { BPSK } \\ 1 / 2, \operatorname{BFSK}\end{array} \beta=\left\{\begin{array}{l}1, \quad \text { DPSK/NFSK } \\ 1 / 2, \mathrm{CPSK} / \mathrm{CFSK}\end{array}\right.\right.$ and $\Gamma(p, x)=\int_{x}^{\infty} t^{p-1} e^{-t} d t$ is the complementary incomplete gamma function [4]. From (5.11), it follows that the average BER for binary modulation schemes operating over a fading channel can
be written in terms of the cdf of the SNR, as

$$
\begin{equation*}
P_{b}(e)=\frac{\alpha^{\beta}}{2 \Gamma(\beta)} \int_{0}^{\infty} \gamma^{\beta-1} e^{-\alpha \gamma} F_{\gamma}(\gamma) d \gamma . \tag{5.13}
\end{equation*}
$$

Substituting the cdf of the upper bound approximation to the received SNR, $F_{\gamma_{\text {min }}}(\gamma)$, in (5.13), and using [4, eq. (3.351.3)] for the first term, the average BER of binary modulations can be approximated as

$$
\begin{align*}
P_{b}(e) \cong & \frac{1}{2}
\end{align*}-\frac{\alpha^{\beta}}{2 \Gamma(\beta)} \int_{0}^{\infty} \gamma^{\beta-1} e^{-\alpha \gamma} .
$$

The final integral can be easily and efficiently evaluated numerically using mathematical software programs such as Matlab and Mathematica.
(ii) $P_{b}(e \mid \gamma)=Q(\sqrt{g \gamma})$. For $M$-ary phase shift keying ( $M$-PSK) and $M$-ary quadrature amplitude modulation ( $M$-QAM) signal constellations the conditional BER in an AWGN channel can be expressed as a linear summation of the Gaussian $Q$-function, defined as $Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} \exp \left(-t^{2} / 2\right) d t$. Therefore, in order to evaluate the performance of $M$-ary modulation schemes over a fading channel we need to evaluate integrals of the form $P_{b}(e ; g)=\int_{0}^{\infty} Q(\sqrt{g \gamma}) f_{\gamma_{b}}(\gamma) d \gamma$ where $\gamma_{b}$ is the instantaneous received SNR per bit and $g$ depends on the modulation type [53]. For instance, using the unified approximation in [55], the average BER for $M$-PSK constellations with Gray coding operating over a fading channel can be expressed as

$$
\begin{align*}
& P_{b, \mathrm{MPSK}}(e) \cong \frac{2}{\max \left(\log _{2} M, 2\right)} \\
& \quad \times \sum_{i=1}^{\max (M / 4,1)} P_{b}\left(e ; g_{i, \mathrm{MPSK}}\right) \tag{5.15}
\end{align*}
$$

with $g_{i, \mathrm{MPSK}}=2\left(\log _{2} M\right) \sin ^{2}((2 i-1) \pi / M)$.

The corresponding average BER for rectangular $M$-QAM constellations with Gray coding, is

$$
\begin{align*}
P_{b, \mathrm{MQAM}}(e) & \cong \frac{4}{\log _{2} M}\left(1-\frac{1}{\sqrt{M}}\right) \\
& \times \sum_{i=1}^{\sqrt{M} / 2} P_{b}\left(e ; g_{i, \mathrm{MQAM}}\right) \tag{5.16}
\end{align*}
$$

with $g_{i, \mathrm{MQAM}}=3(2 i-1)^{2}\left(\log _{2} M\right) /(M-1)$. Furthermore, using the result in [54, eq. (34)], the integral $P_{b}(e ; g)$ can be expressed in terms of the cdf of the upper bound $\gamma_{\text {min }}$, as

$$
\begin{equation*}
P_{b}(e ; g)=\frac{1}{2} \sqrt{\frac{g}{2 \pi}} \int_{0}^{\infty} \frac{e^{-g \gamma / 2}}{\sqrt{\gamma}} F_{\gamma_{\min }}(\gamma) d \gamma . \tag{5.17}
\end{equation*}
$$

For the generalized- $K$ fading channel, the BER performance of multihop relay networks can be obtained by inserting (5.10) in (5.17) to obtain

$$
\begin{align*}
P_{b}(e ; g)= & \frac{1}{2}-\frac{1}{2} \sqrt{\frac{g}{2 \pi}} \int_{0}^{\infty} \frac{e^{-g \gamma / 2}}{\sqrt{\gamma}} \\
& \times \prod_{\ell=1}^{N} I\left(\gamma ; m_{\ell}, k_{\ell}, \Xi_{\ell}\right) d \gamma . \tag{5.18}
\end{align*}
$$

Then, by substituting this result in (5.15) and (5.16), the average BER of $M$-PSK and $M$-QAM, respectively, can be evaluated numerically using standard mathematical software programs.

### 5.3.3 Average Symbol Error Rate

For many digital modulation schemes, the conditional SER in AWGN is given by [54]

$$
\begin{equation*}
P_{s}(e ; a, b, c \mid \gamma)=a Q(\sqrt{b \gamma})-c Q^{2}(\sqrt{b \gamma}) . \tag{5.19}
\end{equation*}
$$

The expression of (5.19) provides either the exact or the high SNR approximation of
the exact SER depending on the modulation format considered. The parameters $(a, b, c)$ can be found in the literature for many digital modulations used in wireless systems. For example, $(a, b, c)=(1,2,0)$ for coherent $\operatorname{BPSK},(a, b, c)=(1,1,0)$ for coherent BFSK, $(a, b, c)=\left(2,2 \sin ^{2}(\pi / M), 0\right)$ for $M$-PSK with $M>4,(a, b, c)=(2,1,1)$ for $\operatorname{QPSK},(a$, $b, c)=(2,2,2)$ for DPSK, and $(a, b, c)=\left(4(\sqrt{M}-1) / \sqrt{M}, 3 /(M-1), 4(\sqrt{M}-1)^{2} / M\right)$ for rectangular M-QAM [54], [53]. Based on the cdf based approach, the average SER for the multihop relay system operating in a fading channel can be expressed as [54, eq. (40)]

$$
\begin{align*}
& P_{s}(e ; a, b, c)= \\
& \quad \sqrt{\frac{b}{2 \pi}} \int_{0}^{\infty} \frac{e^{-b \gamma / 2}}{\sqrt{\gamma}}\left(\frac{a}{2}-c Q(\sqrt{b \gamma})\right) F_{\gamma_{\min }}(\gamma) d \gamma \tag{5.20}
\end{align*}
$$

where $F_{\gamma_{\min }}(\gamma)$ is the cdf of the upper bound to the output SNR per symbol. Substituting (5.10) in (5.20), the final result is given by

$$
\begin{align*}
& P_{s}(e ; a, b, c)=\frac{a}{2}-\frac{c}{4}-\sqrt{\frac{b}{2 \pi}} \\
& \int_{0}^{\infty} \frac{e^{-b \gamma / 2}}{\sqrt{\gamma}}\left(\frac{a}{2}-c Q(\sqrt{b \gamma})\right) \prod_{\ell=1}^{N} I\left(\gamma ; m_{\ell}, k_{\ell}, \Xi_{\ell}\right) d \gamma . \tag{5.21}
\end{align*}
$$

The expression given in (5.21) can be easily computed numerically using common mathematical software programs. The average SER for a variety of modulation schemes can then be evaluated for the multihop relay system operating in a generalized- $K$ fading channel.

### 5.4 Numerical Results

In this section we present some numerical and simulation results for the performance of the multihop relay transmission scheme operating over a generalized- $K$ fading channel. The generalized- $K$ fading model can describe different fading conditions by the appropriate choice of fading parameters $m$ and $k$. Low values of $m$ and $k$ can be used


Figure 5.2: Outage probability vs average SNR of the first hop for $\gamma_{\text {th }}=3 \mathrm{~dB}$ with $N=2,3,4$ balanced hops with different fading conditions.
to describe fading conditions with severe multipath fading and shadowing, respectively, whereas fading conditions improve as the values of the fading parameters increase. For demonstration purposes, we consider non-identical fading conditions per hop with equal and unequal average SNRs, i.e., balanced and unbalanced links, respectively. We select the fading parameters $(m, k)$ per hop as $\left(m_{1}=1, k_{1}=1\right),\left(m_{2}=2, k_{2}=3\right),\left(m_{3}=1\right.$, $k_{3}=1.5$ ), and ( $m_{4}=3, k_{4}=0.5$ ), whereas for the unbalanced case we also select the average SNRs per hop as $\bar{\gamma}_{1}=\bar{\gamma}_{2} / 2=2 \bar{\gamma}_{3}=2 \bar{\gamma}_{4}$. Simulation results of the lower bounds
are found to exactly overlap with the analytical results and therefore they are not shown in the plots.

Using the minimum SNR approximation, Fig. 5.2 plots the outage probability versus the average SNR of the first hop for $\gamma_{\text {th }}=3 \mathrm{~dB}$ and $N=2,3$ and 4 . The tightness of the analytical curves is depicted by comparison with the corresponding exact performance curves obtained by simulation. It is evident that the analytical lower bound is tight particularly at medium and high values of the average SNR per hop and its tightness decreases moderately with the increase of the number of hops $N$. However, it always converges to the exact values at high per-hop average SNRs.

For the same fading conditions, Fig. 5.3 and 5.4 plot the average BER of BPSK and 16QAM versus the average SNR per bit of the first hop for balanced and unbalanced hops, respectively. Simulation results of the exact BER are also shown in order to demonstrate the tightness of the analytical bound. We observe that for both cases considered, the difference between the analytical bound and the exact performance is larger at the low per-hop average SNR region than at medium and high average SNRs and increases slightly as $N$ increases. Furthermore, we observe that the average BER deteriorates with the increase of the number of hops $N$, as expected [47]. Finally, Fig. 5.5 and 5.6 plot, respectively, the average SER of QPSK and 16-QAM versus the average SNR of the first hop for both balanced and unbalanced cases. The tightness of the analytical expressions that use the minimum SNR upper bound to the corresponding exact performance is observed, with the approximated SER to converge to the exact values for high values of the average SNR per hop.

### 5.5 Conclusion

In this paper, we derived a closed-form expression for the cdf of the minimum SNR upper bound to the end-to-end SNR of a multihop relay system operating in a generalized- $K$ fading environment. Using this result, the average BER and SER was then evaluated for a variety of digital modulation schemes using the cdf based approach. The results obtained


Figure 5.3: Average BER vs average SNR per bit of the first hop for BPSK and 16-QAM with $N=2,3,4$ balanced hops with different fading conditions.
using the derived analytical expressions offer tight lower bounds to the corresponding exact results obtained by simulation.


Figure 5.4: Average BER vs average SNR per bit of the first hop for BPSK and 16-QAM with $N=2,3,4$ unbalanced hops with different fading conditions.


Figure 5.5: Average SER vs average SNR of first hop for QPSK with $N=2,3,4$ in different fading conditions.


Figure 5.6: Average SER vs average SNR of first hop for 16-QAM with $N=2,3,4$ in different fading conditions.

## Chapter 6

## On the Performance of Multihop Relay Systems in Nakagami Fading Channel

E DERIVE closed-form lower bounds on the performance of multihop communication W systems with non-regenerative relays operating in a Nakagami- $m$ fading channel. The relay gains are assumed to be chosen to maximize the end-to-end signal-to-noise ratio (SNR), which is bounded by the geometric mean of the positive random variables. Closed-form expressions are then derived for the statistics of the geometric mean of the optimum end-to-end SNR. These, in turn, are used to derive tight bounds for the outage as well as average error performances of the system. An upper bound is also derived for the mean ergodic capacity of the end-to-end SNR.

### 6.1 Introduction

Multihop relaying in which the transmitted signal propagates through cascaded nodes, with each node amplifying and forwarding information from only the previous node to the next, has been shown to improve the performance and extend the coverage of many communication systems [24, 25]. The performances of such systems have been studied for a variety of fading environments, including the Rayleigh, Nakagami and Rice fading channels, among others [35, 36, 63]. For non-regenerative relay systems with an amplify-
and-forward transmission scheme in a fading environment, the end-to-end SNR at the receiving end depends on the amplification gain employed at the relays. In particular, it is known that the choice of the relay gain that maximizes the end-to-end SNR is to invert the combined instantaneous received power (i.e., sum of desired signal and noise powers) at the node [35]. However, the performances of multihop systems that use this optimum choice of the relay gains and operate in a cascaded channel environment are difficult to analyze. Consequently, exact performance results available in the literature are limited to only two-hop systems [35], [64]. For multihop relay systems, in order to obtain analytically tractable results, the analysis usually focuses on approximations or limiting cases. For example, when the channel gains are chosen to ignore the presence of noise, the relay gains simply invert the instantaneous signal power in the previous hop regardless of the noise of that hop [32], [33]. Also, in a noise-limited system, the effect of the instantaneous signal power at the relays is ignored and the relay gains are blindly chosen to be inversely proportional to the noise power at the previous relay [63], [33]. To the best of our knowledge, apart for the two-hop case, the performance of multihop relay system that considers the effects of both the useful instantaneous signal and noise powers on the relay gain selection is not available in the literature. The main aim of this chapter is to close this gap.

In this chapter, we consider a multihop relay system in which each relay gain is chosen to maximize the end-to-end SNR and operates in a Nakagami- $m$ fading channel. We use the fact that the harmonic mean of positive variables is upper bounded by their geometric mean to express bounds for the end-to-end SNR.

### 6.2 End-To-End SNR

We consider the multihop relay system in which the communication between the source and the destination is achieved with the help of a series of non-regenerative relays. The links between the source and the destination are assumed to undergo independent but not necessarily identical Nakagami- $m$ fading. In a multihop communications with $N$-hops, it
can be shown that the end-to-end SNR at the destination is given by [35],

$$
\begin{equation*}
\gamma_{\mathrm{end}}=\frac{\prod_{i=1}^{N} \alpha_{i}^{2} g_{i-1}^{2}}{\sum_{i=1}^{N} N_{0_{i}}\left(\prod_{j=i+1}^{N} \alpha_{j}^{2} g_{j-1}^{2}\right)} \tag{6.1}
\end{equation*}
$$

where $\alpha_{i}$ denotes the fading envelope of the $i$-th channel, $i=1, \ldots, N, g_{i}$ is the gain at the $i$-th node (with $g_{0}=1$ ) and $N_{0_{i}}$ is the one-sided power spectral density of the noise. In general, the choice of the node gain $g_{i}$, for $i=1, \ldots, N$, determines the end-to-end SNR.

In CSI-based relays, the amplification gains at each relay are chosen, with the knowledge of the channel state information, to invert the fading state of the preceding link. It limits the instantaneous output power of the relay when the channel gain in the preceding hop is low. The corresponding relay gain is chosen as

$$
\begin{equation*}
g_{i}^{2}=\frac{1}{\alpha_{i}^{2}+N_{0_{i}}} \tag{6.2}
\end{equation*}
$$

Substituting (6.2) in (6.1), the exact end-to-end SNR is given by [35, eq. (16)]

$$
\begin{equation*}
\gamma_{\mathrm{end}}=\left[\sum_{n=1}^{N} \frac{1}{\gamma_{n}} \prod_{i=1}^{n-1}\left(1+\frac{1}{\gamma_{i}}\right)\right]^{-1} \tag{6.3}
\end{equation*}
$$

where $\gamma_{i}=E\left(\alpha_{i}^{2}\right) / N_{0_{i}}$ is the SNR on the $i$-th link. By expanding the terms in (6.3), we have

$$
\begin{equation*}
\gamma_{\mathrm{end}}=\left[\sum_{n=1}^{N} \frac{\left(\gamma_{1}+1\right)\left(\gamma_{2}+1\right) \cdots\left(\gamma_{n-1}+1\right)}{\gamma_{1} \gamma_{2} \cdots \gamma_{n}}\right]^{-1} \tag{6.4}
\end{equation*}
$$

A careful examination of (6.4) shows that there are $\left(2^{N}-1\right)$ terms in the summation. Therefore, the end-to-end SNR may be recognized as the harmonic mean [35], [63],

$$
\begin{equation*}
\gamma_{\mathrm{end}}=\frac{1}{M}\left(\frac{1}{M} \sum_{n=1}^{M} \frac{1}{x_{n}}\right)^{-1} \tag{6.5}
\end{equation*}
$$

of terms $x_{n}$, each of which is the product of the combinations of $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}$, where $M=2^{N}-1$. It is well known that for the sequence $x_{1}, x_{2}, \ldots, x_{M}$, the harmonic mean
is upper bounded by the geometric mean as [63]

$$
\begin{equation*}
\left(\frac{1}{M} \sum_{i=1}^{M} \frac{1}{x_{i}}\right)^{-1} \leq\left(\prod_{i=1}^{M} x_{i}\right)^{1 / M} \tag{6.6}
\end{equation*}
$$

It follows from (6.6) that the end-to-end SNR is upper-bounded by

$$
\begin{equation*}
\gamma_{\mathrm{end}} \leq \gamma_{\alpha}=\frac{1}{\left(2^{N}-1\right)}\left(\prod_{i=1}^{N} \gamma_{i}\right)^{2^{N-1} /\left(2^{N}-1\right)} \tag{6.7}
\end{equation*}
$$

where we have taken the geometric mean of all $\left(2^{N}-1\right)$ terms in the summation in which each $\gamma_{i}(i=1,2, \ldots, N)$ appears exactly $2^{N-1}$ times. The upper bound for the end-to-end SNR in (6.7) has not been considered in the literature, except from the special case when $N=2$, which is treated in [36].

### 6.3 Performance in Nakagami Fading Channel

### 6.3.1 PDF of End-to-End SNR Bound

The pdf of the SNR on the $i$-th hop in a multi-hop link operating in a Nakagami- $m$ fading environment is given by

$$
\begin{equation*}
f_{\gamma_{i}}(\gamma) \frac{\left(m_{i} / \bar{\gamma}_{i}\right)^{m_{i}}}{\Gamma\left(m_{i}\right)} \gamma^{m_{i}-1} \exp \left(-m_{i} \frac{\gamma}{\bar{\gamma}_{i}}\right) \tag{6.8}
\end{equation*}
$$

where $m_{i} \geq 1 / 2$ is a parameter that describe the fading severity of the $i$-th hop. It can be shown that the pdf of the rational product of powers, $Y=\prod_{i=1}^{N} \gamma_{i}^{\ell_{i} / n}$, may be expressed in terms of the Meijer G-function as [33, eq. (4)]

$$
\begin{align*}
f_{Y}(y) & =\frac{n}{y} \frac{\prod_{i=1}^{N} \ell_{i}^{m_{i}-1 / 2}}{(\sqrt{2 \pi})^{r-N} \prod_{i=1}^{N} \Gamma\left(m_{i}\right)} \\
& \times G_{0, r}^{r, 0}\left[\left.y^{n} \prod_{i=1}^{N}\left(\frac{m_{i}}{\bar{\gamma}_{i} \ell_{i}}\right)^{\ell_{i}}\right|_{\phi_{1}, \phi_{2}, \ldots, \phi_{N}} ^{-}\right] \tag{6.9}
\end{align*}
$$

where $\phi_{i}=\Delta\left(\ell_{i}, m_{i}\right)$ and $r=\sum_{i=1}^{N}$, with $\ell_{1}, \ldots, \ell_{N}$ being positive integers. The corresponding cdf is given by [33, eq. (6)]

$$
\begin{align*}
F_{Y}(y) & =\frac{\prod_{i=1}^{N} \ell_{i}^{m_{i}-1 / 2}}{(\sqrt{2 \pi})^{r-N} \prod_{i=1}^{N} \Gamma\left(m_{i}\right)} \\
& \times G_{1, r+1}^{r, 1}\left[\left.y^{n} \prod_{i=1}^{N}\left(\frac{m_{i}}{\bar{\gamma}_{i} \ell_{i}}\right)^{\ell_{i}} \right\rvert\, \begin{array}{c}
1 \\
\phi_{1}, \phi_{2}, \ldots, \phi_{N}, 0
\end{array}\right] \tag{6.10}
\end{align*}
$$

Consequently, using a simple transformation of random variables, the pdf of $\gamma_{\alpha}$ is obtained by substituting $\ell_{i}=L=2^{N-1}$ and $n=M$ in (6.9) to give

$$
\begin{equation*}
f_{\gamma_{\alpha}}(\gamma)=M \mathbf{P} \gamma^{-1} \mathbf{G}_{0, R}^{R, 0}\left[\left.\mathbf{R} \gamma^{\mathbf{M}}\right|_{\beta_{1}, \beta_{2}, \ldots, \beta_{N}}\right] \tag{6.11}
\end{equation*}
$$

where, $R=N 2^{N-1}, M=2^{N}-1, m_{T}=\sum_{i=1}^{N} m_{i}, \beta_{i}=\Delta\left(L, m_{i}\right), \mathbf{P}=\frac{\mathbf{L}^{\mathbf{m}_{\mathbf{T}}-\mathbf{N} / 2}}{(\sqrt{2 \pi})^{\mathbf{R}-\mathrm{N}} \prod_{\mathbf{i}=1}^{\mathrm{N}} \boldsymbol{\Gamma}\left(\mathbf{m}_{\mathbf{i}}\right)}$ and $\mathbf{R}=\frac{\mathbf{M}^{\mathrm{M}}}{\mathbf{L}^{\mathrm{R}}} \prod_{\mathbf{i}=\mathbf{1}}^{\mathbf{N}}\left(\mathbf{m}_{\mathbf{i}} / \bar{\gamma}_{\mathbf{i}}\right)^{\mathbf{L}}$. In Fig. 6.1, several curves of the PDF of $\gamma_{\alpha}$ are depicted as a function of $\gamma$, assuming identical fading conditions and $N=2,3$.

### 6.3.2 Outage Probability

The outage probability, defined as the probability that the received end-to-end SNR falls below a threshold, $\gamma_{\text {th }}$, can be obtained directly as $P_{\text {out }}\left(\gamma_{\text {th }}\right)=F_{\gamma_{\text {end }}}\left(\gamma_{\text {th }}\right)$. Based on the bound $\gamma_{\alpha}$ for the end-to-end SNR, the outage probability is obtained from (6.10) as

$$
\begin{equation*}
F_{\gamma_{\alpha}}\left(\gamma_{\mathrm{th}}\right)=F_{Y}\left(M \gamma_{\mathrm{th}}\right)=\mathbf{P G}_{1, R+1}^{R, 1}\left[\left.\mathbf{R} \gamma_{\mathrm{th}}^{\mathbf{M}}\right|_{\beta_{1}, \beta_{2}, \ldots, \beta_{N}, 0}\right] . \tag{6.12}
\end{equation*}
$$

### 6.3.3 Moments of End-to-End SNR Bound

The $v$-th moment of the end-to-end SNR bound is given by $E\left(\gamma_{\alpha}^{v}\right)=\int_{0}^{\infty} \gamma^{v} f_{\gamma_{\alpha}}(\gamma) d \gamma$. Replacing the pdf of $\gamma_{\alpha}$ given by (6.11), making the change of variables $y=\gamma^{M}$ and using [22, eq. (07.34.21.0009.01)] we obtain

$$
\begin{align*}
E\left(\gamma_{\alpha}^{v}\right) & =\mathbf{P} \int_{0}^{\infty} \mathbf{y}^{\mathbf{v} / \mathbf{M}-\mathbf{1}} \mathbf{G}_{0, R}^{R, 0}\left[\left.\mathbf{R y}\right|_{\beta_{1}, \beta_{2}, \ldots, \beta_{N}} ^{-}\right] \mathbf{d y} \\
& =\mathbf{P} \prod_{\mathbf{i}=\mathbf{1}}^{\mathbf{N}} \prod_{\mathbf{h}=\mathbf{1}}^{\mathbf{L}} \boldsymbol{\Gamma}\left(\frac{\mathbf{m}_{\mathbf{i}}+\mathbf{h}-\mathbf{1}}{\mathbf{L}}+\frac{\mathbf{v}}{\mathbf{M}}\right) \mathbf{R}^{-\mathbf{v} / \mathbf{M}} . \tag{6.13}
\end{align*}
$$



Figure 6.1: The PDF of $\gamma_{\alpha}$ for identical fading conditions and $N=2,3$.

### 6.3.4 Ayerage Symbol Error Probability

The average symbol error probability (ASEP) for a variety of digital modulation schemes is given by

$$
\begin{equation*}
\bar{P}_{s}(M)=\frac{1}{\pi} \int_{\theta_{A}}^{\theta_{B}} \mathbf{M}_{\gamma_{\alpha}}\left(\frac{\mathbf{g}_{\mathbf{M}}}{\sin ^{2} \theta}\right) \mathbf{d} \theta \tag{6.14}
\end{equation*}
$$

where the moment generating function of $\gamma_{\alpha}$ is obtained using [33, eq. (3)], as

$$
\begin{align*}
& \mathbf{M}_{\gamma_{\alpha}}(\mathbf{t})=\frac{\sqrt{\mathbf{M}} \mathbf{P}}{(\sqrt{\mathbf{2} \pi})^{\mathbf{M}-\mathbf{1}}}  \tag{6.15}\\
& G_{R, M}^{M, R}\left[\left(\frac{-t}{M}\right)^{M} \prod_{i=1}^{N}\left(\frac{m_{i}}{L \bar{\gamma}_{i}}\right)^{-L} \begin{array}{c}
\Delta\left(L, 1-m_{1}\right), \ldots, \Delta\left(L, 1-m_{N}\right) \\
\Delta(M, 0)
\end{array}\right]
\end{align*}
$$

Using (6.15), the result in (6.14) can be evaluated numerically. Furthermore, for noncoherent demodulation schemes with conditional SER expressed as $P_{e, n o n}(\gamma)=C \exp (-D \gamma)$, where $C$ and $D$ are constants depending on the modulation scheme, the average SER can be given directly by the MGF of $\gamma_{\alpha}$, as $\bar{P}_{e, \text { non }}=C \mathbf{M}_{\gamma_{\alpha}}(\mathbf{D})$.

### 6.3.5 Average Bit Error Probability

The conditional bit error probability (BEP) of many coherent modulation schemes in AWGN can be written as a linear combination of terms $P_{e}(\gamma)=A \operatorname{erfc}(\sqrt{\mathrm{~B} \gamma})$, where $\operatorname{erfc}(\cdot)$ is the complementary error function and $A, B$ are constants that depend on the specific modulation [53]. It then follows that for the multihop relay system the average BER can be given as a linear combination of terms $\bar{P}_{e}=\int_{0}^{\infty} P_{e}(\gamma) f_{\gamma_{\alpha}}(\gamma) d \gamma$, where $f_{\gamma_{\alpha}}(\gamma)$ is the pdf of end-to-end SNR bound $\gamma_{\alpha}$. Using the relation, $\operatorname{erfc}(\sqrt{\mathrm{B} \gamma})=$ $(\sqrt{\pi})^{-1} \mathrm{G}_{1,2}^{2,0}\left[\left.\mathrm{~B} \gamma\right|_{1,1 / 2} ^{1}\right]$, we have

$$
\begin{align*}
\bar{P}_{e}=A \frac{\mathbf{P}}{2 \sqrt{\pi}} \int_{0}^{\infty} & \gamma^{-1} G_{1,2}^{2,0}\left[\left.B \gamma\right|_{1,1 / 2} ^{1}\right]  \tag{6.16}\\
& \times G_{0, R}^{R, 0}\left[\left.\mathbf{R} \gamma^{\mathrm{M}}\right|_{\beta_{1}, \beta_{2}, \ldots, \beta_{N}}\right] d \gamma .
\end{align*}
$$

which can be obtained in closed form, as

$$
\begin{align*}
\bar{P}_{e}= & \frac{A \mathbf{P}}{2 \sqrt{\pi}(\sqrt{2 \pi})^{M-1}} \\
& \times G_{2 M, R+M}^{R, 2 M}\left[\left.\mathbf{R}\left(\frac{\mathbf{M}}{\mathbf{B}}\right)^{\mathbf{M}}\right|_{\beta_{1}, \beta_{2}, \ldots, \beta_{N}, \Delta(M, 0)} ^{\Delta(M, 1), \Delta(M, 1 / 2)}\right] \tag{6.17}
\end{align*}
$$

### 6.3.6 Ergodic Capacity

The ergodic capacity may be bounded as

$$
\begin{equation*}
\mathbf{E}_{\mathbf{A F}}=\int_{0}^{\infty} \log _{\mathbf{2}}(\mathbf{1}+\gamma) \mathbf{f}_{\gamma_{\alpha}}(\gamma) \mathbf{d} \gamma \tag{6.18}
\end{equation*}
$$

Substituting the following [4]

$$
\begin{equation*}
\ln (1+\gamma)=G_{2,2}^{1,2}\left[\left.\gamma\right|_{1,0} ^{1,1}\right] \tag{6.19}
\end{equation*}
$$

and (6.11) in (6.18), with the help of [22, eq. (07.34.21.0013.01)], we obtain

$$
\begin{align*}
& \mathbf{E}_{\mathbf{A F}}=\mathbf{P} \int_{\mathbf{0}}^{\infty} \gamma^{-\mathbf{1}} \mathbf{G}_{2,2}^{1,2}\left[\gamma| |_{1,0}^{1,1}\right] \mathbf{G}_{0, R}^{R, 0}\left[\left.\mathbf{R} \gamma^{\mathbf{M}}\right|_{\beta_{1}, \beta_{2}, \ldots, \beta_{N}} ^{-}\right] \mathbf{d} \gamma \\
& =\frac{\mathbf{P}}{(2 \pi)^{M-1} \ln (2)} G_{2 M, R+2 M}^{R+2 M, M}\left[\left.\mathbf{R}\right|_{\beta_{1}, \beta_{2}, \ldots, \beta_{N}, \Delta(M, 0), \Delta(M, 0)} ^{\Delta(M, 0), \Delta(M, 1)}\right] \tag{6.20}
\end{align*}
$$

### 6.4 Numerical Results

In this section we present some numerical evaluated results for the multihop relay transmission scheme with non-regenerative relays operating over Nakagami- $m$ fading channels. These results include lower bounds for the outage probability ( $P_{\text {out }}$ ) and the average bit error probability (ABEP).

In Fig. 6.2, using (6.12), the $P_{\text {out }}$ is plotted as a function of the average input SNR $\bar{\gamma}$, assuming identical fading parameters $m=m_{i}$ and $N=3$. It is depicted that $P_{\text {out }}$ improves by increasing $\bar{\gamma}$ and/or increasing $m$. In Fig. 6.3, using (6.15) the average BEP of binary differential phase shift keying (BDPSK) is plotted as a function of the $\bar{\gamma}$. Furthermore, it is assumed $N=2,3$ and several, identical values for $m_{i}$. It is depicted that the average BEP decreases with $N$ increasing and/or $m_{i}$ also increasing.


Figure 6.2: Outage Probability versus the average input SNR for several values of $m$ and $\mathrm{N}=3$.


Figure 6.3: Average BER for BDPSK vs $\bar{\gamma}$ for $N=2,3$ and several values of $m_{i}$.

### 6.5 Conclusions

In this section, we provided a closed-form expression for the upper bound of the end-toend SNR of a multi-hop relay system operating over a Nakagami- $m$ fading environment. The effect of both the desired signal as well as the relay noise powers are considered in setting the relay gains with the aim to maximize the end-to-end SNR. The results using the analytical expressions offer a tight bound to the corresponding exact results obtained by simulation.

## Chapter 7

## Exact Outage Probability of Dual-Hop Relay Systems in a Rayleigh Fading Channel with Multiple Interferers


#### Abstract

N this chapter, we study the effect of co-channel interference on the outage probability I of dual-hop wireless communication systems with amplify-and-forward (AF) relays operating in a Rayleigh fading channel. A four-parameter model for the dual-hop AF relay system is introduced, in which two of the parameters specify the type of gain adopted at the relay node while the other two parameters account for the presence of channel noise and co-channel interference at the destination node. We then derive the exact outage probability in terms of the well-known incomplete Weber integral, which can be easily and accurately evaluated numerically. The analytical results are validated by computer simulation.


### 7.1 Introduction

The cooperative diversity realized through relaying can provide increased link quality and reliability, and mitigate channel impairments in next generation wireless systems [24], [25]. In an amplify-and-forward (AF) relay system, the signal received at the relay node is simply amplified and forwarded to the destination node. Until recently, the performance
study of a dual-hop relaying system has been limited to systems that are noise-limited and relied on the end-to-end signal-to-noise ratio (SNR), which depends on the choice of the amplification gain adopted at the relay node. The optimal choice of the relay gain that maximizes the end-to-end SNR inverts a linear combination of the instantaneous channel gain and noise power at that relay node; this is categorized as the optimum channel-state information (CSI) assisted relay scheme [26], [65]. Other categories of AF relays include the channel assisted (or suboptimum CSI assisted) relays which ignore the presence of channel noise in the relay gain [65], [31] and the fixed gain relays (which include blind and semi-blind relays) [66], [63]. In [65], a two-parameter model is proposed that encompasses all the categories of AF arrays in noise-limited systems by an appropriate choice of two parameters.

However, since many practical wireless systems suffer from both interference and noise, attention has also turned recently to the analysis of dual-hop relay transmission in the presence of channel noise as well as multiple co-channel interferers; in many practical cases, the latter being more detrimental to system performance than thermal noise [67, 68, 69]. For example, in [67], dual-hop relaying is used to improve the throughput of an interference-limited time-division multiple-access (TDMA) scheme in which many relays share a single time-slot. In [68], asymptotic performance analysis of a CSI assisted dual-hop relay system is carried out to show that the presence of interference limits the system diversity gain. In [69], the outage probability of a fixed gain AF relay operating in a Rayleigh fading channel with interference-limited destination node (effect of noise ignored) was considered. Moreover, the authors in [70] derived the outage probability as well as the average bit error rate (BER) for a two-hop CSI assisted AF relay system operating in a Rayleigh fading channel with co-channel interference at the relay node only. Again, the effect of noise was ignored in their analysis. Ikki and Aissa [71] considered the presence of interference and noise at both the relay and destination nodes in deriving the outage probability and BER in a Rayleigh fading channel. However, for mathematical tractability, the end-to-end SNR was upper-bounded by selecting the weaker of the two
links between the source and the destination. Chen et al. [72] also considered the presence of noise and interference at both the relay and destination nodes but for the scenario in which the desired signal is assumed to have Rician fading due to the presence of line-of-sight propagation and the interfering signals from neighboring cells are assumed to experience Rayleigh fading. However, an exact performance analysis was not treated and only a bound on the outage probability was presented.

In this chapter, we consider a dual-hop relaying scheme in which the destination suffers from the presence of interference and noise and derive the exact outage probability. This work extends the analysis of [69] to include the effect of channel noise at the destination. In addition, we also extend the two-parameter model in [65] to include two additional parameters that account for the presence of interference and noise at the destination node. The exact expression for the outage probability is presented in terms of the incomplete Weber integral, which can be easily evaluated by several computer programs such as Matlab, Mathematica, or Maple. The analytical results are then validated by Monte Carlo simulation.

### 7.2 System Model

We consider a wireless communication system in which a source sends a message $x_{s}(t)$ to a destination via a non-regenerative relay. The signal received at the relay is given by

$$
\begin{equation*}
y_{R}(t)=\sqrt{P_{s}} \alpha_{1} x_{s}(t)+n_{1}(t) \tag{7.1}
\end{equation*}
$$

where $P_{s}$ is the transmit power, $\alpha_{1}$ is the instantaneous fading amplitude of the channel between the source and the relay, and $n_{1}(t)$ is the additive white Gaussian noise (AWGN) with average power $\sigma_{1}^{2}$ at the input of the relay. An AF relay multiplies the signal $y_{R}(t)$ by a gain $G$, and then re-transmits it to the destination, where the received signal is
given by

$$
\begin{gather*}
y_{D}(t)=\alpha_{2} G y_{R}(t)+\sum_{i=1}^{M} \sqrt{P_{i}} \beta_{i} x_{i}(t)+n_{2}(t) \\
=\alpha_{2} G\left\{\sqrt{P_{s}} \alpha_{1} x_{s}(t)+n_{1}(t)\right\} \\
+\sum_{i=1}^{M} \sqrt{P_{i}} \beta_{i} x_{i}(t)+n_{2}(t) . \tag{7.2}
\end{gather*}
$$

In (7.2), $\alpha_{2}$ denotes the fading envelope on the link between the relay and the destination, $M$ is the number of interfering signals present at the destination, each with power $P_{i}$ and fading amplitude $\beta_{i}(i=1,2, \ldots, M)$, and $\sigma_{2}^{2}$ is the noise power at the destination node. In general, the choice of the node gain, $G$, determines the end-to-end signal-to-interference-plus-noise ratio (SINR). The best choice of the relay gain that maximizes the end-to-end SINR requires the knowledge of the CSI, which includes the signal fading level as well as the noise power on the source-relay link. In such CSI-based relays, the amplification gain at the relay is chosen to invert the fading state of the preceding link. Following the two-parameter model proposed in [65], the corresponding relay gain is chosen as

$$
\begin{equation*}
G^{2}=\frac{P_{R}}{a P_{S} \alpha_{1}^{2}+b \sigma_{1}^{2}}, \tag{7.3}
\end{equation*}
$$

where $P_{R}$ is the output power of the relay and the parameters $a \in\{0,1\}$ and $b \in\{0,1\}$ are chosen in a similar manner as in [65], to encompass the different categories of relays that have been studied for the noise-limited environment. The resulting SINR at the destination node may be expressed as

$$
\begin{equation*}
\gamma_{e q}=\frac{P_{s} \alpha_{1}^{2} \alpha_{2}^{2} G^{2}}{\alpha_{2}^{2} \sigma_{1}^{2} G^{2}+c \sum_{i=1}^{M} P_{i} \beta_{i}^{2}+d \sigma_{2}^{2}} \tag{7.4}
\end{equation*}
$$

where the additional parameters $c \in\{0,1\}$ and $d \in\{0,1\}$ are introduced to account for the presence of co-channel interference and channel noise at the destination, respectively.

Substituting (7.3) in (7.4), the end-to-end SINR becomes

$$
\begin{equation*}
\gamma_{e q}=\frac{\gamma_{1} \gamma_{2}}{\gamma_{2}+\left(a \gamma_{1}+b\right)(c Z+d)} \tag{7.5}
\end{equation*}
$$

where $\gamma_{1}=P_{s} \alpha_{1}^{2} / \sigma_{1}^{2}$ is the instantaneous SNR on the source-relay link, $\gamma_{2}=P_{R} \alpha_{2}^{2} / \sigma_{2}^{2}$ is the instantaneous SNR on the relay-destination link, and $Z=\sum_{i=1}^{M} \zeta_{i}$, is the total interference at the destination, with $\zeta_{i}=P_{i} \frac{\beta_{i}^{2}}{\sigma_{2}^{2}}$ being the instantaneous interference-to-noise ratio (INR) of the $i$-th destination interferer. We consider a Rayleigh fading environment, i.e., the probability density function (pdf) of $\gamma_{i}, i=1,2$ and $\zeta_{i}, i=1,2, \ldots, M$, is given by

$$
\begin{align*}
f_{\gamma_{i}}(\gamma) & =\frac{1}{\lambda_{i}} e^{-\gamma / \lambda_{i}} u(\gamma)  \tag{7.6}\\
f_{\zeta_{i}}(\zeta) & =\frac{1}{\mu_{i}} e^{-\zeta / \mu_{i}} u(\zeta) \tag{7.7}
\end{align*}
$$

respectively, with $\lambda_{i}=\mathbb{E}\left(\gamma_{i}\right), i=1,2$, and $\mu_{i}=\mathbb{E}\left(\zeta_{i}\right), i=1,2, \ldots, M$, where $\mathbb{E}(\cdot)$ denotes expectation. Note that as stated earlier in (7.3)-(7.5), the parameters $a, b, c, d$ are appropriately chosen constants, introduced so that the result in (7.5) can conveniently generalize the special cases already reported in the literature.

Some of these special cases of (7.5) are considered next.
(i) In a noise-limited environment where there is no interfering signal $(c=0, d=1)$, (7.5) reduces to [65, eq. (1)]. Similar to [65], standard configurations, namely, CSI optimum gain, CSI sub-optimum gain, and fixed gain relay configurations are represented, respectively, with $(a, b) \in\{(1,1),(1,0),(0, C)\}$, where $C$ is a constant [65]-[63].
(ii) In an interference-limited environment with co-channel interference dominating the destination node and fixed gain relay ( $c=1, a=d=0$ ), the effect of noise may be ignored. The resulting end-to-end signal-to-interference ratio (SIR) is given by

$$
\begin{equation*}
\gamma_{e q}=\frac{\gamma_{1} \gamma_{2}}{\gamma_{2}+b Z} \tag{7.8}
\end{equation*}
$$

with $b$ being a constant. Note that this case is treated in [69] where the parameter $b$ is chosen as $b=1+P_{s} \mathbb{E}\left(\alpha_{1}\right) / \sigma_{1}^{2}$. In the following section, we derive the outage probability
for the generalized end-to-end SINR given in (7.5).

### 7.3 Outage Probability

In a wireless communication system with co-channel interference and thermal noise, the outage probability is the probability that the instantaneous SINR exceeds a preset threshold $\gamma_{t h}$, and is given by

$$
\begin{align*}
P_{\text {out }}= & \operatorname{Pr}\left(\gamma_{\text {eq }} \leq \gamma_{\text {th }}\right) \\
& =\operatorname{Pr}\left(\gamma_{2} \leq \frac{\gamma_{t h}\left(a \gamma_{1}+b\right)(c Z+d)}{\left(\gamma_{1}-\gamma_{t h}\right)}\right) \tag{7.9}
\end{align*}
$$

Conditioning on the random variables $\gamma_{1}$ and $Z$, the outage probability becomes

$$
\begin{align*}
P_{\text {out }}=\mathbb{E}_{Z} & {\left[\int_{0}^{\gamma_{\text {th }}} \operatorname{Pr}\left(\gamma_{2}>\frac{\gamma_{t h}\left(a \gamma_{1}+b\right)(c Z+d)}{\left(\gamma_{1}-\gamma_{t h}\right)}\right) f_{\gamma_{1}}\left(\gamma_{1}\right) d \gamma_{1}\right.} \\
& \left.+\int_{\gamma_{t h}}^{\infty} F_{\gamma_{2}}\left(\frac{\gamma_{t h}\left(a \gamma_{1}+b\right)(c Z+d)}{\left(\gamma_{1}-\gamma_{t h}\right)}\right) f_{\gamma_{1}}\left(\gamma_{1}\right) d \gamma_{1}\right] \tag{7.10}
\end{align*}
$$

where $F_{\gamma_{2}}(\cdot)$ is the cumulative density function (cdf) of the random variable $\gamma_{2}$ and the expectation $\mathbb{E}_{Z}(\cdot)$ is taken over the random variable $Z$. Using the fact that the $\operatorname{cdf}$ of $\gamma_{2}$ is $F_{\gamma_{2}}(\gamma)=1-e^{-\gamma / \lambda_{2}}$, the integral in (7.10) becomes

$$
\begin{align*}
I= & \int_{0}^{\gamma_{\text {th }}} f_{\gamma_{1}}\left(\gamma_{1}\right) d \gamma_{1}+\int_{\gamma_{t h}}^{\infty} f_{\gamma_{1}}\left(\gamma_{1}\right) d \gamma_{1} \\
& -\int_{\gamma_{t h}}^{\infty} \exp \left(-\frac{\gamma_{t h}\left(a \gamma_{1}+b\right)(c Z+d)}{\left(\gamma_{1}-\gamma_{t h}\right) \lambda_{2}}\right) \exp \left(-\frac{\gamma_{1}}{\lambda_{1}}\right) d \gamma_{1} \\
& \cdot \int_{\gamma_{t h}}^{\infty} \exp \left(-\frac{\gamma_{t h}\left(a \gamma_{1}+b\right)(c Z+d)}{\left(\gamma_{1}-\gamma_{t h}\right) \lambda_{2}}\right) \exp \left(-\frac{\gamma_{1}}{\lambda_{1}}\right) d \gamma_{1}
\end{align*}
$$

Upon making the change of variable $x=\gamma_{1}-\gamma_{t h}$ in (7.11) and simplifying, we have

$$
\begin{align*}
I=1 & -\exp \left(-\frac{\gamma_{t h}}{\lambda_{1}}-\frac{\gamma_{t h}(c z+d) a}{\lambda_{2}}\right) \\
& \cdot \int_{0}^{\infty} \exp \left(-\frac{x}{\lambda_{1}}-\frac{\gamma_{t h}(c z+d)\left(a \gamma_{t h}+b\right)}{\lambda_{2} x}\right) d x \tag{7.12}
\end{align*}
$$

The integral in (7.12) may be evaluated via [4, eq. (3.471.9)]; upon substituting (7.12) back in (7.10), the outage probability becomes

$$
\begin{equation*}
P_{o u t}=\mathbb{E}_{Z}\left[1-2 \exp \left(-\frac{\gamma_{t h}}{\lambda_{1}}-\frac{\gamma_{t h}(c Z+d) a}{\lambda_{2}}\right) \cdot \sqrt{\varphi(Z)} K_{1}(2 \sqrt{\varphi(Z)})\right] \tag{7.13}
\end{equation*}
$$

where $\varphi(Z)=\frac{\gamma_{t h}(c Z+d)\left(a \gamma_{t h}+b\right)}{\lambda_{1} \lambda_{2}}$ and $K_{1}(\cdot)$ is the modified Bessel function of the second kind and first order [20]. Note that in the case of a noise-limited system (no interference), we have ( $c=0, d=1$ ) and (7.13) becomes

$$
\begin{equation*}
P_{\text {out }}=1-2 \exp \left(-\gamma_{\text {th }}\left(\lambda_{1}^{-1}+a \lambda_{2}^{-1}\right)\right) \cdot \sqrt{\frac{\gamma_{t h}\left(a \gamma_{t h}+b\right)}{\lambda_{1} \lambda_{2}}} K_{1}\left(2 \sqrt{\frac{\gamma_{t h}\left(a \gamma_{t h}+b\right)}{\lambda_{1} \lambda_{2}}}\right) \tag{7.14}
\end{equation*}
$$

as expected [73, eq. (14)]. In the remainder of this section, we focus our attention on the presence of interference at the destination node (i.e., $c \neq 0$ ).

### 7.3.1 Distinct interferers

In the presence of $M$ independent interferers with distinct average INRs, i.e., $\mu_{1} \neq \mu_{2} \neq$ $\ldots \neq \mu_{M}$, the pdf of $Z=\sum_{i=1}^{M} \zeta_{i}$ is given by

$$
\begin{equation*}
f_{Z}(z)=\sum_{i=1}^{M} \frac{\pi_{i}}{\mu_{i}} \exp \left(-\frac{z}{\mu_{i}}\right) \tag{7.15}
\end{equation*}
$$

where $\pi_{i}=\prod_{k=1, k \neq i}^{M} \frac{\mu_{i}}{\mu_{i}-\mu_{k}}$. Taking the expectation in (7.13) over the pdf in (7.15), the outage probability in the presence of distinct power interferers at the destination may be
written as

$$
\begin{align*}
P_{\text {out }}=1 & -2 \exp \left(-\frac{\gamma_{\text {th }}}{\lambda_{1}}-\frac{a d \gamma_{t h}}{\lambda_{2}}\right)\left(\sqrt{\frac{\gamma_{t h}\left(a \gamma_{t h}+b\right)}{\lambda_{1} \lambda_{2}}}\right) \\
& \cdot \sum_{i=1}^{M} \frac{\pi_{i}}{\mu_{i}} \int_{0}^{\infty}(c z+d)^{1 / 2} e^{-z\left(\mu_{i}^{-1}+\gamma_{\text {th }} a c \lambda_{2}^{-1}\right)} \cdot K_{1}(2 \sqrt{\varphi(z)}) d z . \tag{7.16}
\end{align*}
$$

Making the change of variables $t=2 \sqrt{\frac{\gamma_{t h}(c z+d)\left(a \gamma_{t h}+b\right)}{\lambda_{1} \lambda_{2}}}$, the integral in (7.16) becomes

$$
\begin{equation*}
I=\frac{2}{A^{3} c} \exp \left(\frac{d}{c}\left(\mu_{i}^{-1}+\gamma_{t h} a c \lambda_{2}^{-1}\right)\right) \int_{A}^{\infty} t^{2} e^{-B_{t^{2}}} K_{1}(t) d t \tag{7.17}
\end{equation*}
$$

where $A=2 \sqrt{\frac{\gamma_{t h}\left(a \gamma_{t h}+b\right) d}{\lambda_{1} \lambda_{2}}}, B_{i}=\frac{\lambda_{1} \lambda_{2}\left(\mu_{i}^{-1}+a c \gamma_{t h} \lambda_{2}^{-1}\right)}{4 \gamma_{t h}\left(a \gamma_{t h}+b\right) c}$, and $c \neq 0$. Finally, simplifying (7.17) and substituting in (7.16), the outage probability may be expressed as

$$
\begin{align*}
P_{\text {out }}=1- & \frac{1}{2 c}\left(\frac{\lambda_{1} \lambda_{2}}{\gamma_{\text {th }}\left(a \gamma_{\text {th }}+b\right)}\right) \\
& \cdot \sum_{i=1}^{M} \frac{\pi_{i}}{\mu_{i}} \exp \left(\frac{d}{c \mu_{i}}-\frac{\gamma_{t h}}{\lambda_{1}}\right) \\
& \cdot\left[\frac{1}{8 B_{i}^{2}} \Psi\left(2 ; 2 ; \frac{1}{4 B_{i}}\right)-K_{e_{2,1}^{2}}\left(B_{i}, A\right)\right] \tag{7.18}
\end{align*}
$$

where $\Psi(u ; v ; x)=\frac{1}{\Gamma(u)} \int_{0}^{\infty} e^{-x t} t^{u-1}(1+t)^{v-u-1} d t$ is the confluent hypergeometric function of the second kind [20] and

$$
\begin{equation*}
K_{e_{u, v}^{2}}(p, x)=\int_{0}^{x} t^{u} e^{-p t^{2}} K_{v}(t) d t \tag{7.19}
\end{equation*}
$$

is the incomplete Weber integral, which has applications in several engineering fields $[74,75,76]$. Note that in the special case of interference-limited destination (no noise) and a fixed gain policy adopted at the relay (i.e., $c=1, a=d=0$ ), (7.18) reduces to [69, eq. (11)], as expected. Note that there are several numerical integration techniques that can be used to evaluate the incomplete Weber integral given in (7.19). For the special case of interest, i.e., when $u>0$ and $v=1$, it can be shown that $K_{e_{u, 1}^{2}}(p, x)$ may be
written as

$$
\begin{align*}
K_{e_{u, 1}^{2}}(p, x) & =\frac{x^{u}}{u} \int_{0}^{\infty} e^{-\tau}{ }_{1} F_{1}\left(\frac{u}{2} ; 1+\frac{u}{2} ;-x^{2}\left(p+\frac{1}{4 \tau}\right)\right) d \tau \\
& \cong \frac{x^{u}}{u} \sum_{i=1}^{N} w_{i 1} F_{1}\left(\frac{u}{2} ; 1+\frac{u}{2} ;-x^{2}\left(p+\frac{1}{4 y_{i}}\right)\right) \tag{7.20}
\end{align*}
$$

where ${ }_{1} F_{1}(\cdot)$ is the confluent hypergeometric function [4]; weights $w_{i}$ and roots $y_{i}$ are given in [20, eq. (25.4.45)] for different values of $N$. The result in (7.20) provides a very efficient technique for the numerical evaluation of the incomplete Weber integral and it is used to compute the numerical results in this chapter. The numerical integration based on (7.20) was done for $N=8$ and a perfect match between the numerical integration and the exact results was observed. In fact, very close approximations were observed for values of $N$ as low as $N=2$. The proof of (7.20) is as follows: making the substitution substituting $s=t / x$ in (7.19) and using [4, eq. (8.432.6)], we have

$$
\begin{align*}
& K_{e_{u, v}^{2}}(p, x)=\frac{x^{u+v+1}}{2^{v+1}} \\
& \quad \cdot \int_{0}^{1} s^{u+v} e^{-p(x s)^{2}} \int_{0}^{\infty} z^{-v-1} e^{-z-\frac{(x s)^{2}}{4 z}} d z d s \tag{7.21}
\end{align*}
$$

Interchanging the order of integration in (7.21) and introducing $\omega=s^{2}$, we have

$$
\begin{align*}
& K_{e_{u, v}^{2}}(p, x)=\frac{x^{u+v+1}}{2^{v+2}} \int_{0}^{\infty} e^{-z} z^{-v-1} \\
& \cdot \int_{0}^{1} \omega^{(u+v-1) / 2} e^{-\omega x^{2}\left(p+\frac{z}{4}\right)} d \omega d z \\
& =\frac{x^{u+v+1}}{2^{v+2}} \\
& L\left[z^{-v-1} \int_{0}^{1} \omega^{(u+v-1) / 2} e^{-\omega x^{2}\left(p+\frac{1}{4 z}\right)} d \omega ; s=1\right] \tag{7.22}
\end{align*}
$$

where $L[f(z) ; s]$ is the Laplace transform of $f(z)$ [4, eq. (17.11)]. Using the identity of the Laplace transform in [4, eq. (17.12.2)], we have

$$
\begin{align*}
& K_{e_{u, v}^{2}}(p, x)=\frac{x^{u+v+1}}{2^{v+2}} \\
& \left\{s L\left[\int_{0}^{\tau} z^{-v-1} \int_{0}^{1} \omega^{(u+v-1) / 2} e^{-\omega x^{2}\left(p+\frac{1}{4 z}\right)} d \omega d z ; s\right]\right\}_{s=1} \\
& =\frac{x^{u+v+1}}{2^{v+2}} \\
& \left\{s L\left[\int_{0}^{1} \omega^{(u+v-1) / 2} e^{-\omega x^{2} p} \int_{0}^{\tau} z^{-v-1} e^{-\frac{\omega x^{2}}{4 z}} d z d \omega ; s\right]\right\}_{s=1} \tag{7.23}
\end{align*}
$$

When $u>0$ and $v=1,(7.23)$ becomes [4, eq. (3.371.3)]

$$
\begin{align*}
& K_{e_{u, v}^{2}}(p, x)=\frac{x^{u}}{2} \\
& \quad\left\{s L\left[\int_{0}^{1} \omega^{\frac{u}{2}-1} \exp \left(-\omega x^{2}\left(p+\frac{1}{4 \tau}\right)\right) d \omega\right]\right\}_{s=1} \tag{7.24}
\end{align*}
$$

Finally, the integral in (7.24) may be evaluated via [20, eq. (13.2.1)] to yield the result in (7.20).

### 7.3.2 Identical interferers

When the $M$ interferers at the destination are independent and identically distributed, i.e., $\mu_{1}=\mu_{2}=\ldots=\mu_{M}=\mu$, the pdf of $Z=\sum_{i=1}^{M} \zeta_{i}$ is given by

$$
\begin{equation*}
f_{Z}(z)=\frac{z^{M-1}}{\mu^{M}(M-1)!} \exp \left(-\frac{z}{\mu}\right) \tag{7.25}
\end{equation*}
$$

Taking the expectation in (7.13) over the pdf in (7.25), we obtain the outage probability in the presence of identical interferers at the destination node as

$$
\begin{align*}
& P_{\text {out }}=1-\frac{4 \exp \left(-\gamma_{t h} \lambda_{1}^{-1}-a d \gamma_{t h} \lambda_{2}^{-1}\right)}{A \mu^{M}(M-1)!} \\
& \int_{0}^{\infty} z^{M-1}(c z+d)^{1 / 2} e^{-z\left(\mu^{-1}+\gamma_{\text {th }} a c \lambda_{2}^{-1}\right)} K_{1}(2 \sqrt{\varphi(z)}) d z \tag{7.26}
\end{align*}
$$

Upon making a change of variable as before, performing the resulting binomial expansion, and simplifying the integral $\int_{A}^{\infty} t^{2(k+1)} e^{-B t^{2}} K_{1}(t) d t,(7.26)$ may be simplified as

$$
\begin{align*}
P_{\text {out }}=1 & -\frac{\exp \left(-\gamma_{t h} \lambda_{1}^{-1}+d /(c \mu)\right)}{2(c \mu)^{M}(M-1)!}\left(\frac{\lambda_{1} \lambda_{2}}{\gamma_{t h}\left(a \gamma_{t h}+b\right)}\right) \\
& \sum_{k=0}^{M-1}\binom{M-1}{k}(-d)^{M-k-1}\left(\frac{\lambda_{1} \lambda_{2}}{4 \gamma_{t h}\left(a \gamma_{t h}+b\right) c}\right)^{k} \\
& \cdot\left[\frac{k!(k+1)!}{8 B^{k+2}} \Psi\left(k+2 ; 2 ; \frac{1}{4 B}\right)-K_{e_{2(k+1), 1}^{2}}(B, A)\right] \tag{7.27}
\end{align*}
$$

where $B=\frac{\lambda_{1} \lambda_{2}\left(\mu^{-1}+a c \gamma_{t h} \lambda_{2}^{-1}\right)}{4 \gamma_{t h}\left(a \gamma_{t h}+b\right) c}$. Note that when $c=1$ and $a=d=0$, i.e., fixed gain relays in an interference-limited system, (7.27) agrees with [69, eq. (11)].

### 7.4 Numerical Results

In this section we present some numerical results to illustrate the analytical expressions of the outage probability derived in this chapter. Fig. 7.1 shows the outage probability with $\gamma_{t h}=3 \mathrm{~dB}$ of a dual-hop AF relay system with CSI optimum gain in the presence of multiple interferers with distinct aver-age INRs at the destination node. For illustration purposes we assume equal transmit powers at the source and relay nodes and average INRs of the interfering signals for $M=1, \ldots, 5$ given by $\mu=3.1 \mathrm{~dB},\{\mu\}_{i=1}^{M}=[3.1,3.5]$ $\mathrm{dB},\{\mu\}_{i=1}^{M}=[3.1,3.5,4] \mathrm{dB},\{\mu\}_{i=1}^{M}=[3.1,3.5,4,4.5] \mathrm{dB},\{\mu\}_{i=1}^{M}=[3.1,3.5,4,4.5$, 5] dB, respectively. We observe that as the number of interfering signals increases the outage probability increases, with the most dramatic performance deterioration occurring with the introduction of the first interferer. Moreover, perfect agreement between the analytical expression in (7.18) and simulation results is observed.

Fig. 7.2 compares the outage probability of dual-hop relay systems with CSI-assisted relays (optimum and suboptimum gains) and fixed-gain relays with the parameters $a=0$, $b=\lambda_{1} /\left(\exp \left(1 / \lambda_{1}\right) \mathrm{E}\left(1 / \lambda_{1}\right)\right)$ [66], where $E_{1}(\cdot)$ is the error integral [4]) when there is no interferer $(M=0)$ and when there are five equal-power interferers $(M=5)$ with average


Figure 7.1: Outage probability for a dual-hop relay system with optimum CSI gain in the presence of distinct-power interferers.

INR $\{\mu\}_{i=1}^{M}=5 \mathrm{~dB}$. We also assume that the average SNRs on the source-relay and relaydestination links are equal, whereas the threshold is set at $\gamma_{t h}=0$ and 5 dB . The results show that for medium to large average SNR per link, the systems with CSI optimum and suboptimum gains outperform those with fixed gain. However, the fixed-gain relays slightly outperform systems with variable-gain relays at low average SNRs. This is due to the fact that the variable gain relay has a gain floor when $\lambda_{1}=\mathbb{E}\left(\gamma_{1}\right)$ is very small [66].


Figure 7.2: Outage probability for different categories of dual-hop AF relay systems with $M=0$ (no interferer) and $M=5$ equal-power interferers.

### 7.5 Conclusion

In this chapter, we derived the exact outage probability for a dual-hop AF relay system operating over a Rayleigh fading channel in the presence of co-channel interference at the destination. Specifically, we derived an exact expression for the outage probability in terms of the incomplete Weber integral, which can be easily and accurately evaluated. The derived results are sufficiently general to include several special cases already treated in the literature. The analytical results were validated by computer simulation.
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[^0]:    ${ }^{1}$ It is noted that the definition of all the MGF expressions presented in this theses is $\mathcal{M}_{\gamma}(s) \triangleq$ $\mathbb{E}\langle\exp (-s \gamma)\rangle,[3$, eq. (5.62)].

