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Abstract 
In an increasingly digitally developing world – a world where most aspects of modern life are directly or 
indirectly related to digital technology – the relationship between data, privacy, and trust has become a 
focal point of contemporary debate. The enormous amount of data generated, partly due to our constant 
preoccupation with social media and making transactions online, has increased the demand for online 
security and assurance that being on the internet does not signify total exposure. 

The lack of such guarantee is shaking the foundations of social and digital trust. Thus, it is imperative 
that we delve into the intricate dynamics and interdependencies that exist within this framework, and explore 
the challenges and opportunities posed by the rapid development of digital technologies. By examining the 
multifaceted aspects of data collection, storage, and utilization, we can pinpoint the consequences this 
signals for privacy and trust within social systems. The delicate balance lies within taking into account the 
financial, political, legal, ethical, and finally societal dimensions surrounding data governance without losing 
focus of the ultimate goal: establishing user trust and maintaining social cohesion. 
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Introduction 
In today's interconnected world, data plays a role of great importance. It has become the lifeblood of 
science, technology, and business production, facilitating innovation and overall human progress. Data 
holds the key to valuable insights that can help us make decisions and transform how we understand and 
interact with the world around us, as it fuels scientific advancements, paves the way for economic growth, 
and enhances our everyday experiences. From a simple social media update to the complex organization 
of business client lists and government digital records, data is at the core of our integrated world, shaping 
the present and likely the future of our societies. 

In this framework, this thesis discusses the relationship between data, privacy, and trust that exists in 
human social systems of our age. Part One explores the nature of data, data functions and how it is intended 
to be used by applications. By differentiating between private (closed) and publicly available (open) data, it 
then delves into data security and data theft, how cyberattacks work, and who may steal data (hackers, 
terrorist/activist groups, governments). It also looks at the use of stolen data by individuals compared to 
monitoring by governments, and the role of Artificial Intelligence (AI) in facilitating data fraud, as well as 
tangible examples of AI misuse, including the Cambridge Analytica scandal and other notable incidents 
(such as the use of deepfakes for comedic or political purposes). 

In Part Two, the thesis examines the use of data from 3 different yet associated scopes: the 
commercial/business aspect, the political aspect, and the legal aspect. The first refers to conducting 
business with data (e.g., insurance companies offering deals based on social media profiling). The political 
aspect of data use is centered around how data is used in democracies compared to oligarchies. There is 
an extensive description of how the social profiling and social monitoring systems work in China, as well as 
what the case is when it comes to public surveillance in liberal democratic countries like the Netherlands 
and France. Lastly, the legal aspect explores how authoritative-governed countries, such as China, regulate 
data and its use (e.g., PIPL laws), and – on the other hand – how democracies protect the rights of citizens 
(e.g., GDPR laws); in the latter part there is also mention of the legal status quo in other low and middle-
income areas of the world, like Africa and India. The existence of laws is vital, chapter 7 highlights, as it 
allows people to coexist in a safe and secure environment; equally important is another element that 
functions as the “glue” within a society: trust. 

Part Three elaborates on the importance of trust in human societies and how it has helped shape 
modern social systems. The final chapters underline the challenge of having trust in one another in a rapidly 
changing world, in which it is simpler than ever to distort what we would perceive as reality. The rising 
production of deepfakes, the rapid spread of fake news and the privacy and security questions emerging 
are only a few examples of contemporary challenges brought forward by the increasing use of Artificial 
Intelligence. The thesis concludes by emphasizing that establishing trust in social systems of our society 
(individuals, groups, or institutions) is particularly challenging, yet essential if humans wish to live in 
prosperous societies. By encouraging media literacy and cybersecurity education to all users, by ensuring 
that the law continues to protect the rights of citizens and with the help of digital technology itself, we can 
ensure that digital technologies remain a human tool and not a human equal. 

Finally, this thesis is based on the common scientific acceptance that the modern world is quite different 
than it used to be since the emergence of digital technologies. The modern world is a modern state of 
affairs, a mixture of the physical world as we consciously perceive it as humans, and the digital world. In 
this state of affairs, the Digitally Developing World, our everyday reality is linked to the material world as 
we known it, but the digital aspect seems to become more prominent in our daily lives through our online 
presence on a social, financial, and political level (e.g., social media, e-banking, e-government services). 
This is the most important key take-away: we might be (entering) in the homo digitalis era, yet we are still 
human, and our societies function upon the same principles: trust, integrity, and social cohesion. 
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PART ONE – Data and AI 

data 
noun 
noun: data 

1. facts and statistics collected together for reference or analysis. 
2. the quantities, characters, or symbols on which operations are performed by a computer, which 

may be stored and transmitted in the form of electrical signals and recorded on magnetic, optical, 
or mechanical recording media. 

3. PHILOSOPHY 
Things known or assumed as facts, making the basis of reasoning or calculation. 
 

Origin: mid-17th century (as a term in philosophy): from Latin, plural of datum. 
 

Definitions from Oxford Languages 

[Source: https://languages.oup.com/google-dictionary-en/] 

 

  

https://languages.oup.com/google-dictionary-en/
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1. What is data? 
One of the main characteristics that differentiate humans from other animals lies in the complexity of cognition 
(Luppi et al., 2022). Although every being endowed with a brain has the ability to perceive the outer world to 
some extent through its senses, our unique capacity of noticing, registering, processing, and sharing large 
and complex pieces of information with other humans is what has gradually led us to what one could poetically 
call the apex of the animal kingdom. 

Certainly, this cognitive ability did not preexist innate to humankind, but was rather part of a lengthy 
evolutionary process: the more humans were forming bigger societies, the more sharing precise information 
fast and efficiently became a need of vital importance. As humans found ways to tackle everyday life 
challenges (such as finding shelter), and educate their offspring regarding those, the information being shared 
became more complex. And, consequently, the more mentally engaging our social relationships became, the 
mightier our brains grew. 

The above tangible paradigm derives from real life circumstances – the analogue world. However, it is 
also a pattern that can be found in what is sometimes called the “digital world”, which consists of computers, 
networks, programs, applications. All the above is a human invention predicated on what had until recently 
only been happening in the natural, physical sphere: collecting details, mentally saving them, processing 
them, possibly transmitting them, and finally making assessments or decisions based on the outcome – the 
substantial information – we got from the specifics we have evaluated. With regards to the “digital world”, we 
principally refer to these details as data (Merriam-Webster). 

If we were to make a categorization in order to better understand the relationship between data, 
information, knowledge, and wisdom, we would use the DIKW pyramid: a hierarchical model that suggests 
that data is the lowest level, followed by information, knowledge, and wisdom at the highest level. This 
pyramid (Image 1) is used to illustrate the idea that data, when organized and presented in a meaningful way, 
allows us to deduct information; this information is then used to gain knowledge (the understanding and 
application of information to make decisions and solve problems), and eventually wisdom – the ability to make 
sound judgments and decisions based on experience, knowledge, and insight (Rowley, 2007). 

 

 
Image 1: The DIKW pyramid (Shôn Ellerton, 2019) 
[Source: https://medium.com/ironkeel/dikw-pyramids-and-car-crashes-de77591f1491] 

 

Data, which is the core of the pyramid above, is characterized by its presence in digital networks, which 
allows computer systems (e.g., personal computers, routers, servers, smart devices, etc.) to function and 

https://medium.com/ironkeel/dikw-pyramids-and-car-crashes-de77591f1491
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instantly communicate with one another (Rowley, 2007). These systems are able to transmit the data and/or 
collect and store it for future use, analysis, and evaluation. Data can be collected either by humans, who 
manually manage these systems to enter and extract information, or by automatic observation and tracking 
of the flow of information by digital means. Such means include algorithms, applications and artificial 
mechanisms, whose role is to monitor small networks or even the world wide web (online tracking) 
(Bumblauskas et al., 2015). 

Large and composite sets of data that need to be processed, usually with the help of non-traditional 
methods (e.g., computers and applications enhanced by Artificial Intelligence), are commonly referred to as 
Big Data (Schönberger et al., 2013).  Big Data is characterized by what is called the 5 V’s: volume (the amount 
of data), variety (the types of data: structured/unstructured), velocity (the speed in which Big Data is 
generated), veracity (the trustworthiness of data), and value (how organizations can use that data to derive 
information and, subsequently, knowledge) (Kitchin, 2014).  

 
Image 2: The 5V s of Data  
[Source: https://medium.com/@get_excelsior/big-data-explained-the-5v-s-of-data-ae80cbe8ded1] 

 

Big Data can be collected either online or offline via structured or unstructured data sources. Structured 
data (e.g., dates, names, addresses, telephone numbers) are usually stored in categorization tables or simple 
Excel files and other relational databases, whereas unstructured data (e.g., images, audio, video, free text) 
can be collected from articles, blogs, forums, and social media (Facebook, Instagram, Twitter posts, TikTok, 
etc.) (Zulkarnain & Anshari, 2016). 

The information being gathered can be of private nature (closed data) – meaning it can only be accessed 
by the system managing it, and the owner/manager of said data – or publicly accessible and shareable by 
anyone who wishes to do so (open data) (Kitchin, 2014). 

Data collections entail elements in the form of numbers, words, images, sounds, and any means that can 
be digitalized. As the use of digital networks for the transfer of information has surpassed this of traditional 
means of information sharing, the volume of data emerging is multiplying at a tremendous pace. Therefore, 
instead of collecting these details, the main present-day challenge lies in organizing and sorting them in a 
way that would make them readily accessible, inspectable, and analyzable 7. Fundamentally, in order to be 
able to extract safe conclusions and answer questions at hand, it must be ensured that this data is efficiently 
protected, and the information that it represents is kept intact in its entirety. That is because these questions 
are associated not only with scientific research, but also with everyday life decision-making, profit-related 
purposes, and policy making by financial entities (e.g., companies), organizations, and state governments. 

https://medium.com/@get_excelsior/big-data-explained-the-5v-s-of-data-ae80cbe8ded1
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Hence the importance of data security is becoming crucial, affecting us all on an individual, as much as on a 
societal level. 

This is especially imperative in the era of digital globalization, which signals the integration and 
interconnectedness of economies, societies, and cultures facilitated by digital technologies and the internet 
(Manyika et al., 2016). There has been extensive discussion regarding how humanity now lives in the “Digital 
World”. Yet, in this thesis I defend the idea that this is not a “Digital” or “Digitalized” world that we are 
discussing about, but a Digitally Developing World. 

My argument is that calling it the “Digital World” would suppose that all interactions and transactions take 
place exclusively in a computer-generated environment, a collective virtual shared space. It is not a 
“Digitalized World” either, because this would imply that what started in a physical dimension now exists fully 
in a digital one. As it will be demonstrated in this academic paper, our World, our current state of affairs, is a 
mixture of the tangible, the physical world as we perceive it through our senses and the help of our logic (also 
called the “real life”), and digital technologies, which are becoming all-pervasive in our daily lives. From 
personal accounts on social media, to online banking and digital public services (e-government), our “real 
life” identity and our digital profiles are not separate and independent. On the contrary, they tend to coexist 
and complement one another.  

These two dimensions (physical and online) align and create an amalgam, the Digitally Developing World, 
which I ponder as follows: 

a) it is a true-to-life “world”, because it includes our everyday reality, and it is not unaffiliated to the material 
world as generally known to humans; 

b) it is “digitally developing” because it is not fully digital or digitized, but rather the digital aspect seems 
to increasingly become more prominent in our daily lives through our online presence on a social, financial, 
and political level (e.g., social media, e-banking, e-government services). What occurs in the digital sphere 
seems to tremendously affect our “real lives” as well; 

c) it is a world where most aspects of modern life are directly or indirectly related to digital technology, 
from politics to education, warfare, marketing, etc. 

The interaction between the Physical World, the Digitally Developing World and the Digital World can be 
demonstrated schematically as follows: 
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Image 3a: Circa 1980, Technology and Science contributed to the birth of the Digital World (Tyner, 2014), which 
grew as something separate from the Physical World. 
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Image 3b: The Digital World and the Physical World coexist; the Digital World grew over the years as 
Technology and Science thrived and came to interact more with everyday human life. The fields where the 
Physical World and the Digital World meet create a new sphere/aspect of contemporary state of affairs: the 
Digitally Developing World (DDW). Trust among humans is the main common element that binds the Physical 
World together, while in the Digital World, this role is claimed by Privacy and Security of data and 
information. Both of these components and their importance are passed to the DDW in ways that will be 
explored in this thesis. 

 

 Before we see how the Digitally Developing World functions and how human relationships unfold 
in its spectrum, we will examine in detail the role data nowadays plays in the life of the average citizen.  
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2. Data Theft 
Data security, the protection of data of individuals or other entities from unauthorized access, 
alternation/corruption, or destruction, appeared approximately at the same time as the Internet itself (Kuner, 
2017). In an effort to ensure that the information conveyed would reach the recipient as it was meant to – 
unharmed by external factors and agents – the first antivirus software programs were created. The so-called 
CIA triad (Confidentiality, Integrity, Availability) started to represent the main three attributes of secure 
systems: confidentiality means that data is kept private and confidential; integrity means that data is accurate 
and not modified or destroyed; availability refers to the systems and resources being available when needed 
(National Institute of Standards and Technology, 1993). 

 
Image 4: A visual representation of the CIA triad 
 
 The antivirus programs were tasked with ensuring that the CIA was in place, and thus a system was 

secure. Their role was to stop foreign interventions and notify the user when their system was under attack 
or whenever there had been a security breach attempt. As over the years data-sharing became more 
widespread, and the data and the networks in which it existed (also known as cyberspace) evolved into more 
intricate, the demand for quick and efficient defense systems rose higher. That being so, the field of 
Cybersecurity and a whole data protection-centric industry were born. 

At this point, it would be crucial to underline that the rapid development, which the domain of 
Cybersecurity has known, is a direct product of the increased number of human-induced cyberattacks. Types 
of cyberattacks have been the epicenter of study, especially during the past decade, as our social and 
economic lives become more and more internet dependent. Out of the many ways one could try to gain 
unauthorized access to other people’s data, the most notable include (Bendovschi, 2015) :  

• Man-in-the-middle attack: it aims to intercept and potentially alter the communication between two 
parties who believe they are directly communicating with each other. In a MITM attack, the attacker positions 
themselves between the legitimate parties, effectively “eavesdropping” on their communication and 
potentially manipulating the data being exchanged. 

• Brute force attack: it involves repeated attempts to gain unauthorized access to a system or an 
account by systematically trying all possible combinations of passwords or encryption keys until the correct 
one is discovered. 
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• DDoS (Distributed Denial of Service): this attack compromises the availability of data by flooding 
the target (e.g., server) with commands, overwhelming its resources and rendering it inaccessible to 
legitimate users. 

• Malware: it is a type of malicious software meant to disrupt, damage, or gain unauthorized access 
to computer systems, networks, or devices. Common types of malware include viruses, worms, trojans, 
spyware, ransomware, and adware. 

• Phishing: this technique aims to trick individuals into revealing sensitive information, such as 
usernames, passwords, credit card numbers, or personal details. Phishing attacks often occur through 
fraudulent emails, instant messages, or websites that impersonate legitimate organizations or individuals, 
aiming to gain unauthorized access or carry out fraudulent activities. 

• Social engineering: it is used by attackers to manipulate and deceive individuals into providing 
sensitive information, granting access to systems, or performing actions that they wouldn't normally do. It 
involves exploiting human psychology and leveraging trust, authority, curiosity, or fear to gain unauthorized 
access or obtain valuable information. 

 
Image 5: Types of Cyberattacks 
 
These attacks, whose goals most commonly include data theft or loss, can be initiated with the help of 

advanced computing systems utilized by individual agents (hackers) or organized groups. Hackers can use 
malicious software, such as viruses, worms, and Trojans, to break into a company’s database and steal 
confidential information such as customer data, financial records, or intellectual property. They can also use 
social engineering techniques, such as phishing and pretexting, to gain access to sensitive data. Additionally, 
ransomware attacks, which involve hackers encrypting data and demanding a ransom payment, are 
becoming increasingly common (Kaffenberger & Kopp, 2019). 

Around 90% of cyberattacks are linked to a financial (e.g., stealing information and selling it to private 
vendors) motive (LMG Security, 2022). Data theft with economic incentives involves taking hold of financial 
information like payment card numbers and information, PIN numbers and passwords, tax-related information 
(tax ID, Social Security numbers), and even medical records. Especially the latter is considered one of the 
most profitable assets in the internet black markets (dark web) (Taylor, 2021). From such documents, one is 
able to retrieve several pieces of personal information, and consequently keep hold of or sell them to be used 
for remarkably precise targeted advertising, blackmailing/extortion, identity theft (e.g., usurping the data to 
collect tax or other benefits) (Angel, 2018). 

In addition to the above, the reasons behind data theft might be related to political agendas. These can 
be characterized by a sense of virtue and righteousness, or by political reasons of Machiavellian nature. 
Moral/ideological motives (such as hacktivism – e.g., causing harm to the systems of companies that harm 
the environment or specific groups of people) and political aims – in the sense of state politics and governance 
– (e.g., political profiling of citizens and collecting data on political opponents) are nothing but uncommon 
(Wall, 2007). 
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Image 6: Cyberattack motives and categories. 

 
In the first category, we would find self-described activists, such as the Anonymous group, who target big 

corporations and prominent figures who are thought to be corrupt (Pendergrass et al., 2013). This is a 
particularly interesting “Robinhood” conceptualization, as the main notion is based on harming the strong in 
order to protect and actively defend the weaker, the more innocent, and at times the general population from 
the grasp of privileged elites. 

In the second category we would include individuals or groups who hold political and/or financial power 
and can have leverage and impact over political affairs. These are agents with political motives, who might 
have influence on officials or governments, and aim to collect information for extortion, blackmail, career 
assassination and publicly embarrassing an opponent (Pastor-Galindo et al., 2021). One famous case of a 
politically motivated cyberattack occurred during the 2016 US presidential election. Hackers from Russia were 
believed to have used cyberattacks to gain access to confidential emails belonging to the Democratic National 
Committee and Hillary Clinton’s campaign team. The information that was stolen was used to try and damage 
Clinton’s reputation and influence the election in favor of Donald Trump (Sabato et al., 2017). 

Furthermore, it is also state governments that can target data of political opponents, other governments, 
journalists, or mere citizens in order to monitor them and control the flow of information (Rosenzweig, 2013). 
One example of a state government using cyberattacks to target the data of political opponents is the Chinese 
government’s ongoing cyber campaign against the Tibetan independence movement. The Chinese have 
been accused of using cyberattacks to access Tibetans’ emails, social media accounts, and other private 
information in an effort to disrupt and discredit the movement (Donahue, 2010). The Chinese government 
has also been accused of using cyberattacks to access the data of Chinese journalists in order to monitor 
and suppress dissenting voices. This includes targeting journalists who report on subjects such as minority 
rights and the suppression of freedom of expression (Getz, 2022). Specifically, it has been reported that the 
Chinese government has attempted to hack into the computers of journalists in an effort to steal their 
confidential sources and documents (Matthews, 2022). 

By gaining the upper hand in intelligence accumulation, it becomes easier for data thieves to promote 
their own agendas and interests, ensuring that obstacles and any counteractions are dismissed. This often 
poses a great challenge for political rights activists and lawmakers, especially in western-style democracies 
(e.g., EU, USA), where the people have the right and obligation to examine and validate government 
actions through elections. However, as the use of the internet has now become part of everyday life, the 
sense of privacy and duty to fight against restrictions is blossoming, even in authoritarian regimes where 
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information is much more controlled (Albrecht & Naithani, 2022). 
           Finally, as it will later be explained, data fraud can take place not only via actively stealing 
information, but also through gathering masses of open data that the user-victim has willingly or 
inadvertently shared themselves online. 
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3. Artificial Intelligence and Data 
Up to this point, it has been established that there are masses of data and information generated, stored, and 
flowing through the network of the world wide web, and as more and more people use the internet and its 
mechanisms, this number will continue to grow. This has led to a need for more complex systems and 
technologies that are able to handle and manage Big Data in a functional and productive way, that – first and 
foremost – guarantee no loss of data, and secondly (but equally essential) that the data processed will evolve 
into information, which we can use to create knowledge (Wallace, 2007). 

The most prominent amongst these new technologies is Artificial Intelligence (AI). As mentioned by P. 
Boucher in his 2020 study addressed to the Members and staff of the European Parliament regarding the 
significance of AI and human attitude towards it, Artificial Intelligence (AI) is probably the defining technology 
of the last decade, and perhaps also the next (Boucher, 2020). According to the European Commission's 
2018 definition of Artificial Intelligence, AI refers to systems that display intelligent behaviour by analysing 
their environment and taking action – with some degree of autonomy – to achieve specific goals. AI-based 
systems can be purely software-based, acting in the virtual world (e.g., voice assistants, image analysis 
software, search engines, speech, and face recognition systems) or AI can be embedded in hardware devices 
(e.g., advanced robots, autonomous cars, drones or Internet of Things applications) (European Commission, 
2018). 

AI systems are designed to perceive a compound of external stimuli, collect and interpret the data they 
have detected, process the information they have deduced from the data, and, finally, make decisions on 
whether to act based on the knowledge produced. Following this logic, AI systems have been accredited the 
term ‘Intelligence’, as they were designed to act rationally (Russell & Norvig, 2009), like human brains – much 
like an advanced version of the systems we had up until now (Image 7). Their main strength, however, lies in 
their ability to adapt their behavior by analyzing how the environment is affected by their previous actions; 
their groundbreaking function is that the system is able to train itself to perform better, to improve its methods 
with each usage. 

 
Image 7: Artificial Intelligence, human intelligence, and hybrid intelligence 
[Source: Jarrahi, M. H., Lutz, C., & Newlands, G. (2022). Artificial Intelligence, human intelligence and hybrid 
intelligence based on mutual augmentation. Big Data & Society, 9(2). 
https://doi.org/10.1177/20539517221142824] 

 

https://doi.org/10.1177/20539517221142824
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The above-mentioned capacity has also given birth to new fields: Machine Learning – on which there will 
be focus in this chapter, and Enhanced Robotics (also called Embodied AI). The latter is “AI in action in the 
physical world”, a pragmatic application of Artificial Intelligence, and it concerns building and developing 
artificial systems, such as robots or intelligent devices in general (Pfeifer & Iida, 2003).  

On the other hand, Machine Learning is an expansion of the aforementioned capacity: computers or 
machines being able to learn from the data they collect from their surroundings, be it physical or digital. This 
results in them making their own decisions without necessarily humans having to interact with the system 
(Mitchell, 1997), and it is key to the “machine” being able to make predictions about how it should answer 
future questions or dilemmas. A common example is that of AI machines engineered and trained to detect 
human sentiments by deciphering the emotion behind certain words. AI Sentiment Analysis can be useful, for 
instance, because it could understand the intent behind a text, or a social media post or an image/video, by 
analyzing word structure and syntax or a person’s facial expressions (Mousadakos, 2022). On the other hand, 
it can be valuable even for everyday things, such as having an application reading a text out loud, which is 
necessary for people with impaired vision and practical for those who cannot look at a screen for a long time. 

According to a 2022 report from renowned Reportlinker.com, ML has been the focal point of growing 
businesses, as it is the latest tool of predicting business outcomes, saving company money, providing a better 
experience to clients, and enhancing data security, overall granting competitive advantage to an enterprise 
(Attaran & Deb, 2018). Moreover, the same source estimates that the return on investment on most standard 
ML projects in the first year only is 2-5 times the cost. Notably, the global market of Machine Learning as a 
service is expected to grow in revenue to US$36.2 billion by 2028 (KBV Research, 2022), while the forecast 
for the AI global market is estimated to sky-rocket in the next years, from US$143 billion in 2022 to US$1,848 
billion by 2030 (Thormundsson, 2021) (Image 8). 

Image 8: Artificial Intelligence (AI) market size worldwide in 2021 with a forecast until 2030 
[Source: Statista, https://www.statista.com/statistics/1365145/artificial-intelligence-market-size/] 

 

https://www.statista.com/statistics/1365145/artificial-intelligence-market-size/


Master’s Thesis  Olga Giannaki 
 

Data and AI in Social Systems: Trust Perspectives in a Digitally Developing World   
18 

Looking at the impressive numbers above, it is no wonder that these systems’ value may look imposing, 
and their functions omnipotent. And in a sense, one could argue that, as long as they keep ameliorating 
themselves and humans support and contribute to that, Artificial Intelligence will be the unquestionable center 
of our future lives, if it already is not the center of our current ones. 

Nevertheless, with technology of great importance emerge equally important issues. In a technology 
relying enormously on data, if the quality of said data is problematic, then the systems will make unfair, biased 
or simply wrong decisions. One of the most characteristic examples of bias in AI and ML is the use of data 
lacking representation of certain categories, such as groups of people based on race, gender or sex, age, or 
culture (Marr, 2022). The insufficiency or absence of inclusive data use while programming the algorithms of 
Artificial Intelligence software to identify faces, for example, can be critical to how the machine will perceive 
the figures it detects. For instance, if in the initial programming of the software there was no data (e.g., image) 
of a man with long hair, then the program would either mistakenly identify a real-life long-haired man as a 
woman or, if the man also had a beard, it could show an error or skip the sample altogether. Based on how 
machine learning works, this would also be a paradigm on how to judge the following similar samples; thus, 
it could lead to multiple wrong decisions and misidentifications. 

In a recent series of incidents, the way AI works unfavorably in cases it was meant to be a solution has 
come forward in a more impactful manner: COVID-19 (SARS-CoV-2) patient risk prediction algorithms. 
Specifically, in an effort to assess COVID-19 risk more precisely and make patient prioritizing quicker and 
easier, specialists developed mobile apps and other technologies that would be useful to doctors and patients 
alike (Delgado et al., 2022). On an individual level, any user could download an application on their mobile 
device, insert their symptoms and their medical history, and have a ready-made result of how likely they were 
to need advanced medical assistance. On the same app, they could add their close contacts – acquaintances 
they could have transmitted the virus to – making COVID-19 cases tracing much easier for the algorithm. 

Health apps were used in a wide scale even before the COVID-19 pandemic, and it is expected that they 
are here to stay (Gruessner, 2015). This has raised questions about how likely a user is to be informed about 
how each app handles their data. Long privacy policy texts that are largely unintelligible, often ambiguous 
regarding their legality, and lack transparency on how data like location is handled can become a real issue 
when the general public uses such applications on a very large scale (Colizza et al., 2021). For this reason, 
some companies try to facilitate the understanding of which user data is being used by providing tools or 
settings that allow users to choose what user data they are willing to share with the app, while other 
companies have implemented technologies that provide real-time information on the use of user data 
(Harvard Business Review, 2022). 

Apart from this kind of concerns, one must be aware that AI’s self-training assets may lead to questions 
regarding the difficulty in the interpretation of the choices AI systems make. This matter, known as the 
Explainability (or “Interpretability”) of Artificial Intelligence, is about being able to understand, explain how the 
AI algorithm’s decisions came to be (Samek et al., 2018) (Image 9). 
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Image 9: ML Workflow. (James Thorn) 
[Source: https://towardsdatascience.com/explainable-artificial-intelligence-14944563cc79] 

 
Even in cases that the algorithm output (result) is accurate or useful, the obscurity of the decision-making 

process of the system can lead to confusion as to the reasoning behind a choice, why A was chosen instead 
of B. This opacity of such machine learning techniques has raised the issue of the existence of AI as black 
box (Winner, 1993) – a state where it is not possible to find the origins of the logic that is being followed. This 
can pose a powerful challenge not only due to the contribution of said machines to research (which requires 
clarity of methods), and the lack of transparency unpredictability in their future choosing behavior; it can also 
be problematic, because it could raise critical legal issues: from automated decisions formed on discriminatory 
variables (e.g., race – which is against the law in most Western countries) to obscure AI medical predictions 
leading to wrong treatment methods, which can prove fatal for a patient (Yu & Ali, 2019). 

Artificial Intelligence is goal-directed (European Union, 2022), which means that it is designed to work on 
the principle of completing a goal indicated by its programmers. However, depending on the situation and 
purpose it is used for, it is often left with some freedom in order to ameliorate itself, find different solutions 
and adapt its approach to problem-solving (Winner, 1993).  

Nonetheless, as Technology and its derivatives are human inventions, it is imperative that they serve us, 
and that we understand how they work. Thus, even though we can have automated systems up-and-running, 
those should at all times be within our control in case they need to be worked with, reprogrammed, or adapted 
according to our needs. 
  

https://towardsdatascience.com/explainable-artificial-intelligence-14944563cc79
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4. Examples of Artificial Intelligence misuse 
But what happens when Artificial Intelligence and Machine Learning are used to purposefully cause harm? 
These last few years, it has been noticed that the use of AI to enhance the effectiveness of malware and 
ransomware is gaining territory. More specifically, in 2015, a report on the technique of Fuzzing (algorithm 
use for checking how a system filters emails and messages, and then adapting system behavior so that all 
filters and security measures are bypassed) was released, demonstrating how malware could swiftly become 
a noteworthy challenge in the sphere of AI misuse (Palka & McCoy, 2015). 

After having previously mentioned the motives behind misuse of Artificial Intelligence, it would be useful 
to see the ways AI can be put into action in order to facilitate fraud and other illegal or ethically dubious 
activities. 

In an attempt to state and assess the dangers of AI misuse, Trend Micro collaborated with the United 
Nations Interregional Crime and Justice Research Institute (UNICRI) and Europol’s European Cybercrime 
Centre (EC3) on a report regarding Malicious Uses and Abuses of Artificial Intelligence. In this evaluation, 
they were exploring the various possibilities AI and ML could be used in order to commit fraud by exploiting 
user data, whether it be open or closed. Thus, they found that the most common ways of AI misuse at the 
moment were linked to AI-supported hacking and password guessing, human impersonation on social 
networking platforms (e.g., Facebook, Instagram, Twitter, etc.), deepfakes, and AI profiling (Ciancaglini et al., 
2020). 

 

AI-supported hacking and password guessing 
AI-supported hacking and password guessing tools are used to gain access to and analyze password 
datasets and generate variations/password guesses that could “unlock” systems. They rely heavily on 
Machine Learning techniques, as, when a guess is created, the system automatically creates several 
alternations of that paradigm. In that way, it increased its success rate and “learns” which type of variations 
are likely to be faster, more accurate, and more effective. 

AI-supported hacking and password guessing also includes using natural language processing (NLP) 
techniques to identify likely passwords from a given set of data. NLP is a branch of Artificial Intelligence that 
focuses on analyzing and generating natural language (Ramírez Sánchez et al., 2021). It can be used to 
analyze text, speech, and other types of data in order to extract meaningful insights and generate natural 
language outputs. This allows the system to comprehend the “depth” of a phrase, detect the feelings or 
emotions behind a person's choice of words, or even identify similarities in intentions between statements 
(Pastor-Galindo et al., 2020). Thus, NLP offers a positive outlook for the comprehension of human speech, 
which may be beneficial in various applications such as customer service, marketing, voice interpretation and 
suspect profiling (Hernandez et al., 2018), but can be advantageous to cybercriminals as well. 
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Image 10: Deep Learning in Password Guessing, Data Flow Diagram 
[Source: Yu. F., (2022). On Deep Learning in Password Guessing, a Survey. In Proceedings of ACM Conference 
(Conference’17). USA. https://arxiv.org/pdf/2208.10413.pdf] 

 

Human impersonation on social networking platforms 

Human impersonation on social networking platforms is in reference to bots (automated systems) created to 
pose as human agents without being detected. The purpose is, for the most part, increasing traffic on certain 
social media accounts, to make them appear more popular and successful, leading to recognition among the 
public and advertisers alike. For example, an Instagram profile with more followers (and thus larger audience) 
will be more likely approached by a company for an ad deal. Likewise, comments under popular accounts’ 
posts are expected to be read by more people. Thus, celebrity accounts are often teeming with auto-
generated comments (spam) with fake ads or services that often lead to internet scams (Kurichenko, 2020). 

Human impersonation has also been used as a tool for cyberbullying on social media and other platforms, 
as well as other forms of harassment. These factors reduce trust among individuals on the internet, and have 
psychological effects such as anxiety, depression, and self-esteem issues. As such, companies like Meta 
have been trying to remove those accounts from their platforms, in order to protect the quality of their networks 
for both the users and their business clients. Characteristically, Facebook took action against 426 million 
counterfeit accounts just in the first quarter of 2023; this was also surprisingly the period with the least actions 
taken by the company in the past 5 years (Image 10). 

 

https://arxiv.org/pdf/2208.10413.pdf
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Image 10: Fake (spam) Facebook accounts deleted by Meta from 2018 to 2023. 
[Source: Meta. https://transparency.fb.com/data/community-standards-enforcement/fake-accounts/facebook/] 

 
Such incidents are taken seriously because of their unpredicted implications. For instance, in 2018, an 

Indian citizen created a fake Facebook profile with the name of a famous singer. This impersonation was 
used to spread false information and propagate malicious content. The case sparked a major controversy 
and eventually led to the Indian government passing the Information Technology (Intermediary Guidelines 
and Digital Media Ethics Code) Rules, 2021 which more stringently regulated social media platforms (Indian 
Government Gazette, 2021). 

In extension to above, AI is used in CAPTCHA Breaking; bypassing digital (usually image-related) tests 
used to identify whether the visitor is a human or an automated machine (Kopp et al., 2017), typically by 
imitating human movements, such as selecting images based on certain characteristics, or recognizing oddly 
shaped characters. 

 

Deepfakes 

Deepfakes, whose name derives from the combination of the phrases “deep learning” (a type of highly 
accurate Machine Learning) and “fake media” (Westerlund, 2019), are a very special type of technology 
(mis)use. They are generated by Artificial Intelligence tools designed to create seemingly authentic media, 
by merging, combining, replacing, and superimposing audio, images and videoclips (Maras & Alexandrou, 
2019). Deepfakes have been in the epicenter of everyday entertainment AI because of their various uses – 
especially since apps like FaceApp enable users to create their own deepfake images or videos (Vincent, 
2019). Deepfakes can depict celebrities, politicians or ordinary people doing or saying anything, without a 
trace of the content being artificial. Their theme is mostly humorous, pornographic, commercial, or political, 
and they can easily be worked with, by providing the algorithm with simple data (e.g., an image) that can even 
be found online (e.g., open data from Twitter or Instagram). 

The widespread usage of deepfakes has sparked controversy and rekindled the discussion concerning 
how Technology intervenes with reality and our perception of it (Van der Sloot & Wagensveld, 2022). At times 
when images and videos reach us by hundreds on a daily basis, it is no surprise that deepfakes are used 

https://transparency.fb.com/data/community-standards-enforcement/fake-accounts/facebook/
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largely as a propaganda method, especially in authoritarian regimes or underdeveloped countries, where the 
citizens have limited means of information verification. In a relatively recent example, in March 2022 (shortly 
after the Russian invasion in Ukraine) a deepfake of Ukraine’s President Volodymyr Zelenskyy urging 
Ukrainian soldiers to “lay down arms and return to [their] families” was released (Image 11) (Metz, 2022). The 
video was quickly identified to be counterfeit, and large social media platforms such as Facebook and 
YouTube were forced to quickly remove it, in an attempt to stop the misinformation from further spreading. 

 
Image 11: Screenshot from the deepfake video showing Zelenskyy addressing Ukrainian soldiers 
[Source: The Telegraph channel on YouTube 
https://www.youtube.com/watch?v=X17yrEV5sl4&ab_channel=TheTelegraph] 
 

Even though this technology is also being used for entertainment purposes, it is the expansion of 
deepfake abuse that has brought forward several social and legal issues regarding the use of data and its 
manipulation to target certain groups of people. Characteristically, a report by Sensity AI, The State of 
Deepfakes 2019 Landscape, Threats, and Impact, found that 96% of deepfakes were non-consensual 
pornographic deepfakes; in 99% of those, the victims were women (Dunn, 2021). 

Deepfakes constitute part of a special type of Artificial Intelligence: Generative AI. These models are 
typically based on neural networks, which are computational models inspired by the structure and function 
of the human brain (Müller et al., 1995). Generative AI algorithms can (with or without human contribution) 
generate content, such as text, images, videos, audio and even code lines used to program software (Lyon 
& Tora, 2023). Their ability derives from the extensive training they receive, after being given and 
processing enormous amounts of data (e.g., millions of images, texts, etc.), and “learning” to edit said data 
to generate content that is as realistic or as creative as possible. Seen as an opportunity by tech-
enthusiasts yet potentially problematic by many, Generative AI has also been dominating the discussion of 
modern technologies (Hurst, 2022). The rise of deepfakes in general, and platforms such as ChatGPT (a 
system that is able to generate complex texts upon given prompts by humans) and DALL-E (image 
generating platform, that creates images based on a human prompt) more specifically have brought forward 
the question (or rather concern) of whether we will soon not be able to distinguish between genuine and 
made-up content on the internet. 

 
 

AI profiling 

https://www.youtube.com/watch?v=X17yrEV5sl4&ab_channel=TheTelegraph
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AI profiling, another prominent method of Artificial Intelligence misapplication, is used to extract data from 
online sources, and put them into databases in a structured format (Mayer-Schönberger & Cukier, 2013). This 
data is then used to analyze and create profiles of individuals or groups based on various data points and 
characteristics. It involves gathering and processing large amounts of data, such as online behavior, social 
media activity, purchasing patterns, and demographic information, to create detailed profiles that can be used 
for various purposes. 

Perhaps the most infamous case of AI profiling is the Cambridge Analytica – Facebook scandal, which 
led to data exploitation of data of millions of Facebook users. The story erupted in March 2018, when news 
broke that the data analytics firm had illegally obtained data from a total of 87 million Facebook users (Image 
12) (Zuboff, 2019). This data was then used by the company to build psychographic profiles of users and 
target political ads to them with the help of Artificial Intelligence algorithms (Boerboom, 2020).  

 

 
Image 12: Number of Facebook user accounts that may have been compromised in the Cambridge Analytica 
scandal as of April 2018, by country 
[Source: Statista, https://www.statista.com/statistics/831815/facebook-user-accounts-affected-cambridge-
analytica-by-country/] 

 
While AI and machine learning algorithms can play a positive role in analyzing and processing such large 

amounts of data, the misuse of data in the Cambridge Analytica scandal was primarily an issue of data privacy 
and consent. The scandal sparked a tremendous outcry in the media, leading to investigations by regulatory 
bodies, multiple legal cases (Schneier, 2015), and even a congressional hearing, as the data was used to 
potentially sway the 2016 elections in the United States of America, by targeting political advertisements to 
certain groups of people (Chan, 2020). It had a significant impact on a social level, as the uproar raised 
questions about the use of user data for political purposes and the implications of insufficient data privacy. 
This has led to greater public scrutiny of tech giants like Facebook itself, regarding the way companies collect 
and use data for their own gains. 

Finally, the scandal cast a shadow on people’s trust in democratic institutions; MEP Sven Giegold, who 
at the time was the European Parliament’s spokesperson for transparency, accountability and integrity in the 
EU institutions, described it as "[...] a stab in the heart of democracy. It is about much more than breaches of 
data protection rules; it is about the legitimacy of democratic elections and referenda." (Banks, 2018). 

These types of Artificial Intelligence misuse revolve around data and the internet: the network of networks 
(Lambert et al., 2005). In what seems to be an alarming escalation, our need for the internet in general – and 

https://www.statista.com/statistics/831815/facebook-user-accounts-affected-cambridge-analytica-by-country/
https://www.statista.com/statistics/831815/facebook-user-accounts-affected-cambridge-analytica-by-country/
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social media use in particular – for both personal and business purposes is not simply ubiquitous; it is rather 
a prerequisite to exist as an active part of today’s society. In this context, it would be in our best interest to 
reflect on the practical hazards that our unconstrained online presence entails, as well as the ethics behind 
the importance of human data management and protection. 
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PART TWO – Modern societies constructed around data 

As described in the previous chapters, data plays a tremendous role in today's world. It is crucial for 
science and technology, as it helps us understand trends and make better decisions, but it can also be used 
to create predictive models, detect fraud, and improve cybersecurity. It is used in almost everything from 
healthcare to financial services and marketing. With the rise of analytics (the process of analyzing data), data 
becomes even more valuable as it helps us see patterns or gain insights that can lead to defining future 
strategies. Data is there, from the simple social media update to the organization of business client lists, and 
Government digital records; it is the axis on which we rely the organization of modern societies. 
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5. The Business Aspect of Data 
For companies and businesses, data can be used to analyze and personalize experiences; from personalized 
ads and product recommendations to enhanced customer service (Chavez et al., 2018). It can also be used 
to identify patterns and trends in user behavior, create insights, and increase the success rate of marketing 
campaigns (data-driven marketing) (Jeffery, 2010). Thus, it can drive innovation and contribute to uncovering 
new opportunities for companies, the players of the global market. 

With the increasing use of internet-connected devices and the internet of things (IoT), data can also be 
valuable in everyday life. Generated and collected from a variety of sources (smartphones, smart home 
devices, wearable devices, etc.), this data can be of value for personal health and wellness (e.g., tracking 
food intake, exercise and activities) (Aboelmaged, et al., 2022), financial management (tracking expenses, 
setting up budgeting apps) (Velmurugan et al., 2020), home automation (e.g., remote control of domestic 
lighting and heating) (Ramzan, 2020), and more. However, users are often unaware that the devices that 
collect this data usually send direct feedback to their mother-companies, so as to ensure app performance, 
but to contribute to business analytics as well (Mourtzis et al., 2017). 

Companies can also obtain data from various sources, such as cookies on websites (small text files 
stored on a user's device when they visit a website) (Cisco 2018), surveys, third-party vendors, and of course 
social media platforms and online account information (OECD, 2015). Social media platforms can be a 
particularly rich source of data for companies, as user data is open and readily available. Social media 
platforms allow users to share data and information about themselves, their interests, and their activities, 
which can provide excellent material for business analysts (United Nations, 2020). For example, by tracking 
a user's activity on social media, it is possible to gain insight into their interests, preferences, and behavior, 
which can be used to deliver more relevant advertisements and content. 

The process of collecting and analyzing information about an individual based on their social media 
activities and interactions, such as posts, comments, likes, shares, and other publicly available information is 
known as social media profiling (Mitrou et al., 2014). In other words, the purpose of social media profiling is 
to create a digital profile or portrait of an individual based on their online behavior and data, which can then 
be used to decipher an individual's personality for marketing, online advertising, research, and other 
professional purposes – similar to how Cambridge Analytica handled Facebook users’ data. 

Profiling is also a useful tool for employers in the process of screening job applicants and evaluating 
potential job candidates. According to a CareerBuilder survey in 2018, 70% of employers visit and examine 
applicants’ social media profiles as part of their screening process (CareerBuilder, 2018). Employers can use 
an applicant's profile and posts on social media to explore a candidate's job-related skills, background, and 
previous workplaces. Such data can be helpful in understanding a candidate's qualifications and potentially 
predicting job performance or success. There are also platforms, such as LinkedIn, specifically dedicated to 
promoting one’s job skills, where candidates and employers alike create profiles and professional networks 
(Holyoake, 2021). Via these websites, anyone can have instant access to the work history of a candidate 
employee – as long as the latter has taken the time to update their profile and upload relevant certificates. 

Moreover, profiling is practical for insurance companies that assess risk associated with insuring 
individuals based on demographic information (age, gender, socioeconomic status, city of residence etc.) or 
human behavior (Marr, 2015). For example, a person signing up for health insurance might claim that they 
are not a smoker, so as to avoid a higher insurance fee. Nevertheless, if a photo of them holding a cigarette 
can be found online (either because the person uploaded it themselves or they were "tagged" by others), then 
the insurance company can prove their initial claim wrong and raise the price of the health insurance package. 
Another case in point would be someone applying for car insurance expecting a reasonable rate, only to end 
up with a higher premium due to the insurer discovering social media evidence of the candidate taking photos 
or videos while driving (Tepedino, 2022). 

There have been concerns that this individualistic approach to pricing risks in combination with the 
growing amount of data available to everyone online, could render certain groups of people increasingly 
uninsurable (Smith, 2021). However, the clear asset remains that by using social media data, insurance 
companies can increase their efficiency by providing products and services which will meet customers' needs. 
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Lastly, yet perhaps most importantly, profiling based on social media is an integral part of modern-day 
law enforcement, particularly in crime investigation, gathering evidence, suspect identification, and 
background check, as well as crime prevention (LexisNexis, 2014). This particular matter is also subject to 
legal and ethical considerations, and it has sparked a lot of debate as the practice is becoming more common, 
one of the reasons being the high social media activity by a large part of the world's population. 
Characteristically, a 2014 LexisNexis online survey among law enforcement professionals found that 81% of 
them actively used social media (mainly Facebook, YouTube and Twitter) as a tool in investigations. In the 
meantime, over half (52%) of agencies did not have a formal process for the proper use of social media for 
investigations at that time, and the majority of the officers were  mostly self-trained on how to use social media 
to investigate crimes (Image 13). 

 

         
Image 13: How did you learn or discover how to use social media in your investigations or crime monitoring 
activities? LexisNexis® Risk Solutions 
[Source: Survey of Law Enforcement Personnel and their use of social media] 

 
When it came to moral dilemmas, 82% claimed that “social media is a valuable tool in investigating 

crimes”, while 80% stated that "creating personas or profiles on social media outlets for use in law 
enforcement activities is ethical"; 9% disagreed with this practice, while 11% was neutral about the matter 
(Image 14).  
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Image 14: Importance and value of using SM to investigate crime LexisNexis® Risk Solutions 
[Source: Survey of Law Enforcement Personnel and Their Use of Social Media] 

 
Summing up all the points made above, it is clear how multiple aspects of modern-day life are affected 

by data and its use, from everyday activity to commerce, and from business to law and politics. After having 
explored the financial aspect of data and briefly mentioning the current state of affairs, in the next part of this 
dissertation, the focus will shift to the other side of the coin: politics and law. 
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6. The Political Aspect of Data 

 

a. Liberal Democracies 
Even though human rights are considered a core social value in the political West, profiling via social media 
monitoring is no stranger to authorities even in the most liberal European countries, such as the Netherlands. 
The Dutch police have a specialized crime-prevention team that monitors social media platforms like 
Facebook, Twitter, and Instagram to identify potential criminal activity (Government of the Netherlands 
website, 2023). The team uses a combination of both automated and manual tools to identify patterns in 
social media activity that may indicate criminal behavior, from drug dealing to committing tax fraud (Meijer & 
Torenvlied, 2016). But they may also monitor platform activity during events such as protests, demonstrations, 
and populous events to identify potential threats and prevent violence (Statewatch, 2023). 

Consequently, the use of social media monitoring by law enforcement has resulted in newly raised privacy 
concerns that appeared futuristic a few years ago. In 2020, a Dutch court ruled that the police had violated 
the privacy of citizens by monitoring their social media accounts without a clear legal basis (Henley & Booth, 
2020). This violation took place on the pretext of combating terrorism and organized crime yet was exposed 
as insufficient during the legal hearing, with the court noting that the police had not obtained the necessary 
authorization from the court of justice or demonstrated a legitimate interest in monitoring the accounts of 
individuals who posed threat for the state. The ruling highlighted that the police must only monitor social 
media accounts in clear accordance with the Dutch law and declared that there must be supervision and 
discipline to ensure that the process itself is conducted in a lawful and responsible manner. 

Regardless, it appears that the debate keeps resurfacing in other countries that pride themselves in 
protecting sensitive citizen data as well. The upcoming Olympic Games in Paris in 2024 have prompted the 
French government to implement a range of security measures, including public surveillance (Kayali, 2023). 
In particular, the French authorities are planning to deploy a network of surveillance cameras to enhance 
security during the games. This surveillance system will be developed by the French Ministry of the Interior 
and will involve the installation of closed-circuit television (CCTV) cameras and deployment of drones 
throughout Paris and locations aiming to host the Games. The cameras will be linked to a central control 
center, where police officers will be directly able to monitor public spaces and identify potential security 
threats, much like in the case of Dutch police.  

However, in addition to the cameras, the French authorities were also planning to use live human 
recognition technology, which would be used to identify individuals and “suspicious behavior”, as well as 
unsupervised luggage and alarming crowd movements like stampedes 86. The main argument was that in this 
way it would be much easier to detect and identify persons who may pose a threat to public safety, such as 
criminals or suspected terrorists, and have the police promptly intervene in case of emergency. 

There certainly are well-founded and valid reasons why French authorities attach such high importance 
to the threat of terrorism. In less than a decade there have been multiple terrorist attacks on French territory: 
from the French satirical newspaper Charlie Hebdo shooting and the Bataclan Paris attacks in 2015, to 
assaults in worship spaces (Normandy in 2016, Nice in 2020), and places that everyday life takes place (Nice 
riviera in 2016, Champs-Élysées in 2017, Strasbourg Christmas market in 2018, Professor S. Paty‘s murder 
near his school in 2020), it would appear that every aspect of French - and thus western - lifestyle has been 
under attack and needs to protected (SkyNews, 2020). 

Nonetheless, the use of AI-assisted monitoring technology in public spaces has still raised concerns 
among privacy advocates and civil liberties groups, who argue that it represents a significant intrusion into 
people's privacy and could be used for mass surveillance in the long term (Chrisafis, 2023). When asked 
about the issue, Katia Roux, advocacy officer for technology at Amnesty International, expressed the opinion 
that this type of surveillance could be used to target specific groups (e.g., people who are - or look like they 
are - from the middle East) and that it would infringe the right to privacy and peaceful assembly (Khatsenkova, 



Master’s Thesis  Olga Giannaki 
 

Data and AI in Social Systems: Trust Perspectives in a Digitally Developing World   
31 

2023). Finally, more objections were voiced regarding this legislation, since many claim that it would pave the 
way for the establishment of live facial recognition technology in France. This is a particularly sensitive 
subject, as it parallels European Democracy to authoritative regimes and countries like China or Russia; 
countries that have already publicly introduced face recognition technologies with the pretext of hosting large 
public events (Rosenberg, 2018). 

In response to these concerns, the French government has stated that facial recognition technology will 
not be used, and that the state will ensure that its use is strictly regulated. It has also pledged that appropriate 
safeguards are in place to protect citizen rights, and that the surveillance equipment will be used only 
temporarily until June 2025, 10 months after the Olympic Games come to an end (Kayali, 2023). The bill to 
allow cameras to be installed for security purposes was finally approved in May 2023, with a special mention 
to the prohibition of real-life facial recognition (O’Carroll, 2023). 

 

b. Authoritarian Regimes 
Contrary to how heated this debate is in countries where liberal democracy is established and technology 
policies change often depending on the party (or parties) in power, things are different in states with a more 
centralized system of governance where no substantial legal political opposition groups exist. In China, for 
example, a country governed by a single political party (the Chinese Communist Party – CCP) and one 
omnipotent ruler (currently Xi Jinping), the government has the power to silence doubting or opposing voices 
as it pleases. The case of Chinese doctor Li Wenliang, who first discovered COVID-19 in its early stages and 
tried to warn his compatriots only to be arrested by the Chinese state, is one of the numerous cases in the 
land of the Red Dragon (Su, 2020). Therefore, there is solid proof that the state is actively trying to control 
the circulation of information in the public sphere. 

In more depth, in recent years, the Chinese government has been developing and implementing a model 
of social organization based on the continuous monitoring of citizens and their complete control by the state. 
Through an integrated surveillance system with applications of Artificial Intelligence, it seeks to influence or 
control every aspect of daily life and individual identity and impose a totalitarian model of governance 
unprecedented in human history. 

Chinese president Xi Jinping has stated that China should have achieved global supremacy in Artificial 
Intelligence (AI) by 2030, pushing it to the "pinnacle of surveillance", creating "a comprehensive digital social 
control system, patrolled by predictive (precog) algorithms that identify potential dissenters in real time" 
(Andersen, 2020). The government has realized that the digitalization of Chinese society enhances the state's 
ability to monitor and control the country's 1.4 billion people (Qiang, 2019), and prevents potential culprits 
from acting, since they can easily be spotted (Yang et al., 2017). More importantly however, achieving (global) 
leadership in intelligence appears to be the main strategic goal of the Xi administration, and this has significant 
implications not only domestically, but also for global security and the way war is waged in the 21st century 
(Allen, 2019). 

Integrating material from facial recognition cameras, biometrics and mobile phone data through AI allows 
the government to take proactive measures to stop protests and quell political dissent before it gathers further 
support (Qiang, 2019). With more than half of the world's one billion CCTV cameras being in the country, 
China is the most surveilled country in the world (Bischoff, 2022), and the country that collects and stores the 
most citizen biometric data (Image 15). Meanwhile, it also appears to be the world's most unregulated and 
intrusive user of biometric data (Zhang, 2021). Thus, it is no surprise that China scores the worst in collection 
and handling processes, with a lack of safeguards to protect citizens from the use of data by government 
authorities and private employers. 
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Image 15: Collection and storage of biometrics by country, 2022. 
[Source: Comparitech https://www.comparitech.com/blog/vpn-privacy/biometric-data-study/] 

 
Emotion recognition technologies, such as the system developed by Chinese firm Taigusys, go beyond 

facial recognition: capturing expressions of anger, sadness, happiness, and boredom, and combining these 
with other biometric data, such as body temperature, body movements facial muscles, tone of voice and body 
movements can tell a person's emotions (Standaert, 2021). Among other potential applications, these 
technologies are used in prisons to monitor inmates, who, knowing they are under constant surveillance, tend 
to be more compliant. Factories, state-owned enterprises and even the military have also begun monitoring 
workers' brain activity using "mind-reading hats" to detect signs of anger, anxiety or depression in the 
workplace (Thomson, 2019). 

The combination of CCTV and biometric data through systems such as SkyNet has many other 
applications in everyday life. State-owned workplaces and workers' housing are now equipped to monitor and 
control in real time who enters or exits and how much time they spend in each area. Outside some public 
toilets, vending machines scan a user's face and dispense a small amount of toilet paper (each person is only 
entitled to a certain amount of paper) to reduce wastage. Surveillance cameras scan the faces of pedestrians 
crossing the red road and link to authorities' databases to identify them; immediately afterwards they put their 
faces on giant screens to publicly shame them (Jiang, 2020). 

While each of these surveillance systems alone has significant implications for privacy, liberty and human 
rights, their integration through AI has the potential to profoundly transform a state's control over its citizens, 
but also to citizens of other countries (Image 16).  

https://www.comparitech.com/blog/vpn-privacy/biometric-data-study/
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Image 16: Chinese Surveillance Technology Spreads Around the World 
[Source: Statista, with Data from CEIP, https://www.statista.com/chart/20221/origin-of-ai-surveillance-
technology-by-country/] 

 
Xi's government aims to achieve full video coverage of public space; in this way, every person who enters 

a public space will be instantly recognizable: the AI application will identify them by combining their image 
with personal data such as their text messages and the protein structure of their body. All of this can be 
collected and processed through technologies such as City Brain – an AI platform that enables new forms of 
integrated surveillance (Caprotti & Liu, 2022) (e.g., combining this information about people with data 
collected by self-driving cars whose sensors show authorities a real-time car-map of the city) (Marvin, 2022). 

It appears that an authoritarian regime of such extent could expand its control beyond its borders through 
infiltrating the public and private spheres of countries around the world: both through political, economic and 
industrial influence, and through elite and societal influence operations, but also through the collection and 
processing of personal data of citizens of other states (Sullivan, & Brands, 2020). The role of Chinese-
influenced or owned companies and apps widely used in the West, such as Huawei, Zoom and TikTok, is 
currently under investigation (Bartz, 2020, Gerodimos et al., 2023). This is not only because of the financial 
assets that emerge from data accumulation (as explored in the previous chapter), but also for reasons of 
political nature, such as China amassing intelligence on other countries’ citizens, which could lead to 
multinational security concerns. Lastly, the above puts into perspective the legal framework regarding human 
and civil rights protection, especially in countries that organize their societies based on the Rule of Law 

https://www.statista.com/chart/20221/origin-of-ai-surveillance-technology-by-country/
https://www.statista.com/chart/20221/origin-of-ai-surveillance-technology-by-country/
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principle: the principle that no individual or entity is above the law and that everyone, regardless of their status 
or position, are subject to the same legal principles and procedures. 
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7. The legal aspect of data 
Data might be a crucial asset in the modern world, but its use raises significant legal challenges and concerns. 
In most countries where the use of technological and data-centered means is broad, data is protected by 
privacy laws aiming to ensure that it is not shared without consent or abused. More than 150 countries around 
the world have implemented data protection and privacy laws. By 2021, approximately 71% (137 out of 194) 
of countries globally have established some form of national data protection legislation (United Nations, 
2023). 

 

 
Image 17: Data Protection and Privacy Legislation Worldwide in 2021 (United Nations) 
[Source: https://unctad.org/page/data-protection-and-privacy-legislation-worldwide] 

 
Data can be subject to data security laws, breach notification laws and other regulations. The exact legal 

implications of its usage depend on the country of jurisdiction, meaning that different countries have different 
laws regarding data privacy and protection. 

For instance, in China – as described in the previous chapter – the legal system is used to maintain 
political control of the state, and the laws around data may serve the interests of the ruling regime rather than 
the protection of individual rights. The country has established several data protection laws in recent years, 
including the Personal Information Protection Law (PIPL, 2021) and the Cybersecurity Law (2016). PIPL is 
designed to protect the personal information of citizens living in China, while requiring companies to take 
appropriate measures to protect personal information and privacy (Zhu, 2022). At the same time, the 
Cybersecurity Law gives the Chinese government power over the ownership, storage, transfer, and handling 
of personal data generated in China by Chinese and foreign entities (Maranto, 2020). 

However, these laws have been criticized for not providing adequate protection for citizens’ rights 
(Amnesty International, 2022), especially since the Chinese government has often been accused of using 
data for surveillance and censorship purposes. Characteristically, Article 28 of Cybersecurity Law of the 
People's Republic of China (National People's Congress of the People's Republic of China, 2016) dictates 
that network operators must cooperate with public security organs such as the Ministry of Public Security and 
provide technical assistance (such as equipment or material like data) upon request: 

 
Article 28: Network operators shall provide technical support and assistance to public security organs 

and national security organs that are safeguarding national security and investigating criminal activities in 

https://unctad.org/page/data-protection-and-privacy-legislation-worldwide
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accordance with the law. 
       — Section 1: 'Ordinary Provisions' 

 
However, the term “network operators” is quite vague, since it is typically used with reference to 

telecommunication companies. In the Cybersecurity Law it is interpreted to include social media platforms 
and application creators instead, thus enabling the state to monitor people’s online activity pleading national 
security reasons. What renders the above alarming is the way the Chinese Communist Party's Political and 
Legal Affairs Commissions coordinate and directly control the entire Judicial system of China (Peerenboom, 
2010). Lastly, the fact that the Cybersecurity Law (the law allowing the Chinese government to access and 
handle all data generated in the country) was established 5 years before PIPL (which is a general data 
protection framework), amplifies the sentiment that in Chinese political affairs, there is no Individual when the 
State mandates so. 

When examining laws in liberal democracies, the approach appears to be different. In particular, the 
United States of America do not have a single unified data privacy law. At the federal level, the main law 
governing data privacy in the US is the Health Insurance Portability and Accountability Act (HIPAA, 1996), 
which applies to the healthcare industry and regulates the use and disclosure of patients' health information. 
It gives individuals certain rights, such as the right to access their personal health information (private data), 
the right to receive a list of disclosures of said information from the insurance company, and the right to 
request that their data be corrected. 

Although the US government has not established broad federal laws, the USA do have several laws at 
state level. One of the most known set of laws is California's Consumer Privacy Act (CCPA, 2018), which 
provides consumers with the right to know what personal data is being collected by businesses, the right to 
request deletion of personal data, and the right to opt-out of the sale of personal data to third parties (CCPA, 
2018). The CCPA also imposes obligations on businesses with regards to how they collect, use, and disclose 
personal information. It requires that the companies provide certain disclosures to consumers and abide by 
specific security measures to protect personal information. Specifically, the right to know which data is being 
stored and used by health providers, the right to delete personal information held by businesses, and the right 
to opt-out of sale of personal information are explicitly mentioned and protected.  

On the other side of the Atlantic, by 2016 the European Union had already established some of the 
strictest data protection laws in the world, known as the General Data Protection Regulation (GDPR – 
implemented 2018). The GDPR regulates how organizations in the EU or partnering with the EU process and 
store personal data, and it is considered that it revolutionized personal data protection and digital privacy. 
Focusing on certain key privacy protection points (Image 18), it strictly notes that if a person or entity 
processes data, they have to do so according to seven protection and accountability principles outlined in 
Article 5.1-2 (Regulation (EU) 2016/679, 2016): 

i. Lawfulness, fairness and transparency — Personal data must be collected and processed in a 
lawful, fair, and transparent manner with regards to the data subject. 

ii. Purpose limitation — Personal data should only be collected for specific, explicit, and legitimate 
purposes, and should not be used for any other purposes without obtaining additional consent. 

iii. Data minimization — Only the minimum amount of personal data necessary for the specific purpose 
should be collected and processed. 

iv. Accuracy — Personal data must be accurate, and efforts should be made to keep it up-to-date. 
v. Storage limitation — Personal data should not be kept longer than necessary for the specific 

purpose for which it was collected. 
vi. Integrity and confidentiality — Processing must be done in such a way as to ensure appropriate 

security, integrity, and confidentiality (e.g., by using encryption). 
vii. Accountability — The entity collecting and processing personal data is responsible for ensuring 

compliance with the GDPR and must be able to demonstrate compliance upon request. 
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Image 18: GDPR key take-aways [Source: https://www.emotiv.com/glossary/gdpr/] 
 
The GDPR recognizes that the protection of personal data is a fundamental right and that individuals 

have the liberty to control their personal data and know how it is being used (Treaty on the Functioning of the 
European Union Reference: 2012/C 326/01). It also gives them the right to request that their personal data 
be corrected, and the power to object to the processing of their data with the exception of certain 
circumstances (e.g., vital interests, such as hospital admissions, etc). Thus, entities collecting or processing 
one’s personal data have to explicitly inform and ask for the individual’s consent for any action or decision 
made that involves said data, while also being under the obligation to implement security measures to protect 
it from unauthorized access, disclosure, or loss. Furthermore, entities must report any data breaches that 
result in the unauthorized access, disclosure, or loss of personal data to the appropriate authorities within 72 
hours of becoming aware of the breach. 

Notwithstanding, the most significant innovation introduced by the GDPR in a legal basis is the right to 
erasure – also known as the right to be forgotten – under which individuals have the right to request erasure 
of their personal data from private and even government entities (controllers) : 

The data subject shall have the right to obtain from the controller the erasure of personal data concerning 
him or her without undue delay and the controller shall have the obligation to erase personal data without 
undue delay where one of the following grounds applies: 

i. the personal data are no longer necessary in relation to the purposes for which they were collected 
or otherwise processed; 

ii. the data subject withdraws consent on which the processing is based according to point (a) of 
Article 6(1), or point (a) of Article 9(2), and where there is no other legal ground for the processing; 

iii. the data subject objects to the processing pursuant to Article 21(1) and there are no overriding 
legitimate grounds for the processing, or the data subject objects to the processing pursuant to Article 21(2); 

iv. the personal data have been unlawfully processed; 
v. the personal data have to be erased for compliance with a legal obligation in Union or Member 

State law to which the controller is subject; 
vi. the personal data have been collected in relation to the offer of information society services referred 

to in Article 8(1). 
–  Art. 17 GDPR – Right to erasure (‘right to be forgotten’) 

https://www.emotiv.com/glossary/gdpr/
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The term "government" is not specifically used in the official text regarding the right to erasure; however, 

the GDPR's definition of "controller" (Article 4) includes "public authorities" and "government bodies," which 
means that the right to erasure applies to these entities as well. Unlike Chinese or US legislation, the 
European Law creates a shield of protection even against government mishandling and exploitation of 
personal data. It also gives individuals the ability to manage their digital identities, which are increasingly 
becoming an integral part of modern human societies as their use grows (Image 19). 

 

 
Image 19: PIPL – GDPR – US data protection legislation comparison (MERICS) 
[Source: https://www.merics.org/en] 

 
In the meantime, there has been an attempt to put some restrictions on surveillance and monitoring on a 

European level: after establishing the GDPR in 2016, the European Parliament requested that the European 
Commission introduce a legislative framework on AI as early as 2017 (Banks, 2021). Moreover, in 2021 the 
European Data Protection Board (EDPB) and the European Data Protection Supervisor (EDPS), called for a 
ban on use of Artificial Intelligence for automated recognition of human features in publicly accessible spaces, 
and some other uses of AI that can lead to unfair discrimination. Lastly, in 2023, these ideas were incorporated 
in the (upcoming, as of June 2023) Artificial Intelligence Act (AI Act, Image 20), a set of regulations aiming to 
regulate AI tools and service providers. Its goal is to manage such tools by categorizing and evaluating them 
according to the considered level of risk this technology could pose, from a scale of “minimal risk” (allowed to 
be used) to “unacceptable” (outright banned by law). “High risk” AI would include tools used in law 
enforcement (such as the cases of the Netherlands mentioned previously), or education (such as ChatGPT, 
the text Generative AI model). 

 

https://www.merics.org/en
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Image 20: The EU AI Act proposal. Structure: a ‘risk-based’ approach. Ada Lovelace Institute. 
[Source: https://www.adalovelaceinstitute.org/resource/eu-ai-act-explainer] 

 
The GRPR has also inspired several countries around the world to strengthen their data protection laws 

or introduce new legislation. Brazil's General Data Protection Law (LGPD, 2018) was heavily influenced by 
the GDPR and includes similar provisions, such as the right to access personal data and the right to erasure. 
At the same time, South Korea (Personal Information Protection Act – PIPA, 2020), Japan (Japan Act on the 
Protection of Personal Information – APPI, 2020), India (Personal Data Protection Bill, 2019) and Canada 
(Personal Information Protection and Electronic Documents Act – PIPEDA, 2019) have been amending their 
pre-existing legislation, in order to address data protection holistically, in the manner of the European 
Legislation. In Africa, South Africa has the Protection of Personal Information Act (POPIA), which was ratified 
in 2013 and was fully implemented in 2020. Several other countries have adopted the African Union 
Convention (or Malabo Convention) on Cyber Security and Personal Data Protection (2014, created in 
cooperation with the Council of Europe), which pursues to provide a basic framework for the protection of 
personal data and privacy in the continent. 

However, it appears that the law has struggled to keep pace with the rapid evolution of technology, and 
the use and handling of data presents many challenges for legal interpretation and application (Marchant, 
2013). Especially the governance and oversight of emerging technologies like social media, surveillance 
technologies, robotics, and Artificial Intelligence – among others – is characterized by swift development, 
many applications and actors, and uncertainties about risks and benefits (Marchant, 2013). These demands 
range from potential health and environmental risks to broader social and ethical concerns. Due to this 
complexity, it would be very difficult to regulate any of these emerging technologies effectively and 
comprehensively. 

This matter seems especially challenging in liberal and democratic countries, where freedom of speech 
favors the plurality of opinions and insights, which might hinder swift law-making. On the other hand, 
authoritarian regimes are de facto governed by states of oligarchs or monarchs and the laws those dictate, 
usually without having to worry about legitimization from other authorities. 

Contemporary European (and Western) Law deems the individual as its cornerstone, rather than the 
state, and modern legal systems in Europe and the West value plurality and are based on the principle of 
individual rights and freedoms. This can be traced back to the Enlightenment period, where the idea of natural 
rights and the value of the individual emerged as important concepts in political and legal philosophy, and 

https://www.adalovelaceinstitute.org/resource/eu-ai-act-explainer
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later shaped the regulatory processes in the continent (Curran, 2001). In contrast, the legal system in China 
– for example – traditionally considers the individual a non-self-sufficient entity, and emphasizes the 
importance of social order and hierarchy, prioritizing social harmony, and the interests of the community as a 
single, collective body (Feng, 2010).  

The aforementioned cases share a special common element: the Law of each community or society 
depends on its own common moral requirements and ethical standards. As American philosopher Ronald 
Dworkin reasoned in his famous work “Law’s Empire” (1967), Laws are not simply a set of rules or commands, 
but rather an expression of a society's considered merits and ethical values. These ethical values and 
principles that underlie a society's legal system are not fixed or immutable, but rather evolve over time as a 
result of ongoing debate and discussion. This is beneficial, since by updating and refining its laws, 
communities can ensure that they remain relevant and effective in addressing the challenges of a rapidly 
changing world. This, in turn, helps to create a safer, and more just and equitable society (Rawls, 1999), 
which people remain a part of not only out of necessity but also out of free will. 

Laws play a critical role in ensuring that justice is served and that societies run smoothly. The ultimate 
goal of these regulations is to create a society that allows people to coexist in a safe and secure environment 
122. The implementation of laws helps create a vital human connection within societies, which is even more 
imperative in an era when many of our everyday activities take place without necessarily involving physical 
human interaction (e.g., shopping online). This bond that voluntarily keeps people alongside each other once 
they have come together, we call Trust. 
  



Master’s Thesis  Olga Giannaki 
 

Data and AI in Social Systems: Trust Perspectives in a Digitally Developing World   
41 

 

PART THREE – Trust in the Context of Digitalized Social Systems 
“On Artificial Intelligence, trust is a must, not a nice to have.” 

— Margrethe Vestager, 
Executive Vice-President for a Europe fit for the Digital Age 

 
As explained in Part One, Data is the base of the Knowledge pyramid. It is the foundation of 

information, which is what we use in order to gain the knowledge we use to make decisions and solve 
problems. Data exists in the real, physical world as the elements we perceive via our senses, but also in the 
digital networks, as it is the language computers understand. Problems arise when decisions are made 
based on incomplete, flawed or biased sets of data, as these decisions inevitably end up being erroneous 
themselves. Data can also easily be manipulated with the help of Artificial Intelligence. Phenomena such as 
social engineering, viral fake news or deepfake content are ever-present in the world wide web, and are 
increasingly playing a more prominent role in our everyday social interactions and overall lives. 

After having analyzed how modern societies revolve around data, we will examine the digital aspect of 
contemporary social systems, and how data and Artificial Intelligence can affect relationships within social 
systems in a digitally developing world. 
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8. Establishing Human Trust 
Social systems are complex networks of interdependent social structures, institutions, organizations, and 
individuals that function together to create a society (Parsons, 1951). In a social system, individuals interact 
with each other through established norms, roles, and expectations. These interactions can be influenced by 
factors such as culture, history, and geographical components, but also financial interests and technology. 
Social systems are constantly evolving and adapting to changes in society, including technological 
advancements, demographic change, and economic developments. Understanding social systems is 
important because it can help us identify and analyze patterns of social behavior, as well as the factors that 
shape them, and recognize when social change is necessary. 

People form social connections for a variety of reasons, but at its core, the purpose of social systems and 
society altogether is linked to bringing people together to achieve common goals and provide each other with 
support. One of the primal reasons why humans started to form societies was the survival of our species itself 
and the fear of external danger, such as wild animals or hostile human groups (Hobbes, ed Shapiro, 2010).  

Trust formed the foundation of these early social systems, allowing individuals to cooperate, share 
resources, and defend themselves against these threats. It was built through repeated interactions among 
humans, mutual dependence and reliance, and the fulfillment of shared responsibilities. It was this 
interpersonal trust that fostered a sense of unity and enabled early humans to overcome the challenges they 
faced. 

As societies evolved and became more complex, there was a development of social norms, customs, 
and laws which governed human behavior and which, in return, solidified this feeling of social commitment. 
Through particular cultural practices, and based on the environments where they lived, communities were 
able to develop their own theories of knowledge (the first scientific theories) and means of technology 
(Mormina, 2019). For example, the Sumerians (Mesopotamia, circa 2000 BCE), developed pioneering 
agricultural techniques to cultivate crops, aiming to take advantage of their land’s fertile soil. By building 
canals and irrigation systems to control water flow, they were able to grow more crops and sustain larger 
populations, which triggered demographic changes in the region and overall civilizational flourishing (Cowan 
& Watson, 2006). This practical knowledge of agriculture led to the development of complex mathematical 
systems (scientific knowledge), which was used for calculations and measurements. 

In addition, trust was and still is an indispensable foundation of every economic activity occurring within 
human society, from the smooth operation of trade and markets, to fostering cooperation and collaboration 
in the labor market, and the development and maintenance of infrastructure that ensures quality of life. For 
instance, in ancient China the Confucian concept of guanxi (关系), meaning a closed system of “personal 
connections/relationships", was predominant in Chinese society and commerce (Li, 2020). Trust was built 
through interpersonal relationships and networks, with individuals relying on credible mediators for business 
transactions. Trustworthy individuals and family networks (such as clans) played a significant role in 
establishing these trade relationships and ensuring the fulfillment of obligations by all parties of a transaction. 

Lastly, as demonstrated in the previous chapter, institutional trust – trust in the institutions of societies – 
allowed for the establishment of governance, followed by justice and law. Naturally, societal stability is favored 
when people have faith in the fairness of courts, judges, and legal processes. Thus, trust in governance 
nurtures social cohesion, and legitimacy of political actions, such as important decision-making.  
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Image 21: A visual representation of Societies and their aspects. 
 
When it comes to institutional trust, it has been found that it also increases feelings of security, and 

therefore promotes interpersonal trust among members of a society, even when those are strangers (Spadaro 
et al., 2020). Recent studies by multiple associations, such as the OECD (Organization for Economic Co-
operation and Development), indicate that societies with high levels of interpersonal trust show stronger 
economic growth than communities marked by mistrust among their members. What is more, they are 
consisted of happier citizens, who also tend to participate more in public affairs (Portela et al., 2013, Algan & 
Cahuc, 2010). 

Characteristically, a 2013 survey regarding the estimates of interpersonal trust in Europe showed that 
countries with good quality of liberal democracy and trustworthy legal systems have a higher rate of 
interpersonal trust. In the following graph, the tendency of Nordic countries to trust their fellow citizens is in 
most cases higher than those of Eastern Europeans: 
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Image 22: Estimates of interpersonal trust in Europe, 2013 
[Source: Trust – Eurostat (2015) https://ourworldindata.org/trust] 

 
This is directly linked to how each person evaluates democracy in their respective countries. In countries 

like Norway (NO), Sweden (SE), Finland (FI), Denmark (DK) and the Netherlands (NL), individuals are heavily 
inclined to hold liberal democracy, social justice, and direct democracy to high esteem. In the second graph, 
it is clearly shown that these are citizens from countries that score the highest when it comes to trusting the 
political system as a whole, police (as a part of the state), and the legal system – the laws and how they are 
implemented by legal instruments in their country (e.g., courts). 
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Image 23: Liberal Democracy/Social Justice/Direct Democracy by Quality of democracy (2013) – How 
Europeans View and Evaluate Democracy, 2014 
[Source: OECD https://www.oecd.org/statistics/ESS%20seminar%20Hanspeter%20Kriesi.pdf] 

 
Image 24: Estimates of trust in public institutions in European countries in 2013 
[Source: Figure 3.14 in the OECD report How’s life? (2015). https://ourworldindata.org/trust] 

 
What is particularly interesting is the timing that this survey was conducted: amidst the immediate 

aftermath of the 2008-2009 financial crisis. Although the global recession lasted for about two years, and was 
presumed to be over  by June 2009, its repercussions on the overall economy lingered for a considerably 

https://www.oecd.org/statistics/ESS%20seminar%20Hanspeter%20Kriesi.pdf
https://ourworldindata.org/trust
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longer period of time. With unemployment rates not returning to pre-recession levels until 2014 and median 
household incomes severely affected until 2016, systemic trust and trust in institutions also wavered, as did 
the feeling of security (Roth, 2022). Yet, this decline was milder in countries with a strong Rule of Law tradition, 
proving that there is an amphidromous relationship between trust in the public and in the private sphere. 

Despite the fact that trust in individuals differs from trust in groups, building trust requires nurturing all 
kinds of relationships within social systems, from personal ones to professional and communal relations on 
the whole. Elements like consistency and credibility of decisions and actions taken by people and institutions 
alike, transparent communication regarding said actions, fairness and treating everyone with equity and 
respect, and privacy and respect of boundaries are crucial in cultivating trust and strengthening interpersonal 
and institutional connections throughout the social spectrum (Simon, 2020). 
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9. Trust in a Digitally Developing World 
In the modern world, trust remains fundamental to the functioning of social systems, albeit in different 
contexts. Throughout history, the form of social systems has evolved, societies have grown in numbers and 
complexity. While threats may have changed from wild animals to global challenges, such as economic 
instability, climate change, or technological risks, trust is still essential for individuals to come together and 
work towards creating a more cohesive and harmonious environment that benefits everyone. When certain 
predicaments appear to (directly or not) affect humanity as a whole, the answers ought to come from an 
international, holistic point of view. 

Regardless, establishing trust in a digital networking environment encompasses a broader range of 
factors compared to the physical world. This is due to the reliance of computer network communications on 
humans and their intentions, as well as digital components, such as Big Data and undecipherable Artificial 
Intelligence algorithms. 

One significant challenge is interconnected with the quality of data used by the systems, and how flawed 
or biased data can affect public perception and reinforce prejudices and stereotypes about certain groups of 
people. As Artificial Intelligence systems and algorithms are increasingly used to automate processes, they 
can diminish objectivity of decision-making processes and perpetuate existing inequalities (Image 25). The 
problem intensifies upon reconsidering that AI algorithms often operate as black boxes, making it challenging 
to understand how decisions are being made. Thus, the sentiment of injustice deepens, due to a non-human 
agent making life decisions for humans (e.g., job candidate qualification assessment based on CVs). This 
hinders social and professional collaboration and intensifies divisions and mistrust among individuals across 
social systems. 

An infamous case in point is the use of certain AI-based computer models by Amazon.com Inc for 
recruiting purposes. Essentially, based on the data it was given, Amazon's system independently taught itself 
to favor male candidates (Dastin, 2018). Provided with data from the male-dominated tech-industry, it 
prejudiced against resumes that mentioned “women's”, as in “women's chess club captain”, effectively 
sidelining qualified female candidates. After the initial public outcry, Amazon was forced to adjust the software 
module in order to eliminate bias towards women. However, this did not guarantee that the algorithm would 
not develop alternative methods of candidate evaluation that could potentially prove sexist or biased in any 
way, and Amazon finally decided to dissolve the group of machine-learning specialists who had created the 
program (Aumüller-Wagner, 2019). 

 
Image 25: Bias and AI Systems [Source: https://liberalarts.utexas.edu/psychology/news/research-paper-from-
adela-timmons-looks-at-ai-bias-in-mental-health-apps] 

 
 

https://liberalarts.utexas.edu/psychology/news/research-paper-from-adela-timmons-looks-at-ai-bias-in-mental-health-apps
https://liberalarts.utexas.edu/psychology/news/research-paper-from-adela-timmons-looks-at-ai-bias-in-mental-health-apps
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Notwithstanding, even if it were possible to find a panacea for “bad data” and system transparency, a key 
part of the problem lies in the overload of data and information available, as much as the spreading of 
disinformation (fake news). The ascendance of Big Data seems inevitable when, as of 2023, approximately 
65% (5.2 billion people) of the global population uses the internet, and almost 60% (4.2 billion people) use 
social media (Petrosyan, 2023). Especially in the Western world, where 9 out of 10 adults use the world wide 
web leaving their online mark, Big Data is being generated at an accelerating pace on a daily basis (Image 
26). 

 

 
Image 26: Age distribution of internet users worldwide in 2022, by region (Statista) 
[Source: https://www.statista.com/statistics/209101/age-distribution-internet-users-worldwide-by-region/] 

 
While this abundance of data and information everywhere online has its advantages (e.g., being able to 

instantly be informed about various issues, or being able to track on Google Maps all the places we have 
visited since the creation of our accounts), the sheer volume of information available can be overwhelming. 
With the proliferation of social media platforms, news websites, blogs, and online forums, anyone can publish 
content and share information, regardless of its accuracy or credibility. Thus, it becomes difficult to discern 
what is true and reliable.  

Additionally, the rise of Generative AI and automated bots capable of generating fake news and visual 
content (e.g., deepfakes) and distributing it to manipulate public sentiment further aggravates the problem 
(Kreps, 2022). Especially visual signals (such as images, videos, and GIFs) are more rendering compared to 
written text, thereby inspiring a stronger sense of trust in the content that the human user receives (Sherwin, 
2006), which makes such content ideal for propaganda and spreading disinformation. Widely distributed fake 
news, coupled with the consequences of data and information overload, can erode trust in both traditional 
institutions and interpersonal relationships, since receiving conflicting or contradictory information often 

https://www.statista.com/statistics/209101/age-distribution-internet-users-worldwide-by-region/
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invokes feelings of skepticism and uncertainty. This immediately results in people questioning the credibility 
of multiple news sources, government and political institutions, scientific studies, and even the intentions of 
friends, colleagues, or acquaintances who share information with them (Mangold, 2022). 

The concern grows yet more when it becomes easier to alter content with simple actions, like using a 
filter to take a photo on social media with a simple tap. For example, TikTok offers its users access to live 
make-up filters able to adapt to virtually any face movement of the user, allowing them to appear flawless to 
both their own selves and others. 

 

         
 27.A         27.B         27.C 

Image 27.A: the user without the filter 
Image 27.B: the user upon activating the “Bold Glamour” filter 
Image 27.C: the user is surprised to see how the filter does not falter when she moves and touches her face 
[Source: TikTok video @tracey.lee.oliver] 

 
It is worth noting that the vast majority of such beauty filters target (young) female users. It has also been 

proven that such social media filters affect women’s perceptions of self and beauty, leading to lower self-
esteem and depression vulnerability (Solomon, 2016). Recent neuroscience research suggests that people 
with depressive symptoms tend to be more isolated and show less interpersonal trust, and vice versa (Fermin 
et al., 2022), indicating that actions must be taken to support mental health – especially this of the youth, in 
order to encourage stronger bonds of trust within society. 

Supplementally, with the increasing reliance on technology and the collection of personal data through 
illegitimate means, individuals have legitimate concerns about their privacy and the security of their data and 
personal information stored online. High-profile data breaches, unauthorized access to personal data, and 
the misuse of data by corporations (similar to the Cambridge Analytica scandal) or governments (like the 
cases in Asia or even Europe regarding citizen surveillance) can lead to a loss of trust in the institutions 
responsible for safeguarding this data. 

Consequently, concerns about the imperfections of AI systems have intensified the sense for urgent 
action against AI misuse among civilians and authorities alike. In order to address the situation and attempt 
to make cyberspace a safer and less mistrustful place, there has been a series of measures taken by 
governments, companies, and individuals alike on an international level. 

Besides the official legislation implemented on an international level, as explored in The Legal Aspect of 
Data, there have been more suggestions about introducing regulations that explicitly govern the use of 
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Artificial Intelligence. The European Union has been a pioneer in this aspect, as it continues to consider new 
legislative acts, to enhance the level of efficiency of the current framework. Specifically, the Digital Services 
Act (Regulation (EU) 2022/2065), aiming to tackle illegal content and disinformation online, while promoting 
transparent advertising, received several amendment proposals, the main of which was obliging big tech 
companies (e.g., Google, Facebook, TikTok, etc.) to mandatorily label AI-generated content as such 
(Goujard, 2023). Moreover, the European Centre for Algorithmic Transparency was founded, with the goal of 
enforcing newer rules on platforms regarding the way their Platform Recommender Systems (PRSs) work: 
from which type of content the systems promote, to removing material that does not comply with the legal 
framework (Reviglio & Santoni, 2023).  

At the same time, the European Commission updated its technology Ethics Guidelines (AI HLEG, 2022) 
to shift focus towards Trustworthy AI, Artificial Intelligence systems that are reliable, fair, transparent, and 
accountable, in a manner that respects ethical values, human rights, and societal well-being. The Guidelines 
set out a set of seven essential criteria that AI systems should meet to be considered trustworthy: 

i. Human agency and oversight: AI should be empowering individuals, allowing them to make informed 
decisions and safeguarding their fundamental rights. 

ii. Technical Robustness and Safety: AI systems must be resilient and secure. They should also exhibit 
accuracy, reliability, and reproducibility to minimize unintentional harm. 

iii. Privacy and Data Governance: AI systems must respect privacy and data protection principles. 
iv. Transparency: The data, functioning, and business models of AI systems should be transparent. 

Traceability mechanisms can contribute to this, ensuring awareness of interaction with an AI system. 
v. Diversity, Non-Discrimination, and Fairness: AI systems should avoid unfair biases that can lead to 

negative consequences such as marginalization, prejudice, and discrimination. 
vi. Societal and Environmental Well-being: AI systems should benefit all humans, including future 

generations. They should be designed with sustainability and environmental considerations in mind, 
taking into account the well-being of other living beings. Social and societal impacts should be 
carefully assessed. 

vii. Accountability: Mechanisms should be implemented to establish responsibility and accountability for 
AI systems and their outcomes. 
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Image 28: Framework for Trustworthy AI (European Commission) 
[Source: https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai]  

 
In the meantime, besides government organization actions, some companies such as Meta (parent-

company of Facebook, Instagram, and WhatsApp) claim to have launched their own campaign against 
misinformation and fake news across the internet. Meta has launched Sphere, a new tool that utilizes Artificial 
Intelligence to identify and tackle "fake news" on Wikipedia. The corporation has claimed that Sphere “the 
first model capable of automatically verifying hundreds of thousands of citations at once” to verify their 
alignment with the associated claims (Meta/Facebook website, 2022). Undoubtedly, there is a lot yet to be 
achieved, particularly since Meta (and other popular social media platforms like Twitter) currently does not 
actively moderate non-violent content on its own websites, in an attempt to keep a balance between user 
traffic (company revenue), freedom of speech that it claims to support, and putting a barrier on misinformation 
(Liu et al., 2021, Meta website, 2022). Google has also attempted to combat the spread of fake news through 
its search engine, by utilizing algorithms and AI technologies to assess and rank search results based on 
relevance and quality (Gorwa et al., 2020).  

Significant efforts have been made by smaller, less centralized entities as well. In 2019, a team of 
computer scientists from the University of Washington and Allen Institute for AI (AI2) launched a new system 
named “Grover”. Alarmed by the success that fake news seemed to have online, they decided to create an 
application, which could detect fake news (Zellers et al., 2019). The plan was to first teach Grover how to 
write fake news upon a prompt given by a human agent, and then allowing it to write a completely fabricated 
text. After careful data processing from its part, the program was able to recognize texts written by similar AI 
tools, with a success rate of 92%, as opposed to other generators, which could only identify fake news with 
approximately 73% accuracy (Image 29). Although this would not stop the spreading of human or bot-written 

https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
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false information online, it would at least make spotting it effortless and time-effective, contributing to the fight 
against fake news. 

 
Image 29: Grover can detect fake news written by both humans and machines (Rowan Zellers, AI2) 
[Source: https://blog.allenai.org/counteracting-neural-disinformation-with-grover-6cf6690d463b] 

 
As Manohar Paluri, director on Facebook’s AI team noted during an interview, when it comes to systems 

creating disinformation online “if you have the [false news] generative model, you have the ability to fight it” 
(Metz & Blumenthal, 2019). Therefore, the conversation should involve – but not exclusively revolve around 
– the technical means to hinder fake news and unlock the black box of Artificial Intelligence.  

As humans, we are inherently prone to biases, and given that we are the creators of AI systems, these 
biases can automatically be reflected onto technology. Rectifying human biases is often more difficult than 
addressing biases in AI systems themselves, especially when only 400 AI safety specialists contribute to this 
effort (Hilton, 2022). Notwithstanding, AI and data safety is gaining awareness, and the ethical problems of 
Artificial Intelligence and data use for algorithm development are being brought to the vanguard of 
technological policy agenda. 

As a matter of fact, a proposed solution to amend prejudice and produce unbiased models could come 
from practicing Open-source Data Science (OSDS), and Open-source Intelligence (OSINT) in general. Open-
sourcing technology would mean sharing the programs with the public and allowing more independent data 
scientists to work with the systems while offering their own perspective and skills. Open-source Intelligence 
would allow for the collection, analysis, and correlation of publicly available data from various open data 
sources, such as mass media (e.g., online newspapers), social network platforms, blogs, public government 
data, webpage metadata and commercial data (Pastor-Galindo et al., 2020). 

 

https://blog.allenai.org/counteracting-neural-disinformation-with-grover-6cf6690d463b
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Image 30: From open source data to validated OSINT (Gibson, 2016) 
[Source: https://link.springer.com/chapter/10.1007/978-3-319-47671-1_6/figures/1] 

 
As discussed in the Business Aspect of Data, cybercriminals can evoke data from such open sources 

and exploit it for their own benefit. This has led to a debate on whether using open data for other than personal 
purposes is ethical to begin with. For example, finding a plumber’s phone number on their website (open 
data) and saving it on our personal device to be used in case of need would generally be considered an 
“innocent” act. If, however, we were to use that data to teach a location-detection algorithm to decipher which 
area the phone number corresponds to (based on the country/area code in the beginning), the type of data 
utilization differs from the first case. In the latter, it stands to reason that the plumber might feel like their 
privacy is being threatened or even violated, as the system would collect and exploit personal identifiable 
information for non-personal use. 

Despite this argumentation, it is understandable that OSINT’s wider implementation with goodwill and 
benevolence would signal an era of openness and broad collaboration in technology sciences (Böhm & 
Lolagar, 2021), which would strive for a more humanistic, ethical-centric Artificial Intelligence. The latter 
would, in turn, contribute to the battle against cybercrime, and aid in creating a safer and more trustworthy 
cyberspace for all users. 

Government entities also generate and acquire large volumes of data and information. As a result, several 
countries have already adopted OSINT in accordance with a Directive (legislation proposal) of the European 
Parliament regarding open data and the re-use of public sector information, and in alliance with the approach 
method of their respective national intelligence agencies (Nouh et al., 2019, EU Directive 2019/1024). By 
implementing the concept of Open Government Data (OGD), they make these datasets openly available, and 
enhance transparency and accountability to citizens. This, in return, empowers public trust in governing 
institutions. Moreover, the encouragement of data utilization, reuse, and unrestricted distribution by 
governments promotes the creation of new businesses and the development of innovative services centered 
around citizen needs. 

The map below, created by the Open Data Inventory (ODIN), assesses the extent to which a country's 
statistical data is comprehensive and corresponds to international standards of transparency. Openness 
scores are determined by factors such as the availability of data in machine-readable and non-proprietary 
formats, the inclusion of metadata, the presence of download options, and the existence of an open terms of 
use or data license. 

https://link.springer.com/chapter/10.1007/978-3-319-47671-1_6/figures/1
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Image 31: Open Data Inventory (ODIN) 2020: Open Data Quality Scores submitted to the United Nations Statistics 
Division (ODIN, Open Data Watch) [Source: https://odin.opendatawatch.com/] 

 
Addressing all these challenges requires a multifaceted approach. It requires actions from those who 

create and program systems and algorithms, but also a general shift in the way we, as users, deal with data 
in the Digitally Developing World. 

For these reasons, it is also important to provide cybersecurity education to users of all ages, to enhance 
understanding of potential threats and encourage the implementation of proactive security measures. 
Promoting digital literacy and critical thinking skills is crucial, so that users are able to assess sources and 
verify information, without participating in the vicious cycle of reproducing fake news. 

Simultaneously, governing authorities and technical experts on their part should demonstrate a sense of 
responsibility when interacting with personal data, especially when it comes to collecting and processing it. 
Finally, it would be wise for users not to share unnecessary data online or at least be extremely cautious 
when they do so. Allowing only people we are familiar with to see our full social media profiles, reducing the 
sharing of personal photos and personal information, using a strong password, and enabling two-factor 
authentication (signing in via an extra security step) are only a few of the measures we can actively take in 
order to feel more secure, and ensure that our digital endeavors remain a pleasant yet responsible 
experience. 

Establishing trust in digital social systems while guarding our privacy is the principal challenge faced by 
humans in the Digitally Developing World, because it requires both digital literacy and social maturity. 
Promoting responsible information sharing and creating a culture of trust and integrity online are imperative 
especially in the case of social media platform data sharing, as nowadays our online profiles complement our 
“real lives”. This would not suppose that, until the internet becomes a completely safe place, we as users 
should be mistrustful by default of those whom we come across online. Rather, it would demand that we learn 

https://odin.opendatawatch.com/
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to value our privacy and display caution as if we had to cross a street: you always think that the car will stop 
before it hits you, but still double-check before you cross. 
  



Master’s Thesis  Olga Giannaki 
 

Data and AI in Social Systems: Trust Perspectives in a Digitally Developing World   
56 

Conclusion 
The erosion of trust can lead to social division, conflict, and the destruction of the social fabric. It is crucial for 
societies to actively cultivate and maintain trust both in the physical and the digital sphere of the contemporary 
state of affairs, the Digitally Developing World. This can be achieved through transparent governance, 
accountability, and open communication. The collaboration between (technology) companies, policymakers, 
and civil society plays a vital role in developing effective strategies to mitigate social and data bias, tackle 
disinformation, improve transparency on online platforms, and facilitate the dissemination of trustworthy 
information. 

Furthermore, promoting responsible information sharing and creating a culture of trust and integrity online 
are vital, and so is encouraging individuals to value and protect their privacy. It requires the active participation 
and engagement of individuals, institutions, and society as a whole to reduce the negative impact of data and 
information overload and lessen the dangers that Artificial Intelligence brings with it. While there might always 
be financial, political and legal puzzles to be solved as emerging technologies continue to be ubiquitous in 
our lives, it is important to consider that we can use these innovations to work towards a more secure and 
prosperous future. 

In the final chapter we saw how tools provided by technology can either be viewed as a threat or become 
threat deterrence tools themselves. As such, the final point of this thesis is that it would be of no use to panic 
over AI technologies or robots and machines taking over our consciences or lives. Therefore, questions for 
future research could revolve around (a) whether it would it be better to have a state-monitored AI, in the 
same way that technology legislation is created by the State, (b) if that would not protect citizens’ rights to an 
efficient degree. Moreover, it would be interesting to examine (c) whether such interference would “kill” the 
innate freedom of technology and its innovation and (d) how would that enhance or hinder the establishment 
of trust in the Digitally Developing World. Finally, the question at hand remains regarding the growing 
presence of Generative AI in cyberspace: will we be able to tell with absolute accuracy what is real and what 
is counterfeit online, when Generative AI tools are becoming exceptional at imitating human ways of 
expression? How will that change the nature of the internet as a means of democratizing information sharing? 
The answers to the above questions remain to be explored and, eventually, seen. 
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